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Preface

Welcome to the 11th International Conference on Telecommunications (ICT 2004) hosted by the city of Fortaleza (Brazil).

As with other ICT events in the past, this professional meeting continues to be highly competitive and very well perceived by the international networking community, attracting excellent contributions and active participation. This year, a total of 430 papers from 36 countries were submitted, from which 188 were accepted. Each paper was reviewed by several members of the ICT 2004 Technical Program Committee. We were very pleased to receive a large percentage of top-quality contributions.

The topics of submitted papers covered a wide spectrum from photonic techniques, signal processing, cellular networks, and wireless networks, to ad hoc networks. We believe the ICT 2004 papers offer a wide range of solutions to key problems in telecommunications, and describe challenging avenues for industrial research and development.

In addition to the conference regular sessions, seven tutorials and a workshop were organized. The tutorials focused on special topics dealing with next-generation networks. The workshop focused on particular problems and solutions in heavily distributed and shareable environments.

We would like to thank the ICT 2004 Technical Program Committee members and referees. Without their support, the creation of such a broad conference program would not be possible. We also thank all the authors who made a particular effort to contribute to ICT 2004. We truly believe that due to all these efforts the final conference program consisted of top-quality contributions.

We are also indebted to many individuals and organizations that made this conference possible. In particular, we would like to thank the members of the ICT 2004 Organizing Committee for their help in all aspects of the organization of this professional meeting.

The 11th International Conference on Telecommunications was an outstanding international forum for the exchange of ideas and results between academia and industry, and provided a baseline for further progress in the telecommunications area.

We hope that the attendees enjoyed their stay in Brazil and were able to visit various points of interest in this lovely country.
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Abstract. In this paper the authors’ attention is on a dynamic QoS adaptation mechanism whose functional behavior is driven by underlying system conditions, user exigencies and preferences. The proposed mechanism differs from analogous systems as it dynamically estimates the user preferences, through a “user profiling” activity, and uses the estimated profile to dynamically adapt the resources devoted to the traffic flow. The procedure is completely automated and quite fast. In this paper the proposed mechanism is introduced into a 3G system and its effectiveness tested under different conditions.

1 Introduction

Effectively supporting multimedia applications at guaranteed and user-tailored QoS levels is an exigency strongly felt in advanced 3G and 4G Personal Communication scenarios. The highly fluctuating radio channel conditions, jointly with heavy resource requests deriving from multimedia users, force to think in terms of “adaptive QoS”, or “soft QoS” [4], in contraposition to the traditional “hard QoS” or “static QoS” idea. The present paper focuses on the possibility of allowing both “system level” measurements and “user level” exigencies and preferences to drive the dynamic QoS adaptation process. In the authors’ opinion, the best way to implement the highlighted ideas into an evolutionary multimedia wireless scenario is to define a distributed mechanism for QoS control. It could be implemented between the application-related and the sub-network related functions.

A significant activity in this field is carried on by many consortia and forums (IETF, PARLAY, EURESCOM, etc) and this testifies the high interest for QoS related issues in advanced wired-wireless telecommunications platforms. In our previous work we propose an adaptive QoS management mechanism [1] and we presented just simple behavior evaluations. In this paper we propose an experimental evaluation of this mechanism with reference to a UMTS environment. This choice is fully justified because of in a cellular network, resources are typically scarce and quickly fluctuating.
This paper is organized as follows: Section 2 provides an architecture for QoS management in generic multimedia environment. Section 3 presents our user-profile based mechanism for QoS management. Section 4 provides the description of the outputs of a detailed test campaign aiming at measuring the performances of our system in an UMTS environment. Finally, in Section 5, we draw our conclusions.

2 Distributed QoS Control Functionality

Our QoS-aware distributed functionality is strongly based on the knowledge of the user profile describing her/his behavior and preferences. It dynamically translates user preferences into underlying network parameters, in order to properly define the best QoS degree the end user can be provided with. Its design is inspired by the following criteria: Subjectivity, Portability, Dynamicity, and Automaticity.

Our QoS control architecture consists of five groups of modules. They handle (i) parameter mappings, (ii) resource distribution, (iii) network status verification, (iv) QoS negotiation and (v) users’ profile management. The modules composing the architecture of our dynamic QoS control mechanism behave as follows.

The Mapper. It transforms the application level parameters (high level parameters) setted by the user into metrics relevant to the communications network (low level parameters) which the requested service operates on.

The Resource Manager. It carries out the following tasks: bandwidth management and transmission of high-level parameters to the network.

The Controller and the Monitor. These are always active components. The first handles the possible presence of network faults, while the second periodically extracts information describing the network status.

The Impulsive Monitor. It is activated whenever unexpected variations of the network status occur.

The Re-negotiator. It redefines the QoS by taking into account both user desires and network constraints.

The User Profile Manager. This is an always active component that dynamically records the behavior of a user while she/he accesses different types of services and suitably modifies her/his profile.

3 User Profile, Mapping, and Renegotiation

The User Profile has been constructed by referring to the theory of User Modelling [2]. Particularly, our techniques for constructing and handling the user profile are based on the assumption that, in a long period, user interests coincide with concepts stored in the information sources which she/he frequently visited in the past [3]. A further, more interesting, characteristic of our approach consists in the exploitation of XML for storing and handling the User Profile; the exploitation of XML favors data exchange over heterogeneous platforms.
The User Profile $P(u)$, associated with a user $u$, can be represented as a set of concepts of interest for $u$ and a set of relationships among concepts. More details on the parameters associated to the applications are given in [1].

As previously pointed out, the Mapper is activated whenever high-level parameters have to be translated into low-level ones. The overall bandwidth the system requires for supporting a multimedia transmission, namely $B_{\text{overall}} = B_v + B_a + B_d$, is an interesting index which put network layer indexes into relationship with higher layers’ parameters. $B_v$ is the bandwidth the system requires for enabling the real time vision of a video sequence; it is computed, according to [5], in terms of: $R_x$ and $R_y$, the video image Horizontal and Vertical Resolution, $C$, the Chrominance, $L$, the Luminance, and $F$, the video Frame Rate. $B_a$ is the required bandwidth for supporting an audio transmission; it can be computed in terms of $Ch$ (current required channel number), $Fr$ (current Sampling Frequency), and $Co$ (current Required Audio Codex). Finally, $B_d$ is the bandwidth to support a data transmission (i.e. the data bit rate). The Re-negotiator has to compute the values of $B_v$, $B_a$ and $B_d$ that maximize the user perceived QoS, compatibly with the network conditions.

Therefore, we need to quantify the user satisfaction. This is achieved by defining the so called Satisfaction Degree $D_S$ of a user $u$ as: $D_S = \frac{QoS^{\text{net}} - QoS^{R-\min}}{QoS^{R-\max} - QoS^{R-\min}}$.

In this equation, $QoS^{\text{net}}$ is the Quality of Service of the overall multimedia application. It is a combination of QoS contributions from each multimedia traffic component, suitably weighted by means of current values of some attributes defined within the dynamic Profile. $QoS^{R-\max}$ and $QoS^{R-\min}$ represents the maximum and the minimum overall QoS values the user is disposed to accept. These two values are derived from the signed user SLA (Service Level Agreement). For the exact calculation of these indexes the reader can refer to [1].

$D_S$ numerator represents the distance between the actual QoS provided by the network and the minimum QoS the user might accept; the denominator denotes the distance between the maximum and the minimum QoS specified by the user. In the formula if $QoS^{\text{net}} \leq QoS^{R-\min}$, then $D_S$ is negative, this implying that the connection must be interrupted. It is worth pointing out that if $QoS^{R-\max} = QoS^{R-\min}$, then $D_S$ is not defined. In this case the re-negotiation activity makes no sense since the user requirements are given in terms of hard-QoS constraints.

In our framework, it is compulsory to manage resource distribution for obtaining the highest values is possible for $D_S$. This task is handled as a two-steps optimization problem: (i) the first step consists in distributing the available bandwidth among each multimedia component. This bandwidth assignment problem is formulated as a linear programming problem. (ii) The second step consists in adjusting the high level QoS parameters of each multimedia component in order to fit the network constraints and maximize the user QoS expectation; it is worth observing that high level QoS parameters optimization is treated as a non linear optimization problem.

Interested reader can refer to [1] for additional analytical details.
4 Prototype and Experimental Results

In this section we will supply simulation results that demonstrate the correctness and efficiency of our algorithm. In order to obtain such results we use an UMTS system simulator. The UMTS reference scenario adopted during our simulation campaign consists of repeated modules of 4 macrocells (900m cell radius), each one overlapping the area of 4 circular microcells (300m cell radius). We consider two classes of users: pedestrian and vehicular, respectively moving at 3 Km/h and 60 Km/h nominal speed and assume that: (i) users are originated and enter the network following a Poisson process; (ii) the users freely roam and establish multimedia calls in the cells (iii) the sojourn time of a user in a cell is exponentially distributed. Moreover, we assume that handover events are distributed as a decreasing exponential with mean equal to the sojourn time; finally, we assume a perfect power control. The traffic generated by each user in the system can be of the following types: (i) Traditional Telephone calls, (ii) Videoconference calls characterized by voice, video, and data bearers and (iii) Web Browsing. A multi-tier coverage structure, supported by UMTS, has been utilized in our simulations. We have carried out a large variety of experiments by taking into consideration various user behaviors and QoS expectations. In particular, the shown results refer to the case in which the traffic distribution, keeping the percentage of vehicular (fast) users fixed at 50%, consists of 40% of video-conference connections (with average duration of 15 minutes), 40% of telephone calls (with average duration of 3 minutes), and 20% of Web-browsing activities. The reference user accesses a multimedia application exploiting all communication components (video, audio, and data). In more details, we assume that the user exhibits a special interest in the video component, she/he gives less importance to the audio and is not much interested in the data component. The Figure 1(a) shows the bandwidth supplied by the network to the user as a function of the time. The curves are expressed as function of call inter-arrival time, corresponding respectively to 0.1, 0.2 and 0.4 calls/second.

Fig. 1. (a) Bandwidth supplied by the network in three load conditions: low (calls/second = 0.1), medium (calls/second = 0.2) and high (calls/second = 0.4); (b) Available video, audio and data bandwidth (0.1 calls/second).
From Figure 1(a) it is possible to note that the quality threshold under which the customer rejects the multimedia service is equal to 396.2 Kbps. If the bandwidth is less than this threshold, a re-negotiation becomes necessary. If we assume 0.1 calls/second, the total bandwidth never assumes values under the threshold. Therefore, a user will be able to contemporary use all components. In particular, during the call, the most important components for the user (video and audio) are at their maximum QoS levels, while the QoS of the data component decreases (Figure 1(b)). $D_S$ (see Figure 3) assumes always the maximum value, or differs just a little from it, even if the data bearer (the less important component for the user) continues to degrade due to its poor weight in the computation of $D_S$. Differently, a rate reduction of the video component (which has a greater weight) will cause a sudden lowering of $D_S$, as clearly emerges from Figure 3.

Figure 2(a) shows the resource distribution among bearers under medium loading conditions. The total bandwidth assigned to the user is very close to the threshold. Initially, video obtains the maximum level of resources that can be assigned to it. Then, due to bandwidth reduction, video component are characterized by a strong variability. This is an effect of the behavior of our algorithm, which constantly monitors the instantaneous total bandwidth available for
the user, and redistributes it in order to obtain always an “optimal” configuration, while satisfying the user requests. When the user total bandwidth decreases to a determined value, the video bearer cannot be maximized any more.

In Figure 3 we show $D_S$. As expected, it mainly depends on video bearer variations while it does not seem to be influenced by data degradation. Contemporary, $D_S$ is generally greater than 0.5.

As a further step, we consider a highly loaded network (0.4 calls/second). In these conditions, we have a resources scarcity such that our system is forced to shoot down both data and audio components. Differently, video component curve has the same shape of the total bandwidth curve, until it reaches the minimum acceptable value; under this value the call will be interrupted (see Figure 2(b)).

It is worth pointing out that although we have a heavy load in the network, our algorithm automatically avoids to transmit audio and data components and privileges video bearer from heavy degradation. Its behaviour implies the possibility of still maintaining the user satisfaction degree at acceptable levels, this preventing the multimedia connection from being necessarily terminated.

5 Conclusions

In this paper we contributed to the research issue of QoS management in new generation wireless multimedia systems. In particular, we proposed a dynamic QoS control mechanism which exploits user profiling techniques and suitable QoS mapping functions to introduce the soft-QoS idea into a beyond-3G system. The exploitation of information deriving from the user and the system level, jointly with dynamic resource optimization procedures, enables the effective bandwidth exploitation and guarantees a QoS always matching the user expectations.
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Abstract. In this paper a family of novel streaming video delivery schemes is presented. These schemes are designed for next-generation mobile communication networks and attempt to minimize uplink communications whilst smoothing downlink capacity requirements. These schemes are based on the concept of a Feedforward Constant Delivery System. For a variety of streaming video datasets and appropriate model data we show how these systems can achieve excellent QoS with minimal uplink packet transmission. We go on to show how the scheme can be improved upon by introducing a Mean Deviation Ratio Threshold and a Buffer Occupancy Cost Function.

1 Introduction

Streaming video has already become a major traffic type on broadband wireline networks and has received considerable attention in this context [1], [2]. As the ability of mobile networks to carry digital information increases we expect to see streaming video services introduced on them also [3].

These streaming video services will range from Real-Time (RT) video conferencing to Non-Real-Time (NRT) delivery of DVD quality video. The QoS requirements of these services are very different and developing one delivery scheme for all classes of streaming video may not be the optimal approach.

In addition the handsets in next generation mobile networks have only a small amount of power and complexity to offer to such services. Any scheme which reduces the transmission requirements and complexity of the handset increases its battery life and reduces its cost. In this paper we begin by focusing on developing a delivery scheme for NRT streaming video which ensures a good QoS whilst minimizing uplink capacity. We do produce some simulation results which suggest that the technique may also be applicable to RT services.

Existing delivery techniques involve differentiation between one video stream and another and between particular frames within a video stream [4], opportunistic scheduling [5] and dynamically allocating bandwidth [6]. All of these schemes tend to be quite complex at either the base-station, handset or both. This places a strain on the network and hardware resources.

* This work was funded in part by NSERC grant G121210952 and a University of Alberta, Faculty of Engineering Startup Grant.
2 The Mobile Network System Model

Consider a mobile handset which initiates a request for a streaming video at time \( t_0 \). We assume the base-station has the resources to deliver this video as required with negligible delay.

Now divide time into slots of duration \( T_s \). This is the time the base station takes to transmit a packet. Each packet has a fixed header size \( P_h \) and a variable data size \( P_d(\gamma_j(T_s)) \) where \( \gamma_j(t) \) is the base-station’s estimate of receiver \( j \)’s Signal to Interference Ratio (SIR) at time \( t \).

The transmitter must select a transmission method that is appropriate for the quality of the channel between it and receiver \( j \). This SIR is time-varying but in our case we are only concerned with the impact this has on the choice of \( P_d \). In our analysis we assume the SIR is used to select one of several modulation schemes. We assume the SIR to be drawn from a Markov Process with a transition matrix \( \Gamma \). We can derive the average data capacity of a packet, \( \overline{P_d} \), from \( \Gamma \) using eigenvalue decomposition.

Use \( \delta_j(sT_s) \) as a kronecker delta function to indicate those time-slots where the scheduling algorithm in the base-station determines a packet should be transmitted to handset \( j \) and \( \epsilon(sT_s) \) to identify when the packet at that timeslot was in error. The total data received by receiver \( j \) at the end of timeslot \( s \) can be given as

\[
R^d_j(sT_s) = \sum_{i=0}^{s} P_d(\gamma_j(iT_s))\delta_j(iT_s)(1 - \epsilon(iT_s)). \tag{1}
\]

Now within the handset we assume a memory buffer to store unprocessed frames and a service capacity (CPU) to process these frames. We will assume the CPU processing time is linear with frame size and a function of the CPU clock speed

\[
p_i = \rho T_{cpu} F_i. \tag{2}
\]

We also assume a frame can only be processed once it has been received in its entirety. We can form an expression for the arrival time of the frame (which is also the earliest time we can begin processing it) to be

\[
a_i = s_i T_s : \min_{s_i}(R^d_j(s_iT_s)) \geq \sum_{k=0}^{i} F_k. \tag{3}
\]

Where \( F_i \) is the size of the \( i^{th} \) video frame in bits. Therefore we can set a lower bound on the display time of each frame.

\[
d_i \geq a_i + p_i. \tag{4}
\]

This is a lower bound since we may not wish to display the frame at this time due to it being too close to the previous frame display time \( d_{i-1} \). It is the set \( \{d_i\} \) which determine the quality of the video stream seen by the user.
Now consider the case where the user is willing to accept some delay between \( t_0 \) and \( d_0 \). This will be the case in Non-Real-Time (NRT) services. However in this case the user does insist upon low jitter and no dropping of frames. We can investigate the relationship between the size of \( d_0 - t_0 \) and the impact this has on maximum required buffer size and required transmission characteristics.

Since the handset will not begin displaying the streaming video until time \( d_0 \) the buffer will fill in a monotonic fashion during this period. i.e. until this time

\[
B(t) = R^d_j(t).
\] (5)

Also during this time the actual arrival times of these frames is irrelevant to the QoS. However from \( d_0 \) onwards we require \( d_i = d_0 + iT_F \), where \( T_F \) is the frame period, so we must ensure

\[
a_i \leq d_0 + iT_F - p_i.
\] (6)

An initial trivial result is if \( d_o \geq a_{N_F-1} \) because in this case all the frames have been delivered to the handset before the playback of the video commences. In this case the buffer requirement is \( \sum_i F_i \) bits and we can ensure perfect playback as long as the CPU requirements are met. In this case since the condition for (5) holds we simply require the average transmission speed (in packets/second) to be

\[
c = \frac{\sum_{i=0}^{N_F-1} F_i}{T_F(N_F - 1)P_d(1 - P_\epsilon)}.
\] (7)

As long as we assume these times are long enough for the mean SIR and probability of error \( P_\epsilon \) to be valid. Given the length of the streaming video datasets this is a reasonable assumption. However this trivial case is not of great use unless the user decides a considerable period in advance that they wish to observe the video stream. It also places the largest demand on the handset buffer size. Of considerable more interest to us is when \( d_0 < a_{N_F-1} \). Note that as \( d_0 \to t_0 \) we approach the cases that may be applicable to Real-Time (RT) streaming video services.

3 The Streaming Video Datasets

The streaming video sequences used in this analysis were obtained from the Technical University of Berlin. The techniques used to encode these traces and some analysis of them is given in [2]. Each sequence of the original video was encoded a number of times to achieve different image qualities (and bit rates). The subject matter of these traces seems appropriate for the type of services we wish to consider.

3.1 Data Model: A Marginal Distribution Model with I Frame Matching

It is well know that MPEG encoded video possesses an inherent periodicity due to the larger I frames which occur every 12th frame. In addition, the marginal
distribution of a data stream tends to be heavy tailed but hard limited to some maximum value.

One way of producing a model with an excellent match to the data’s marginal distribution is to use a marginal distribution mapping. In this case we split the real data sequence into the set of I frames and the set of not I frames and perform a match for each. We then recombine these to form our model data. Hence the model possesses the periodicity of the I frames but none to the other correlation properties that have been reported upon [7]. We refer to this model as a Marginal Model with I Frames (MMIF).

4 A Feedforward Constant Delivery System

There are several advantages to using a Feedforward Constant Delivery System (FCDS) at the base-station. These include simplifying the scheduling, reducing the amount of uplink packets and reducing the power requirements of the handset. We can derive a service model for a streaming video dataset based on the discussions in Section 2.

Consider the two time periods prior to and post the initial display time $d_0$. Assuming a constant service rate for each of these two periods and that at time $d_0$ we want to have delivered $N_{d_0}$ frames to the handset. These two service rates $c$ and $\overline{c}$ can be given (in packets/second) as

\[
\begin{align*}
    c &= \sum_{i=0}^{N_{d_0}-1} F_i \frac{F_i}{(d_0 - t_0)P_d(1 - P_e)} \\
    \overline{c} &= \sum_{i=N_{d_0}}^{N_F-1} F_i \frac{F_i}{T_F(N_F - 1)P_d(1 - P_e)}.
\end{align*}
\]

4.1 Simulation Results for FCDS

The frame loss rate was plotted for a variety of $d_0$ and $N_{d_0}$ using suitably determined $c$ and $\overline{c}$. These results are given for real data and a MMIF model in Figure 1.

One interesting result we can draw from this analysis is that there is no benefit to pre-stocking the buffer. In fact, in the case where the pre-stocking is large there is more packet loss for a given $d_0$ and convergence to zero packet loss requires a larger $d_0$.

Another conclusion we can draw is that in the case of a large amount of pre-stocking it is the marginal distribution of the streaming video and not its correlation properties that contribute most to the performance loss. The difference between the real data and the marginal model are closer for large $N_{d_0}$.

There is much less difference in performance when $N_{d_0} < 10000$ for both real data and the model. It appears that if $d_0$ reaches a certain threshold then lossless
transmission can be achieved. This threshold is of the order of \( \frac{1}{10} \) of the entire video sequence. Frame loss occurs due to the fact \( \bar{c} \) is too small to service the periods when a number of frames larger than the frame mean occur together. The likelihood of this happening in the real data is higher than for the model since the real data is self-similar and displays long range dependence [2], [7]

5 Feedforward Constant Delivery System with Mean Deviation Ratio Adjustment

In the case of NRT streaming video we know the frame characteristics in advance. This allows us to determine where the running average of the sequence exceeds the overall mean and hence where the delivery system will be strained. By allocating extra resources at this time we can achieve improved performance.

We define the Mean Deviation Ratio (MDR), \( F_j^N \), as

\[
F_j^N = \frac{1}{F} \sum_{i=j}^{i=j+N-1} (F_i - F). \tag{10}
\]

In Figure 2 we plot the CDF of the MDR for a variety of \( N \) for both real data and the MMIF. Note the graphs are very different and hence the MDR is related more to the correlation of the data than its marginal distribution.

Also note that as \( N \) is increased the variance of \( F_j^N \) reduces for both the MMIF and the real data. The MDR has much larger extreme values for the real data than the model. The MDR can be used to improve the performance of the FCDS by altering the service rate \( c(sT_s) \). However if we do this we must adjust subsequent transmissions to ensure than over the entire post \( d_0 \) transmission \( \bar{c} \) is preserved.
Fig. 2. The CDF of the MDR for a variety of window lengths for the Real Data (left) and the Fitted I Frame Marginal Model (right).

To do this for each timeslot in \( (d_0, d_0 + (N_F - 1)T_F) \) calculate \( F_{sT_s}^N(sT_s) \) and

\[
 c(sT_s) = \begin{cases} 
  \bar{c} \left(1 + F_{sT_s}^N(sT_s)\right) & \text{if } F_{sT_s}^N(sT_s) > \Pi(sT_s) \\
  \bar{c}' - \frac{c(sT_s)}{N_F - 1} & \text{if } F_{sT_s}^N(sT_s) > \Pi(sT_s) \\
  \bar{c}' & \text{otherwise.} \end{cases} \tag{11}
\]

Where

\[
 \bar{c}' = \begin{cases} 
  \bar{c} & \text{if } sT_s = d_0 \\
  \bar{c}' - \frac{c(sT_s)}{N_F - 1} & \text{if } F_{sT_s}^N(sT_s) > \Pi(sT_s) \\
  \bar{c}' & \text{otherwise.} \end{cases} \tag{12}
\]

Where we define \( \Pi(sT_s) \) to be the MDR Threshold (MDRT).

5.1 Simulation Results

The FCDS was simulated using the handset buffer size (as estimated by the base-station) to determine \( N(sT_s) \) and the loss, service and buffer characteristics were plotted against \( \Pi(sT_s) \) which was held constant for the duration of a given simulation.

The results for \( d_0 = 1 \) second is given in Figures 3 - 5. Simulations were also run for \( d_0 = 10, 60 \) and \( 300 \) seconds with similar results. Packet loss occurs when the MDRT is increased to unity and beyond. However from Figure 2 we note that the probability of exceeding an MDRT of this size is very small, especially when the buffer occupancy is large. Packet loss probability increases monotonically with MDRT. It appears that when the MDRT is too high the scheme does not get enough opportunities to respond to the MDR to prevent packet loss.

For all MDRT the mean service rate was close (to within 5%) of \( \bar{c} \). However the standard deviation and maximum were minimized when the MDRT was close to zero. When packet loss occurred the maximum service rate increased dramatically.
The buffer occupancy rate is highest when the MDRT is low. This is due to the delivery scheme being overly sensitive to the MDRT and not the buffer occupancy. We address this below.

In order to reduce the occupancy of the handset buffer we introduce a Buffer Occupancy Cost Function (BOCF), \( \Omega(sT_s) \), which we use to modify \( c(sT_s) \) when \( F_{sT_s}^N > \Pi(sT_s) \). We do this because a large MDR may not be a problem when the buffer occupancy is large. However the MDR is an accurate indication of the upcoming stress upon the communication link and hence any attempt to reduce \( c(sT_s) \) may result in performance degradation. The BOCF is a multiplicative term which alters (12) to

\[
\bar{c}' = \begin{cases} 
\bar{c} & \text{if } sT_s = d_0 \\
\frac{\bar{c}' - \Omega(sT_s) c(sT_s)}{N_{ST-1}} & \text{if } F_{sT_s}^N > \Pi(sT_s) \\
\bar{c}' & \text{otherwise.}
\end{cases} 
\]  

(13)

We considered

\[
\Omega(sT_s) = \frac{B_{\text{max}} - N(sT_s)}{B_{\text{max}}}
\]

(14)

in a second series of simulations. In these we set \( B_{\text{max}} \) to be 1000 frames and hard limited to be non-negative. The results are given in Figures 8 to 5. The simulations with BOCF displayed the same packet loss performance. Losses occur when the buffer is empty and the effect of the BOCF is minimal at these times. It is possible losses could be avoided by increasing the BOCF to greater than unity in cases of low buffer occupancy. The BOCF reduces the maximum and average buffer occupancy values by up to 400% at low MDRT with no impact on frame loss. However whilst the average service rate is maintained, the maximum is increased by up to 50%. Overall the impact of the BOCF is very positive.
Fig. 4. The statistics of the $\bar{c}$ service rate for the delivery of streaming video versus the mean deviation threshold without (left) and with (right) the Buffer Occupancy Cost Function ($d_0$ is one second).

Fig. 5. The statistics of the handset buffer for the delivery of streaming video versus the mean deviation threshold without (left) and with (right) the Buffer Occupancy Cost Function ($d_0$ is one second).

6 Conclusions and Future Work

In this paper we have presented a novel family of streaming video delivery schemes which are suitable for NRT streaming services but show potential for RT streaming services also. These schemes minimize the uplink transmission requirements by using a Feedforward approach based on constant service capacities. We showed that good QoS could be achieved especially when the mean deviation ratio and buffer occupancy were taken into account.

We presented simulation results for both real streams and model streams which matched the data in the marginal distribution sense. Performance simulations for the model were omitted since we identified that it is the correlation structure of the data which has most impact on the MDR. We plan to investigate this further by using fractional modeling theory [8] to attempt to obtain better models with respect to MDR properties.
We also showed how the performance of the delivery scheme was not a function of $d_0$. Results for larger $d_0$ were similar to those presented in this paper. This suggests that the scheme may be developed for RT streaming services. This is an area of on-going investigation.
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Abstract. The viable deployment of both UMTS Terrestrial radio access network (UTRAN) modes, Frequency Division Duplex (FDD) and Time Division Duplex (TDD) in additional and diverse spectrum arrangement will be investigated. Simulations are performed to study the interference between UTRA-TDD and the UTRA-FDD having adjacent channel carriers. This expansion spectrum will be predominantly used for expanding capacity, by means of macro, micro and pico cells in “hotspot” areas. In some scenarios, the TDD and FDD cells can use the same frequency, which will increase the capacity and utilize the underused UTRA-FDD UL resources. This study is one of the tasks of the B-BONE project (Broadcasting and multicasting over enhanced UMTS mobile broadband networks). In the 2500-2690 MHz band, we investigate the feasibility of future Enhanced UMTS FDD and TDD modes with multi-carrier and MIMO to carry digital broadcast services such as Multimedia Broadcast Multicast Service (MBMS).

1 Introduction

The two major radio technologies for deployment in terrestrial networks, UTRA FDD for wide area access, and UTRA TDD for high user density local area access, are likely to be employed in different scenarios, considering the additional spectrum arrangements. Operating together seamlessly, operators can make the most efficient use of 3G spectrum with full mobility and service roaming for the broadest number of voice and data customers, maximizing the profitability of rich voice, data applications and multimedia services.

In order to, efficiently utilize both Radio Access Network (RAN) and the core network part of enhanced UMTS FDD and TDD modes for provision of broadcasting/multicasting services, specific functionalities have to be added to the current UMTS standard. The first step where already made in Release 6, to incorporate the MBMS. The main goal of this work is to provide conditions to incorporate this service in the 2500-2690 MHz band.
The TDD-CDMA for mobile radio communication is extremely efficient to handle asymmetric data and benefits resulting from the reciprocal nature of the channel. This technology optimizes the use of available spectral resources, reduces delays for the user and provides the highest level of user satisfaction, provides great flexibility for network deployment because its radio air interface gives optimum coverage in data intensive where private intranets, extranets, and virtual private networks are resident. The FDD technology is designed to operate in paired radio frequency bands in which relatively equal amounts of data flow in two directions, such as a voice call where the traffic is predictable and symmetrical with relatively constant bandwidth requirements in both the UL and DL channels. Combining FDD and TDD modes we can maximize the number of users on a system and thereby maximize average revenue per user, total revenues, and return on investment. This would be particularly feasible in the indoor scenario, where available spectrum is often needed to serve the wanted wide area traffic. For the indoor BSs, each operator will use at least one of the Wideband CDMA (WCDMA) carrier pairs that are used by the outdoor macro system, thus providing soft handover between the macro and indoor cells on this carrier. Indoor systems are expected to be mainly deployed in urban areas, but could be introduced also in hot spots surrounded by medium and low traffic areas. In UTRA, the paired bands of 1920-1980 MHz and 2110-2170 MHz are allocated for FDD operation in the UL and DL, respectively. Whereas the TDD mode is operated in the remaining unpaired bands of 1900-1920 MHz and 2010-2025 MHz [1]. For the purpose of expanding capacity, the 2500-2690 MHz band will be using exclusively either UTRA FDD or UTRA TDD. It is however, acknowledged that the combination of both radio technology in new bands is a valid option, as already discussed in ITU-R WP 8F.

In this paper, the interference and co-existence between the UTRA-TDD and FDD system is discussed. The interference occurs within the FDD and TDD air interfaces and additionally between the systems.

The content of this paper is organized and summarized as follows. Section 2 illustrates the proposed scenarios for 2500-2690 MHz band. Section 3 describes the interferences between FDD and TDD systems. Section 4 provides a discussion and a brief conclusion of the subjects discussed in the previous sections.

2 Proposed Scenarios for 2500–2690 MHz

The feasibility analysis of enhanced UMTS FDD and TDD to carry digital broadcast services available and trade-off analysis with other DVB solutions is being investigated. Compiling and publishing network protocols for the enhanced UMTS (FDD and TDD) to transport digital broadcasting/multicasting services will contribute to the dissemination of the B-BONE project results.

Co-existence between UTRA FDD and UTRA TDD within 2500 – 2690 MHz will be considered in this study but is however acknowledged that the combination of FDD and TDD in new bands is a valid option. In the table below, seven scenarios are shown from the several different possible scenarios [3].
### Table 1. Spectrum Arrangement Scenarios for 2500-2690 MHz band allocation according to ITU-R.[4].

<table>
<thead>
<tr>
<th>MHz</th>
<th>2500</th>
<th>2690</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portions</td>
<td>FDD UL (internal)</td>
<td>TDD</td>
</tr>
<tr>
<td>Scenario1</td>
<td>FDD DL (internal)</td>
<td>FDD DL (internal)</td>
</tr>
<tr>
<td>Scenario2</td>
<td>FDD UL (internal)</td>
<td>FDD DL (internal)</td>
</tr>
<tr>
<td>Scenario3</td>
<td>FDD UL (internal)</td>
<td>TDD</td>
</tr>
<tr>
<td>Scenario4</td>
<td>FDD DL (external)</td>
<td>TDD</td>
</tr>
<tr>
<td>Scenario5</td>
<td>TDD</td>
<td>FDD DL (external)</td>
</tr>
<tr>
<td>Scenario6</td>
<td>TDD</td>
<td>FDD DL (external)</td>
</tr>
<tr>
<td>Scenario7</td>
<td>FDD DL (external)</td>
<td></td>
</tr>
</tbody>
</table>

In this work we consider the scenarios 2, 4, 5 and 7, in order to find out which ones perform the requirements of B-BONE project. The objective is to Enhanced UMTS (FDD/TDD) to provide via single network broadcasting/ multicasting/unicasting services in a flexible, efficient and low cost manner. This is the approach of 3GPP and some initial work was already done and included in the UMTS Release 6 called MBMS. Scenario 2 shows a graphical representation for utilizing the additional frequencies from 2500 - 2690 MHz for UTRA FDD. Thus, two distinct frequency arrangements for FDD operation within the new 2.5 GHz band would exist here which we will call “FDD internal”, respectively “FDD external” throughout this Section[4]. With this scenario we could made the following observations:

- Provision of a wide range of asymmetric capacity, in particular, the UL and DL bands of the “FDD internal” system can be asymmetric;
- Provision of additional UL/DL spectrum to support new and existing operators;
- Provision of a DL capacity extension for existing Band I operators;
- Propagation loss in 2.5 GHz is higher than the actual band;
- From UE roaming, it would be beneficial if the partitioning A / B+C / D of the 2.5 GHz band could be made fixed on an as global basis as possible;
- Implementing UEs or Node B’s according to the scenario 2 frequency arrangement does not require development of any new or risky implementation concepts;
- 30 MHz carrier separation between FDD UL internal and FDD DL external bands is desirable to achieve the present interference protection levels.

Scenarios 4 and 5 illustrate a graphical representation for utilizing the additional frequencies from 2500 - 2690 MHz for UTRA FDD and TDD. With these scenarios we could made the following observations:

- Provision of a DL capacity extension for existing Band I operators;
- TDD allows the autonomous frequency allocation for new operators, which do not have a frequency block in the core bands;
- The FDD DL is located next to the TDD band, at least one TDD and one FDD DL channel will experience interference caused by the other system due to the imperfect transmitter and receiver characteristics.

Scenario 7 aims to support DL optimized utilization of the 2500 – 2690 MHz band with the goal to obtain a capacity enhancing complement for UTRA operating in the Band I. With this scenario we could made the following observations:
The introduction of each additional DL 2.5 GHz carrier adds the same DL capacity as a corresponding Band I carrier would do and increases the achievable DL/UL throughput asymmetry of the system;

There appears to be no need for power compensating the additional 3 dB Path Loss on the 2.5 GHz carrier for coverage reasons as there is ample margin for DL coverage available;

Use of Variable Duplex Technology (VDT) is an essential technological element in providing this solution.

3 Interference Model in the FDD/TDD

According to Shannon's theorem, the limiting factor of capacity in a WCDMA system is interference. In this section, we describe the interference between FDD and TDD systems. The goal is to select the best technology to allow asymmetric services such as broadcast/multicast data reception in parallel with other mobile services. The asymmetry between DL and UL capacity is necessary in order to have an efficient use of the radio resources. By then, only one of the FDD bands is required and hence the more flexible TDD link could potentially double the link's capacity by allocating most of the time-slots in one direction. FDD and TDD can share the same bandwidth, as long as the amount of interference is not excessive. Due to imperfect transmitter and receiver characteristics a certain amount of the signal power transmitted on the dedicated channel is experienced as interference on the adjacent channels. The impact of adjacent channel interference (ACI) between two operators on adjacent frequency was studied. The ACI needs to be considered, because it will affect WCDMA system where large guard bands are not possible, which would mean a waste of frequency bands. However, ACI could be avoided by putting tight requirements on transmit and receive filter masks of base and mobile stations. There are two critical scenarios of WCDMA interference. One happens when MS from operator 1 is coming close to BS of operator 2 (located at the cell edge of operator 1) and is blocking this BS because it is transmitting with full power. Second happens when BS from operator 2 is transmitting with high power and therefore is blocking all of MSs of operator 1 in a certain area around it, caused by dead zones because of the excessive power, and/or blocking because of the exceeded input power at the MS receiver. The influence of adjacent channels on each other can be identified as Adjacent Channel Leakage power Ratio (ACLR), Adjacent Channel Selectivity (ACS) and Adjacent Channel Interference Ratio (ACIR) [2]. ACLR is defined as the ratio of the transmitted power to the power measured in an adjacent RF channel. Both the transmitted power and the received power are measured with a filter that has a Root-Raised Cosine (RRC) filter response with roll-of factor of $\alpha=0.22$, with a noise power bandwidth equal to the chip rate. ACS is defined as the measure of a receiver’s ability to receive a WCDMA signal at its assigned channel frequency in the presence of an adjacent channel signal at a given frequency offset from central frequency of the assigned channel. ACIR is a measure of over all system performance. It is defined as the ratio of the transmission power to the power measured after a receiver filter in the adjacent channel(s). ACIR will be...
considered in our simulations, because the total amount of interference is the primary concern, this is what we called Adjacent Channel Protection Ratio. ACIR is given by:

$$ACIR = \frac{1}{\frac{1}{ACLR} + \frac{1}{ACS}}$$

4 Discussion and Conclusions

In our simulations the chosen topology is the university campus in the urban area of Lisbon. We considered two UMTS Portuguese operators that are operating in adjacent channels within the same area. The user profile used in the simulations is mobile users travelling in two avenues the bit rate is 144 kbps, the mobile speed is 50Km/h and three-sector antennas are used. The applied path loss model is based on the Walfisch-Ikegami-Model. WCDMA internal interferences are estimated, taking into account ACLR. The requirements of ACLR defined in the table 2, are valid when the adjacent channel power is greater than -50 dBm. The scenario 2 of table 1 is the chosen reference scenario.

<table>
<thead>
<tr>
<th>Adjacency</th>
<th>Channel Separation</th>
<th>Max. Allowed ACLR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Adjacent Carrier</td>
<td>5 MHz</td>
<td>33 dB</td>
</tr>
<tr>
<td>2nd Adjacent Carrier</td>
<td>10 MHz</td>
<td>43 dB</td>
</tr>
<tr>
<td>Band Separation</td>
<td>30 MHz</td>
<td>53 dB</td>
</tr>
</tbody>
</table>

Other parameters are taken into account as show in table below.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chip Rate</td>
<td>3.84 Mcps</td>
</tr>
<tr>
<td>MCL micro</td>
<td>53 dB</td>
</tr>
<tr>
<td>BS (max power)</td>
<td>43 dBm</td>
</tr>
<tr>
<td>BS (min power)</td>
<td>27 dBm</td>
</tr>
<tr>
<td>MS (max power)</td>
<td>21 dBm</td>
</tr>
<tr>
<td>MS (min power)</td>
<td>-50 dBm</td>
</tr>
<tr>
<td>Standard deviation for the shadow fading</td>
<td>7 dB</td>
</tr>
<tr>
<td>Max allowed noise rise in micro cell</td>
<td>20 dB</td>
</tr>
<tr>
<td>Max allowed noise rise in macro cell</td>
<td>6 dB</td>
</tr>
<tr>
<td>MS/BS noise figures</td>
<td>8 dB/ 5 dB</td>
</tr>
<tr>
<td>BS antennas</td>
<td>17.5 dBi</td>
</tr>
<tr>
<td>MS antennas</td>
<td>0 dBi</td>
</tr>
<tr>
<td>Frequency</td>
<td>2595 MHz</td>
</tr>
<tr>
<td>Processing Gain</td>
<td>14.3 dB</td>
</tr>
</tbody>
</table>
We have considered 2 different situations. In figure 1. a) BS1 (operator 1) is transmitting to the mobile users of operator 2 and the received interference at MSs in the adjacent channel is checked against ACLR values of table 2. In figure 1. b) BS2 (operator 2) is transmitting to MSs of operator 1. We can conclude that in this case when MSs are coming close to the transmitting BS2, the required transmitted powers can block the MS connection. Considering one of the goals of B-BONE project, we have concluded that from the seven proposed scenarios for band allocation according to ITU-R, the most suitable scenarios are 2, 4, 5 and 7, in order to accommodate digital broadcasting/multicasting services on Enhanced UMTS network, such as MBMS. We have considered scenario 2. The “FDD external” with an extra band of 40MHz could provide to a number of existing operators an asymmetric capacity extension, with no impact on existing frequency arrangements. So that, a DL capacity extension for existing Band I operators, could support MBMS services. The “FDD internal” with paired bands of 60MHz each could also support MBMS services. Nevertheless, the use of TDD is viable and allows the frequency allocation for new operators, which do not have a frequency block in the core bands.
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Abstract. This article discusses some performance issues about space-time scheduling applied to packet data shared channels. Beamforming adaptive antennas (AA) and Spatial Division Multiple Access (SDMA) strategies were evaluated through system-level simulations considering different scheduling algorithms. Throughput fairness among users is discussed and the best antenna and scheduling algorithm configurations considering both capacity and fairness are shown.

1 Introduction

In this article we discuss some issues regarding space-time scheduling. The spatial filtering and interference reduction provided by adaptive antennas may allow the tightening of the reuse pattern without sacrificing link quality. Increased capacity can also be obtained while maintaining the same frequency reuse, by employing Spatial Division Multiple Access (SDMA) and reusing the radio channels several times within the cell. In both cases, the gains provided by adaptive antennas are exchanged for capacity either by tightening the frequency reuse or by increasing the intra-cell interference. All these strategies are evaluated within this work in order to determine which space-time configuration provides the best performance in terms of spectral efficiency and system fairness.

2 Simulation Model

A dynamic discrete-time system-level simulation tool, which simulates downlink data communication, was used in order to evaluate space-time scheduling. This simulation tool is based on the EGPRS specifications and more details about this tool can be found in [2].

In this work, system capacity is defined as the highest offered load, expressed in terms of spectral efficiency in bps/Hz/site, at which a minimum average packet throughput per user, herein of 10kbps per time slot, is ensured to at least 90% of the users in the system.
In the simulations, a macrocellular environment was considered. Link-level results corresponding to a TU50 scenario without frequency hopping were used [3]. Perfect knowledge of the Signal-to-Interference plus Noise Ratio (SINR) was assumed, and an ideal link quality control, i.e., no delay between measurement and Modulation and Coding Scheme (MCS) selection, was considered. Pure link adaptation mode (no incremental redundancy) was also assumed.

A World Wide Web (WWW) traffic source was simulated [4] using a single 200kHz GSM/EDGE carrier per sector without frequency hopping.

2.1 Scheduling Algorithms, Beamforming Adaptive Antennas, and Spatial Division Multiple Access

In this work, four scheduling disciplines [5] with distinct properties have been considered: First-In-First-Served (FIFS), Least Bits Left First Served (LBFS), Maximum Signal-to-Interference plus Noise Ratio (MAX), and Round Robin (RR).

The Beamforming Adaptive Antenna (AA) technique used was the spatial matched filter. The antenna system consisted of an 8-element Uniform Linear Array (ULA) implementing the spatial matched filter and assuming an azimuth spread of 5° (five degrees), which is enough to completely fill the antenna nulls. Moreover, a digital filter (Kaiser window) is used to suppress side lobe levels at the expense of a broader main lobe and reduced directivity gains. The estimate of the direction of arrival is considered ideal, i.e., it is assumed that the base station knows the exact position of the mobile station. More details about the antenna model used in the simulations can be found in [2].

SDMA uses the interference reduction ability of adaptive antennas to improve capacity by reusing the spectrum within the own cell, allowing for several mobile stations to share simultaneously a same channel.

The approach consists of establishing groups of users (compatibility group) sufficiently distant of each other over the azimuthal plane, and to steer a narrow beam towards each one of them. If the steered beams are sufficiently narrow and the angular separation large enough, the intracell co-channel interference should remain at acceptable levels. The compatibility test consists of verifying whether the angular distance between users is larger than a chosen value, thus, guaranteeing reasonable intra-cell interference levels.

Here we considered a space-time scheduling approach, where the time dimension is prioritized, i.e., users are sorted according to the time-domain criterion and then they are sequentially tested for compatibility with the head-of-line user. The scheduler determines the user which will be given priority, and after that other users are checked in order to build a compatibility group, if possible. In order to enter a compatibility group, users must be kept at an angular distance of 20 degrees (4 times the angular spread). It is assumed that each group can accommodate a maximum of 2 users.
3 Results and Analysis

3.1 Reference Scenario and Multiuser Diversity Gain

In an interference-limited scenario the data throughput verified by the users sharing a channel queue is limited by the high error rates and reduced channel reliability due to interference. In such high error scenarios, scheduling algorithms cannot provide significative multiuser diversity gains, since all channels have similar performances.

This can be seen in figure 1, which confirms that there are no substantial gains when changing the scheduling algorithm in the sectored scenario.

The same figure shows the improved system performance when beamforming adaptive antennas are employed. Since AA highly reduces interference, the system becomes queueing limited. The multiuser diversity gains provided by scheduling algorithms can then be better exploited, resulting in an increase of the load that can be offered to the system and higher diversity gains.

3.2 Beamforming Adaptive Antenna

Figure 2 compares the impact of AA over a WWW service running on shared channels of a GSM/EDGE system employing sectored antennas, a 1/3 frequency reuse pattern and FIFS. As it can be seen in the referred figure, a spectral efficiency gain superior to 250% can be achieved when using AA and keeping a 1/3 reuse pattern. As AA extremely reduces interference, a tighter reuse pattern (1/1) can be implemented, which results in a capacity gain of 636%.

Figure 2 also shows the extra capacity improvement that can be obtained by using a suitable scheduling algorithm.

In the case of the 1/1 reuse pattern, the interference increase leads to a superiority of MAX over the other algorithms, since it is the only channel-state dependent algorithm selecting always the best channel to transmit.

![Graph showing performance comparison](image)

**Fig. 1.** Performance of different scheduling algorithms considering a 1/3 reuse pattern with and without adaptive antennas.
Throughput Fairness and Capacity Improvement

Fig. 2. Capacity gain using AA and scheduling algorithms for 1/3 and 1/1 reuses.

On the other hand, in the 1/3 reuse, due to AA interference reduction, SIR values stay mostly within an interval where the throughput gains for higher SINR values are marginal. In this case, prioritizing the delay is more beneficial in terms of multiuser diversity than prioritizing the best link quality, which causes the LBFS to be the best algorithm in this scenario.

3.3 Spatial Division Multiple Access

The performance of SDMA compared to a 1/3 system with sectored cells and using FIFS is shown in figures 3(a) and 3(b). It can be seen that the use of SDMA before modifying the frequency reuse pattern improves the spectral efficiency in 336%.

It can also be observed that changing the frequency reuse pattern to 1/1 with the FIFS algorithm (figure 3(b)), the system capacity is improved if compared to the 1/3 case using the same SDMA scheme. Indeed, using SDMA plus FIFS and assuming a 1/1 reuse, a capacity gain of 387% is provided with regard to the reference scenario.

Since the use of a 1/1 reuse pattern incurs in higher interference radiation, specially intracell interference, changing the reuse from 1/3 (figure 3(a)) to 1/1 (figure 3(b)) does not improve system capacity. This fact can be also observed in figure 3(b) where, for the 1/1 pattern, there is no difference between the scheduling algorithms. On the other hand in figure 3(a) the MAX algorithm improves system capacity in 20% due the multi-user diversity gain offered by this scenario.

One must, however, pay attention to the fact that all users belong to the same service class. Therefore, they should get almost the same QoS level. This issue refers to throughput fairness among users and is discussed in the next section.

3.4 Quality of Service Fairness

This section shows how the degree of fairness may significantly change depending on the scheduling algorithm. Here, fairness is evaluated in terms of the through-
put experienced by the users. Thus, in an ideally fair configuration, all users should verify the same throughput and the difference between the $10^{th}$ and the $90^{th}$ percentiles would be zero.

In this work the $10^{th}$ percentile of the average throughput per user is equal to 10 kbps. Table 1 shows the $90^{th}$ percentile of the average throughput per user thus, the higher the $90^{th}$ percentile, the more unfair the algorithm.

FIFS and MAX are the less fair algorithms, which is a natural consequence of their formulation. FIFS is not a channel-state-dependent scheduling algorithm and does not exploit channel diversity. With the MAX algorithm, the user with the best channel is always scheduled to transmit, while users with poor channels, mainly at the cell border, are severely penalized.

In the SDMA scenario, RR is the most fair among the evaluated algorithms since it gives the users equal chance to transmit. In the AA scenario FIFS and MAX still are the most unfair algorithms and LBFS is the most fair, since in this

**Fig. 3.** Capacity gain using SDMA with different scheduling algorithms.
Table 1. 90th Percentile of Average Packet Throughput per User and System Capacity for all Algorithms and Scenarios

<table>
<thead>
<tr>
<th>Alg.</th>
<th>Antenna Architecture</th>
<th>SE 1/3</th>
<th>SDMA 1/3</th>
<th>AA 1/1</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIFS</td>
<td></td>
<td>28.4</td>
<td>0.43</td>
<td>30.0</td>
</tr>
<tr>
<td>LBFS</td>
<td></td>
<td>28.9</td>
<td>0.43</td>
<td>26.8</td>
</tr>
<tr>
<td>RR</td>
<td></td>
<td>28.6</td>
<td>0.44</td>
<td>26.7</td>
</tr>
<tr>
<td>MAX</td>
<td></td>
<td>28.6</td>
<td>0.45</td>
<td>29.7</td>
</tr>
</tbody>
</table>

scenario the queue lengths become longer and the transmission delay imposed to small packets become a limiting factor.

4 Conclusions

We have seen that smart antennas can substantially improve the capacity of cellular systems, when compared to the reference scenario (SE with FIFS). It was also shown that smart antennas in SDMA mode provide the best capacity when considering a 1/3 frequency reuse pattern, and that a tightening in the reuse to 1/1 brings the system back to its interference limited characteristic, limiting the scheduling algorithm gains. In the 1/1 frequency reuse pattern, the single beam AA solution had a much better performance, providing capacity gains of up to 826%. MAX stands as the most unfair, but with the highest capacity improvement. LBFS and RR appeared as the most fair, but with slightly lower capacity gains.
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Abstract. In this work we present some MIMO transmission schemes that combine transmit diversity and spatial multiplexing using four transmit antennas. Then, we show that the Bit-Error-Rate (BER) performance of these schemes can be considerably improved with the joint use of channel coding (at the transmitter) and soft-output detection (at the receiver). The SOVA approach is used to enhance performance of some detection layers that are not space-time coded. Both parallel and successive detection strategies are considered.

1 Introduction

Multiple-Input Multiple-Output (MIMO) wireless channels are known to offer unprecedented spectral efficiency and diversity gains, which can be exploited by employing antenna arrays at both ends of the wireless link [1]. Two well-known applications of MIMO channels are the use of spatial multiplexing, e.g., V-BLAST (Vertical Bell Labs Layered Space-Time) [2, 3], and Space-Time Block Coding (STBC) [4,5]. The V-BLAST scheme tries to maximize spectral efficiency of the overall system as much as possible by transmitting multiple co-channel signals that are distinguished at the receiver with array processing. On the other hand, STBC schemes improve signal quality at the receiver (bit error performance at low signal-to-noise ratio) with simple linear processing, allowing even a single-element receiver to distinguish between the signals on different paths.

With the objective of providing the two gains that can be perceived in a MIMO channel, i.e. diversity and spatial-multiplexing gains, some hybrid MIMO receivers have been recently proposed [6]. Instead of their remarkable performance in terms of Bit-Error-Rate (BER) and spectral efficiency, in some of these schemes the BER performance can be further improved as long as some channel coding strategy is applied at the transmitter in order to protect the layers that are not space-time coded. Moreover, if soft-output decoding (e.g. soft-output Viterbi algorithm) is used for such layers at the receiver side, better results are expected.
In this work we focus on the performance enhancement of some hybrid MIMO receivers due to the joint use of channel coding and Soft-Output Viterbi Algorithm (SOVA). The considered hybrid schemes employ four transmit antennas. In these schemes, some layers are space-time coded across two, three or four antennas. For the non-space-time coded layers, convolutional encoders are employed to protect data prior to transmission. At the receiver side, the SOVA detection technique is used to improve detection performance of such non-space-time coded layers. During the detection process, both parallel and successive detection strategies are considered.

The remainder of this paper is organized as follows. In Section II, we briefly describe the multiplexing-diversity trade-off. Section III is dedicated to the channel model. In Section IV, we present the Coded Hybrid MIMO Structures with Successive Interference Cancellation (CHS-SIC). Section V describes our interference cancellation algorithm. Section VI is dedicated to an overview of SOVA metrics that are considered in the decoding algorithm, while Section VII contains our simulation results. Finally, in section VIII we conclude this paper and draw some perspectives.

2 Diversity and Multiplexing Trade-off

Currently, it has been shown that an important approach to increase the data rate over wireless channels is the use of multiple antennas at both ends of the wireless link. When MIMO antenna systems are used, it can be possible to create multiple parallel channels for transmission of independent information or to add diversity by transmitting/receiving the same information in different antennas. Provided that the antennas are sufficiently spaced at both transmitter and receiver, the transmitted signals experiment independent fading, which implies in a low probability of simultaneous deep fading in all channels. Compared to traditional antenna systems, where antenna arrays are employed either at the transmitter or at the receiver, the capacity due to the use of antenna arrays at both link-ends is enormously incremented.

Up to the present moment, most of MIMO antenna schemes are designed to achieve just one of the two aforementioned gains, i.e. multiplexing gain or diversity gain, and is well-known that the focus in a particular gain implies a sacrifice of the other one. Therefore, hybrid MIMO transmission schemes arise as a solution to jointly achieve spatial multiplexing and transmit diversity gains. In other words, with hybrid MIMO schemes it can be possible to considerably increase the data rate while keeping a satisfactory link quality in terms of BER.

3 Channel Model

In order to formulate the channel and received signal model, let the receiver be equipped with an N-element antenna array. The transmitted signals are assumed to undergo independent fading such that the signal at the output of each element of the receive antenna array is a superposition of flat-faded versions
of the transmitted signals plus white Gaussian noise. Fading is also assumed quasi-static over every sub-sequence and independent between two consecutive sub-sequences. For all the MIMO transmission schemes, we assume that the total transmission power is fixed (normalized to 1) and equally divided across the transmit antennas. Ideal symbol timing is assumed at the receiver. At any time-instant $k$, the received signal vector can be expressed in a general form as

$$x[k] = H \cdot s[k] + n[k],$$

(1)

where

$$H = \begin{bmatrix} h_{n1} & h_{n2} & h_{n3} & h_{n4} \end{bmatrix},$$

(2)

denotes the MIMO channel matrix of dimension $N \times 4$. The column vector $h_{nm}$, with $1 \leq n \leq N$ and $1 \leq m \leq 4$ is the complex vector channel that links the $n$th receive antenna and the $m$th transmit antenna. The envelope of each element in the vector $h_{nm}$ follows a Rayleigh distribution. The $4 \times 1$ vector $s[k]$ contains the symbols transmitted from all antennas at time-instant $k$. The composition of vector $s[k]$ depends on the specific hybrid scheme considered. The $N \times 1$ vector $n[k]$ denotes the temporally and spatially Additive White Gaussian Noise (AWGN).

4 Coded Hybrid MIMO Structure (CHS)

In this section we present the hybrid MIMO transmission schemes. Figures 1 up to 3 show the architecture of the Coded Hybrid Structures with Successive Interference Cancellation (CHS-SIC) and four transmit antennas. The search for hybrid schemes that are limited to four antenna-elements is motivated by the practical feasibility of utilizing this number of antenna elements in nowadays’ base station-to-mobile transmissions.

4.1 G2+G2 Scheme

The first hybrid scheme, called G2+G2, is shown in Fig. 1. It employs a four-element transmit antenna array with two vertically-layered G2 space-time coding schemes. The input sequence $s$ is split into two parallel sub-sequences $s_1$ and $s_2$. 
For every two consecutive time-instants $k$ and $k + 1$, the first multiplexed sub-sequence $s_1$, constituted by symbols $s_1[k]$ and $s_1[k + 1]$, enters in a parallel form in the first ST coder $G_2$. Similarly, the second multiplexed sub-sequence $s_2$ enters the second ST coder $G_2$. At each ST coders, the sub-sequences are space-time coded using the standard $G_2$ (Alamouti’s) code [4]. The transmitted signals can be organized in an equivalent space-time coding matrix as described below

$$\Omega_{G_2 + G_2} = \begin{bmatrix} s_1[k] & s_1[k + 1] & s_2[k] & s_2[k + 1] \\ -s_1[k + 1]^* & s_1[k]^* & -s_2[k + 1]^* & s_2[k]^* \end{bmatrix}. \quad (3)$$

As all transmit antennas are co-channel, i.e. they share the same frequency band, the sub-sequence associated to a given ST coder $G_2$ appears as an interferer to that sub-sequence associated to other ST coder $G_2$. This type of co-channel interference is defined here as Multiple Access Interference (MAI). Considering the $G_2 + G_2$ scheme, we can expand the general received signal vector $(1)$ as the sum of a MIMO desired signal and a MIMO interferer signal as follows

$$x_{G_2 + G_2}[k] = H_d^{G_2} s_1[k] + H_f^{G_2} s_2[k] + n[k], \quad (4)$$

where $H_d^{G_2}$ and $H_f^{G_2}$ are MIMO channel matrices of dimension $N \times 2$ and $s_1[k]$ and $s_2[k]$ are multiplexing sub-sequences.

Due to the presence of MAI at the receiver, a MIMO-MMSE spatial filter of the first (second) multiplexing layer is optimized to cancel interference from the second (first) multiplexing layer. Following the spatial filters, modified STBC decoders extract the diversity gains from each spatially multiplexed sub-stream and perform signal detection. Then, the two detected sub-sequences $\hat{s}_1[k]$ and $\hat{s}_2[k]$ are re-ordered and converted to the serial unique stream that constitutes the estimation of the overall transmitted data. When Successive Interference Cancellation (SIC) detection is used and assuming perfect interference subtraction, a diversity order of $2(N - 2)$ is achieved at the first detection layer while the second one achieves a diversity order of $(N - 1)$. In the $G_2 + G_2$ scheme, neither channel coding nor SOVA are used, since the two spatial multiplexing layers are space-time coded. This scheme is considered in this work as a reference system for comparison with the next ones.

### 4.2 G3+1 Scheme

In the G3+1 hybrid scheme, two spatial multiplexing layers are present, see Fig. 2. A ST coder $G_3$ is used at the first layer, while the other layer are non-space-time-coded, see [5]. A convolutional encoder is thus employed at the non-space-time-coded layer with the objective of provide some reliability for the data transmitted in this layer. In the traditional G3+1 hybrid scheme, the data of the non-space-time coded layer is transmitted with no protection. The transmitted signals can be organized in an equivalent space-time coding matrix as described below
In (5) the sub-sequence $s_2$ represents the output of the rate-1/2 convolutional code, which means that $s_2$ already is coded, thus redundancy is now present.

For this scheme, we can expand (1) to represent the received signal for the scheme $G3+1$ as a MIMO desired signal and a SIMO interferer signal followed by a sample noise vector

$$x_{G3+1}[k] = H_{d}^{G3} s_1[k] + h_I s_2[k] + n[k],$$

where $H_{d}^{G3}$ and $h_I$ are MIMO and SIMO channel matrices of dimension $N \times 3$ and $N \times 1$, respectively. In this case $s_1[k]$ and $s_2[k]$ are multiplexing sub-sequences.

At the receiver, since MIMO and SIMO multiplexed signals should be detected, we make use of the MIMO and MISO spatial filters at the first and second detection layers, respectively, for MAI mitigation. The MISO spatial filter provides soft-output decision to make possible the SOVA to treat the received data. Here, the diversity gain is $3(N - 1)$ for the first layer and $N$ for the second one.

### 4.3 $G2+1+1$ Scheme

The $G2+1+1$ hybrid scheme with channel coding is drawn in Fig. 3. Again, four transmit antennas are employed. As can be seen from the figure, this scheme consists of three spatial-multiplexing layers, where the first layer is space-time coded using ST coder $G2$. For the other two layers a rate-1/2 convolutional code is employed at each one. The equivalent space-time coding matrix is described as follows

$$\Omega_{G2+1+1} = \begin{bmatrix}
 s_1[k] & s_1[k+1] & s_2[k] & s_3[k] \\
 -s_1[k+1] & s_1[k] & -s_1[k+3] & s_2[k+1] \\
 -s_1[k+2] & s_1[k+3] & s_1[k] & s_2[k+2] \\
 -s_1[k+3] & -s_1[k+2] & s_1[k+1] & s_2[k+3] \\
 s_1[k]^* & -s_1[k+1]^* & s_1[k+2]^* & s_2[k+4] \\
 -s_1[k+2]^* & s_1[k+3]^* & s_1[k]^* & s_2[k+6] \\
 -s_1[k+3]^* & -s_1[k+2]^* & s_1[k+1]^* & s_2[k+7]
\end{bmatrix}. \quad (7)
For this scheme, the received signal $x[k]$ can be expressed as the sum of a MIMO desired signal and two SIMO interference signals

$$x_{G2+1+1}[k] = H_d^{G2} s_1[k] + h_{I1} s_2[k] + h_{I2} s_3[k] + n[k],$$

where $h_{I1}$ and $h_{I2}$ are $N \times 1$ interferer channel vectors.

For the CHS-SIC receiver architecture to cope with this hybrid scheme, a MIMO-MMSE spatial filter is employed at the first detection layer, where a space-time coded signal $s_1[k]$ should be detected. At the second and third layers standard array processing is employed for MAI cancellation and detection of $s_2[k]$ and $s_3[k]$, respectively.

Compared to the standard ST coder $G2$, the traditional (non-channel coded) G2+1+1 hybrid scheme aims at achieving three times its data rate. With the use of the rate-$1/2$ convolutional code, the data rate of this hybrid scheme is reduced by a factor of two due to redundancy that now is added by the channel coder. Here, the diversity order of the first layer is $2(N - 2)$, while the second and third layers have a diversity order of $2(N - 1)$. Comparing the coded G2+1+1 scheme with the traditional G2+G2 scheme, the first offers the same spectral efficiency as the latter.

5 Interference Cancellation Algorithm

Following the signal-plus-interference models described in the previous section for the schemes, G2+G2, G3+2 and G2+1+1, we can state that signal processing algorithm at the receiver to detect a MIMO desired signal should perform the following tasks:

1. estimate the overall MIMO channel matrix $H$;
2. cancel multiple access interference from channel estimation;
3. perform space-time decoding after interference cancellation.

In this section an interference cancellation algorithm is proposed to accomplish the detection of MIMO (space-time coded) signals in the presence of mul-
tiple access (co-channel) interference. According to the developed signal-plus-interference models of (4), (6) and (8), this algorithm will be applied at the two detection layers of the G2+G2 scheme as well as at the first detection layer of the G2+1+1 and G3+1 schemes, i.e., where the signal(s) of interest is(are) space-time coded.

The proposed algorithm optimizes the coefficients of a Minimum Mean Square Error (MMSE) spatial filter in such a way that the orthogonality of the space-time code is preserved as much as possible in its output signal. Stated in a different way, the spatial filter combines the received signal such that interference signals add destructively at its output signal while the MIMO structure of the desired signal are preserved as much as possible to add constructively during the subsequent processing stage, consisting of space-time decoding. For this reason, we call this interference cancellation algorithm as a two-stage algorithm, see [7].

At any time-instant \( k \), the output signal vector of the \( N \times N \) MIMO-MMSE spatial filter is given by

\[
y[k] = Wx[k],
\]

where

\[
W = \begin{bmatrix}
w_{11} & w_{12} & \cdots & w_{1N} \\
w_{21} & w_{22} & \cdots & w_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
w_{N1} & w_{N2} & \cdots & w_{NN}
\end{bmatrix}.
\]

We obtain the error vector at the output of the MIMO-MMSE spatial filter as

\[
e[k] = Wx[k] - H_d s_1[k] = Wx[k] - x_d[k],
\]

where \( x_d[k] = H_d s_1[k] \) is the desired space-time coded signal associated to the first multiplexing layer of a particular hybrid transmission scheme. Contrarily to the classical MIMO-MMSE spatial filter (where the desired signal is \( s_1[k] \)), here the desired signal consists of the original transmitted signal modified by desired MIMO channel impulse response \( H_d \).

The MMSE cost function be formalized as follows

\[
J_{MMSE} = E\{\|Wx[k] - x_d[k]\|^2\}.
\]

Solving this unconstraint optimization problem, the obtained solution with respect to \( W \) is given by

\[
W = R_{x_d x} \cdot (R_{xx})^{-1},
\]

where \( R_{xx} = E\{x[k]x^H[k]\} \) and \( R_{x_d x} = E\{x_d[k]x^H[k]\} \) are the input covariance matrix and a cross-correlation matrix, respectively. The superscript \( H \) denotes conjugate transpose.

The coefficients of the MIMO-MMSE spatial filter can be computed after direct Least Square (LS) estimate of the MIMO channel impulse response, more details about this section could be found in [7].
6 Simulation Results

As channel code we consider the rate-1/2 memory-2 Recursive Systematic Convolutional (RSC) code that is defined by the generator (1,5/7) in octal form [8]. In the SOVA procedure, the trellis computations are done in two directions: a forward and a backward one. The first part of the algorithm, trellis is run in the forward direction and SOVA behaves like a traditional Viterbi Algorithm (VA). In the second part, the trellis is visited in the backward direction. In this part, the metric for each state are stored by the algorithm and soft-output information of bits is computed as a Likelihood Ratio (LLR) in the form described below

\[
\Lambda(u_i) \triangleq \log \left( \frac{P\{u_i = 1 | r\}}{P\{u_i = 0 | r\}} \right).
\]  

(14)

where \(u_i\) is the transmitted codeword and \(r\) is the received sequence.

The BER performance of CHS receivers are evaluated here by means of numerical results from Monte-Carlo simulations with Parallel and Successive Interference Cancellation (PIC) and (SIC), respectively. Perfect channel estimation is assumed. The transmitted symbols are modulated with Binary-Phase Shift-Keying (BPSK). The BER curves are plotted according to the average SNR per receive antenna. Whenever notation \(M \times N\) is used it refers to a MIMO scheme with \(M\) transmit and \(N\) receive antennas.

Figure 4 first shows the BER results for traditional G2+G2, G3+1 and G2+1+1 hybrid schemes without channel coding and SOVA detection. The PIC are employed. We consider \(N = 4\) receive antennas for all schemes. In terms of BER performance, the G2+G2 scheme achieves the best results. This is expected since all spatial multiplexing layers are space-time coded, resulting in a higher diversity gain at the receiver.

Figure 5 shows the results for the coded hybrid scheme G3+1 with PIC detection and \(N = 4\) receive antennas. As the decoding algorithm we consider two approaches: Hard Output Viterbi Algorithm (HOVA) and SOVA. We can
see that the use of a channel code in the non-space-time coded layer of G3+1 results in a huge increase in performance when compared with the scheme with no channel coding. On the other hand, in the channel coded case redundancy is introduced and therefore the effective spectral efficiency decrease from 1.5 symbols/s/Hz to 1.0 symbol/s/Hz. Its worth noting that SOVA offers an increase in performance of about 3dB over the HOVA as expected and already demonstrated in the theory of channel coding.

In Fig. 6, the effect of the channel coding is now evaluated for the G2+1+1 scheme. Here, we employ the SIC technique at the receiver with the assumption of perfect interference subtraction. Again, $N = 4$ receive antennas are used. We observe that the gain achieved by the use of channel code and SOVA is not as evident as the gain perceived for the PIC case. When the SIC technique is used at the receiver, the spatial diversity gain due to interference subtraction plays a more important role in BER performance than the time diversity gain provided by the channel code and the use of SOVA. This observation explains the smaller improvement in performance as compared to the PIC case.

In Figure 7, we compare the receiver performance of two hybrid schemes. The first is the PIC G2+G2 with no channel coding and no SOVA. The second is the proposed coded SIC G3+1 scheme with SOVA detection. The results are shown for different number of receive antennas. It can be seen that similar performance in terms of BER achieved with the traditional PIC G2+G2 scheme and $N = 4$ is also achieved with the coded SIC G3+1 with SOVA and $N = 3$. On the other hand, the coded SIC G3+1 with SOVA and $N = 4$ outperforms the traditional PIC G2+G2 scheme and $N = 5$. These results indicate that the joint use of channel coding and SOVA in hybrid schemes could cope with a receiver with less receive antennas.

It is important to note that the performance gains in terms of BER provided by the use of channel coding at the transmitter and SOVA at the receiver come at the cost of some complexity increase while the same spectral efficiency
is maintained comparing the schemes G2+G2 and G3+1. On the other hand, they can represent an attractive solution in scenarios with spatially correlated channels, where the lack of spatial diversity could be compensated by an increase in the time diversity offered by the channel coding.

7 Conclusion and Perspectives

In this work we have proposed some hybrid MIMO transmission schemes that arise as a solution for the inherent diversity-multiplexing trade-off of MIMO channels. Receiver structures based on a two-stage interference cancellation algorithm the SIC detection strategy were presented. Then, we have evaluated the performance of two hybrid MIMO receivers with to the joint the use of channel coding and soft-output detection in layers that are not space-time coded. Simulation results have shown that channel code and SOVA improve performance of G3+1 and G2+1+1 schemes, mainly when no SIC is used.

The perspectives of this work include the implementation of other MIMO hybrid schemes (considering space-frequency coding and OFDM transmissions) as well as the adaptation of the interference cancellation architectures to the multiuser MIMO context.
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Abstract. The effect of the Gap width on the impedance of a center-fed dipole is studied. We propose here an equivalent capacitance to model the discontinuity of the Gap region, in a closed-form formula. This model explains successfully the dependence of the input impedance to the gap characteristics as well as the current density along the dipole. The model has been used for a calculable standard dipole and the results show a good agreement with the experimental tests.

1 Introduction

The EM emissions are measured by the standard antennas. The AF is the essential parameter of a standard antenna and is defined as the ratio of the electric field strength E of a plane wave incident to the antenna to the detected voltage Vᵢ at its output:

$$AF \ (\text{dB/m}) = \frac{E}{Vᵢ}$$

Therefore the AF should be correctly determined for the precise EMC measurements. The AF could be determined by experimental methods in a Standard Site [1] or by the theoretical treatments. If the AF is evaluated directly by analytical or numerical methods, the antenna is a “calculable” one. The AF depends on all the characteristics of the antenna especially its input impedance.

The commercial softwares for the antenna simulation do not generally take into account the gap effect on the dipole input impedance. Nevertheless, for each real case we need a center-placed gap on the dipole to feed this instrument. The problem of a dipole antenna excited by a finite gap could be treated by supposing the integral equations for a non-continuous symmetrical body [2], [3]. These solutions are not simple and generally proposed for the infinite dipoles. Here the gap discontinuity is simulated by a simple equivalent capacitance $C_{eq}$ which is parallel to the dipole input impedance $Z_{in}$ (Fig. 1).
2 Theory

A general schema of a center-fed cylindrical dipole antenna is presented in Fig. 1. The total length is \( l \) with a homogenous radius \( a \). The hollow gap is situated symmetrically between two metallic halves of the dipole and its width is \( d \). This cylindrical hollow volume could be filled with air or a dielectric material labeled by \( \varepsilon_r \).

The equivalent capacitance \( C_{eq} \) of the gap discontinuity could be deduced by evaluating the induced charge on this region i.e. the open end of the halves. The charge distribution along the dipole could be evaluated by the “charge continuity principle” [4]:

\[
dI(z)/dz + j\omega Q(z) = 0 \tag{1}
\]

By considering the symmetrical charge distribution in figure 1:

\[
Q(a+d/2) = -Q(-a-d/2) = (j/\omega) dI(z)/dz \quad \text{for} \quad z = a + d/2 \tag{2}
\]

where \( I(z), Q(z) \) are the linear current density (A/m) and charge density (Q/m) along the dipole and : \( \omega = 2\pi f \). The equivalent capacitance \( C_{eq} \) can be directly deduced by using the definition of the capacitance :

\[
C = |Q| / |\delta V| \tag{3}
\]

\[
\Rightarrow C_{eq} = |aQ(a+d/2)| / [V(d/2) - V(-d/2)] \tag{4}
\]

The term \(|aQ(a+d/2)|\) represents the induced charge on each side of the gap where the factor \( a \) (radius) is the equivalent length of the open-end halve in the gap region.
The term \(|V(d/2) - V(-d/2)|\) is the potential difference between two halves of the dipole and could be explained by the input impedance of the dipole \(Z_{ant}\) and the current on the dipole center:

\[
|V(d/2) - V(-d/2)| \approx |Z_{ant} I(z=0)|
\]  

(5)

Let apply the relations (2), (4) and (5):

\[
C_{eq} = \varepsilon_r \left[ \frac{a}{\omega} \right] |Z_{ant} I(0)| \left[ \frac{dI(z)}{dz} ; z = a + d/2 \right]
\]  

(6)

The relation (6) shows the dependence of the equivalent capacitance to the radius of the dipole and the current density along the dipole as well. Here, \(\varepsilon_r\) is for indicating the effective wavelength in the dielectric.

Now, it is interesting to apply the formula (6) for a half wavelength dipole, because it is highly used as a standard antenna. In this case the longitudinal current has a quasi sinusoidal distribution:

\[
I(z) = I_0 \cos(\frac{2\pi z}{\lambda})
\]  

(7)

(2), (7) \(\Rightarrow\)

\[
|Q(d/2)| = \left| \frac{1}{\omega} \frac{dI(z)}{dz} ; z = a + d/2 \right| = I_0(\frac{2\pi}{\lambda \omega}) \sin(\pi(d + 2a)/\lambda)
\]  

(8)

(6), (8) \(\Rightarrow\)

\[
C_{eq} = \varepsilon_r \left[ \frac{a}{Z_{ant} I_0} \right] \left[ I_0(\frac{2\pi}{\lambda \omega}) \sin(\pi(d + 2a)/\lambda) \right] = \varepsilon_r \left[ 2a\pi \sin(\pi(d + 2a)/\lambda) \right] / (\lambda \omega |Z_{ant}|)
\]  

(9)

The equivalent impedance related to capacitance \(C_{eq}\) is therefore:

\[
|Z_{eq}| = 1 / |C_{eq}| \omega = \lambda \left| Z_{ant} \right| / \left[ 2\varepsilon_r a\pi \sin(\pi(d + 2a)/\lambda) \right]
\]  

(10)

Referring to figure 1, \(Z_{eq}\) should be used in parallel to the theoretical input impedance of dipole \(Z_{ant}\).

For a typical example, let calculate the equivalent gap parasite impedance for a half wavelength dipole at 2 GHz: \(f = 2\)GHz; \(a = d = 2.5\)mm and \(\varepsilon_r = 1\);

\[
(10) \Rightarrow Z_{eq} = 60 \left| Z_{ant} \right| \Rightarrow Z_{eq} = Z_{eq} \left| Z_{ant} \right| \approx 0.98 Z_{ant}
\]

This simple example shows that the perturbation of the gap on the input impedance is negligible if the gap dimensions are limited. However, by increasing the gap width and radius, \(C_{eq}\) increases directly. The gap effect is more important if the gap volume is filled with a high \(\varepsilon_r\) dielectric.

3 Experimental Results

A real system (dipole + balun) has been made to test the obtained formula (10). The Balance to Unbalance transformer (balun) is here a wide-band printed one [5], [6]. This balun permits to install directly two symmetrical halves of the dipole on its output lecher lines and to study the gap effects for a very wide-band 300-2100 MHz.
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(Fig. 2). This balun is printed on a dielectric substrate with $\varepsilon_r$ equal to 5 and a thickness about 2mm. By this high dielectric permittivity, the gap effects are important.

![Fig. 2. Experimental set-up to study the gap effects](image)

The input impedance of this experimental set-up is measured on SMA connector (Fig. 2). This impedance depends on the dipole impedance as well as the S parameters of the balun. The S parameters of the balun are measured [6] and by knowing them, the input impedance of the real dipole (containing the gap effect) is deduced.

The input impedance of the real dipole is presented in table 1. The indirect measured impedance of dipole is compared with the analytical results of the formula (10). Furthermore, the simulated input impedance by NEC software is presented, where the gap effect is traditionally ignored. So, the table 1 shows first of all the gap effect evaluated by the simple formula (10) comparing to an ideal case (without gap)

### Table 1. Input impedance (module and phase) of the half wavelength thick dipoles; $a = 0.010 \lambda - 0.014\lambda$, and the gap width $d = 3$mm

<table>
<thead>
<tr>
<th>$f$ MHz</th>
<th>$Z_{in}$ (10) $\Omega &lt; \deg.$</th>
<th>$Z_{in}$ (meas.) $\Omega &lt; \deg.$</th>
<th>$Z_{ant}$ (NEC) $\Omega &lt; \deg.$</th>
</tr>
</thead>
<tbody>
<tr>
<td>700</td>
<td>117 &lt; 19°</td>
<td>119 &lt; 15°</td>
<td>117 &lt; 20°</td>
</tr>
<tr>
<td>900</td>
<td>123 &lt; 10°</td>
<td>120 &lt; 6°</td>
<td>117 &lt; 20°</td>
</tr>
<tr>
<td>1100</td>
<td>130 &lt; 8°</td>
<td>134 &lt; 5°</td>
<td>125 &lt; 18°</td>
</tr>
<tr>
<td>1400</td>
<td>128 &lt; 0°</td>
<td>140 &lt; -6°</td>
<td>120 &lt; 15°</td>
</tr>
<tr>
<td>2100</td>
<td>130 &lt; -5°</td>
<td>125 &lt; -18°</td>
<td>120 &lt; 15°</td>
</tr>
</tbody>
</table>
and secondly to the experimental results. This comparison shows the performance of the proposed model. As indicated in Table 1, the gap effects are very important for the high frequency where the gap dimensions are relatively comparable to the wavelength. For an important gap appearance (f = 2.1 GHz), the input impedance of a real half wavelength dipole could be completely changed and be capacitive!

4 Perspectives for Standard Calculable Antennas

This simple model could be used for the analytical treatment of a calculable standard dipole. The traditional dipole analysis without gap effect can impose some error on the AF up to 0.5 dB/m for a real thick dipole. The numerical simulation can cause the same error too, if the gap discontinuity is not considered. However, a numerical simulation based on FDTD can also take into account the gap effect and it could be a good challenge to compare its results with this simple analytic formula.

Anyway, the presented compact formulation can present the gap effect as an estimable capacitance which depends clearly on the gap dimensions and the current distribution along the dipole.
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Abstract. Array antennas have the potential to increase the capacity of wireless networks, but a distributed beamforming algorithm for maximizing the capacity in asynchronous, decentralized mobile ad hoc networks is yet to be found. In this paper we pursue an interference avoidance policy, based upon channel reciprocity in time-division duplexing, and arrive at a practical signaling technique for array antenna enhanced ad hoc networks in multi-path environments with fading. The beamforming scheme may be incorporated in an RTS-CTS-data-ACK based medium access control protocol without necessitating any exchange of channel state information. In computer simulations we find that the interference avoidance effectively bounds the packet transmission disruption probability, and that the resulting single hop transport capacity increases almost linearly with the number of antennas under certain conditions.

1 Introduction

Wireless ad hoc networks have been receiving increasing attention in the recent years, both from the academia and the private sector. Since ad hoc networks do not rely on a fixed network infrastructure or centralized administration, the cost in deploying such networks is greatly reduced. For this reason, ad hoc networks can be easily set up and torn down, which makes them suitable to support communications in urgent and temporary tasks, such as business meetings, disaster-and-relief, search-and-rescue, law enforcement, among other special applications.

The IEEE 802.11 standard for wireless local area networks includes a medium access control (MAC) protocol for ad hoc networking, letting a community of terminals in a neighborhood exchange information over a common channel. Adhering to a CSMA/CA (carrier sensing multiple access / collision avoidance) policy, a terminal listens for signals from other transmitters, and refrains from sending a signal if any interference is detected. If deployed over a large area, multiple terminals can communicate simultaneously as long as they are sufficiently apart and the resulting cochannel interference (CCI) within certain limits.

Directional antennas offer CCI mitigation capabilities and transmission range extension, thereby enhancing the spatial channel reuse. A number of MAC protocols which aim to exploit the benefits of directional antennas have been proposed for ad hoc networks, e.g. [1] [2] [3] [4] [5] [6]. In these works, simple antenna models with switchable beam directions and line-of-sight (LOS) transmission scenarios are assumed. Wireless networks in indoor or urban outdoor environments,
however, encounter multi-path propagation, and direct LOS paths between the antennas of two terminals exist only exceptionally. More often, multiple replicas of a desired signal arrive at the receiver antenna via reflections from different directions.

Array antennas along with proper digital array signal processing techniques can effectively suppress CCI in non-LOS scenarios [7]. Employing array antennas, the signals become multi-dimensional from the digital transceiver point of view, and the channels between the terminals become multiple-input multiple-output (MIMO) channels. Besides of facilitating CCI suppression, this multi-dimensionality also opens new possibilities for the MAC. Sending out a signal needs not necessarily be prohibited in the presence of a nearby transmitter. Rather, with an appropriate choice of the vector signals, two or more pairs of terminals can simultaneously communicate in a small area.

The problem of jointly optimizing the beamforming at multiple transceivers is addressed in [8] for the case of a stationary, synchronous networks with multiple base stations and mobile terminals. In this paper, we focus on decentralized peer-to-peer networks with uncoordinated channel access. Furthermore, a MIMO channel between any two terminals is assumed time-invariant only for the short duration of a data packet transmission. We extend the principle of CSMA/CA to multi-dimensional signals, arriving at a MAC scheme for networks in which every terminal is equipped with an array antenna. The beamforming, including power control, is accomplished on the basis of the observed signals during the idle periods, while the frame exchange pattern for a data packed transmission accords with the IEEE 802.11 MAC protocol.

The rest of the paper is organized as follows. In Sect. 2, we describe the transmitter, receiver, and MIMO channel models. The actual beamforming schemes are defined in Sect. 3. A respective MAC protocol, based on RTS (request to send), CTS (clear to send), data and ACK (acknowledge) frames, is described in Sect. 4. The achieved gains of the enhanced MAC in terms of the transport capacity are analyzed by means of computer simulations in Sect. 5. Finally, conclusions are drawn in Sect. 6.

In the following we use boldface characters for vectors and matrices, and let a T, a H, and an asterisk in the superscript denote transposition, Hermitian transposition, and complex conjugation (element-wise in the case of vectors), respectively. Furthermore, $\|x\| = \sqrt{x^H x}$ represents the vector norm.

## 2 Signal Model

We consider an ad hoc network in which all users share a common frequency band. The transmission of a data packet from one terminal to another involves the exchange of a number of frames in time-division duplexing (TDD). The total duration of a data packet transmission is $T_P$ seconds, and multiple terminal pairs may communicate simultaneously as long as they are sufficiently apart.

The baseband equivalent vector signal transmitted from a terminal $A$ has the form $s_A y(t)$, where $y(t)$ is the normalized, modulated signal, and the $N \times 1$-vector
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Fig. 1. Left: transmitter including a pre-filtering by \( s = (s_1, \ldots, s_N)^T \); right: receiver including a post-filtering by \( f = (f_1, \ldots, f_N)^T \).

\( s_A \) represents the linear pre-filter, which is also sometimes termed beamformer. The pre-filter assigns the signal stream for each antenna a certain complex amplitude, as shown on the left hand side in Fig. 1, where the total vector signal power \( \varepsilon_A = \|s_A\|^2 \) is limited by \( \varepsilon_A \leq \varepsilon_{\text{max}} \). Finally, the signals are digital/analog converted in the front ends and transferred to the radio frequency.

The reverse operations are performed in the receive mode, as sketched on the right hand side in Fig. 1. At the output of the front ends in the terminal \( B \), the vector signal from the terminal \( A \) is observed as \( r_{B \leftarrow A} y(t) \). We restrict our attention to narrow-band transmission scenarios where \( r_{B \leftarrow A} \) can be written as

\[
    r_{B \leftarrow A} = H_{A \rightarrow B} s_A,
\]

with the \( N \times N \) matrix \( H_{A \rightarrow B} \) representing the MIMO channel between the digital transmitter in the terminal \( A \) and the digital receiver in the terminal \( B \). The signals from the \( N \) antennas are in the following linearly combined by the post-filter \( f_B \), with \( \|f_B\| = 1 \), and the signal \( f_B^T r_{B \leftarrow A} y(t) \) is finally demodulated and decoded.

In the rest of the paper we represent every transmitted or received vector signal simply by its spatial signature, i.e., as \( s_A \) and \( r_{B \leftarrow A} \), respectively. Furthermore, all terminals in the network are assumed similar, with identical maximal transmit power and noise figure.

Given the Euclidean distance \( d_{A \rightarrow B} \) between the two terminals \( A \) and \( B \), the elements in the MIMO channel matrix \( H_{A \rightarrow B} \) are modeled as independent and complex normally distributed with zero mean and variance \( C d_{A \rightarrow B}^{-\kappa} \), where \( C \) and \( \kappa \) are positive constants. This stochastic model for the MIMO channel accounts for multi-path propagation, resulting in Rayleigh fading, and for the decay of the mean signal strength with the distance by a certain path loss exponent \( \kappa \). Independent fading of the \( N \times N \) channels between the transmitter and the receiver antennas is a reasonable assumption in environments with many scatterers and an antenna spacing in the order of at least half of the wavelength.

We assume that the coherence time of the radio channels by far exceeds \( T_P \), making channel variations during a packet transmission negligible. A MIMO channel is modeled as time-invariant, but only applies for one data packet transmission. Furthermore, in a TDD scenario, the channels may be assumed reciprocal, i.e. [9]

\[
    H_{A \rightarrow B} = H_{B \rightarrow A}^T.
\]
3 Beamforming

Using an array antenna, causing excess CCI at a nearby terminal can be avoided by a favorable pre-filtering in the transmit mode. Moreover, CCI can be mitigated during a frame reception by an appropriate linear combining of the signals from the $N$ antennas. Both are usually depicted as beamforming, though in multi-path scenarios beamforming is a somewhat more subtle procedure than just steering the antenna beam towards the direction of the terminal of interest.

Beamforming during signal transmission and reception are dual problems in many networking scenarios involving reciprocal channels. For instance, the same beam pattern that minimizes the transmitted signal power towards a certain neighbor also limits the interference originating from that terminal after the two terminals swap their roles as interferer and receiver. In the below devised data packet transmission scheme, we let every terminal use the pre-filter for the transmit mode also as the post-filter for the receive mode, except of a scalar factor, i.e.

$$s_A = \sqrt{\varepsilon_A} f_A$$  \hspace{1cm} (3)

in the case of terminal $A$. Furthermore, a terminal chooses a filter when sending (or receiving) the first frame and keeps it fixed throughout the packet transmission. As we will see in the following, these rules enable a terminal to control the amount of interference it causes at active neighboring terminals.

Receiving a frame from terminal $A$ at the time $t$, for instance, the signal-to-interference-plus-noise ratio (SINR) after the signal combining in the terminal $B$ may be expressed as

$$\gamma_B(t) = \frac{|f_B^T r_{B \leftarrow A}|^2}{\sum_{x \in T_t \setminus \{A\}} |f_B^T r_{B \leftarrow x}|^2 + N_0} = \frac{|f_B^T r_{B \leftarrow A}|^2 / N_0}{\sum_{x \in T_t \setminus \{A\}} |f_B^T r_{B \leftarrow x}|^2 / N_0 + 1}. \hspace{1cm} (4)$$

The numerators in (4) represent the gain of the signal of interest, the sum expressions in the denominators represent the CCI, with $T_t$ denoting the set of all active transmitters in the network at the time $t$, and $N_0$ defines the power of the additive thermal noise.

Two terminals successfully establish a packet transmission if the SINR’s during the initial exchange of the RTS and CTS frames meet some criteria. Even if this is the case, however, success of the subsequent data frame transmission is not guaranteed, since in this phase the arrival of new interferers may lead to a sudden deterioration of the SINR. Note that a CCI term in the expression on the right hand side in (4) may be transformed as

$$\frac{|f_B^T r_{B \leftarrow x}|^2}{N_0} = \frac{|s_B^T H_{x \rightarrow B} s_x|^2}{\varepsilon_B N_0} = \frac{|(H_{B \rightarrow x} s_B)^T s_x|^2}{\varepsilon_B^2} = \frac{\varepsilon_{\max}}{\varepsilon_B} \left| \frac{r_{x \leftarrow B}}{\sqrt{N_0}} \right|^T \left( \frac{s_x}{\sqrt{\varepsilon_{\max}}} \right) \left| \frac{r_{x \leftarrow B}}{\sqrt{N_0}} \right|^T \left( \frac{s_x}{\sqrt{\varepsilon_{\max}}} \right), \hspace{1cm} (5)$$

using first $s_B = \sqrt{\varepsilon_B} f_B$ and second the MIMO channel reciprocity (2). That is, the CCI from the terminal $x$ is a function of $\varepsilon_B$ and the pre-filter chosen locally by the terminal $x$. Our idea is to bound the expression following the factor
ε_{\text{max}}/ε_B on the right hand side in (5) by imposing constraints on the pre-filter selection. This limits the impact of a single interference source, reducing the risk that an ongoing packet transmission is disrupted.

Supposing the terminals \( A \) and \( B \) aim to establish a packet transmission at the time \( t_0 \), we constraint the choice of the pre-filters \( s_A \) and \( s_B \) by

\[
\left\| \left( \frac{r_{A\leftarrow x}}{\sqrt{N_0}} \right)^T \left( \frac{s_A}{\sqrt{\epsilon_{\text{max}}}} \right) \right\|^2 \leq I_0 \quad \forall x \in \mathcal{A}_{t_0}\setminus\{A, B\} \quad (6)
\]

and

\[
\left\| \left( \frac{r_{B\leftarrow x}}{\sqrt{N_0}} \right)^T \left( \frac{s_B}{\sqrt{\epsilon_{\text{max}}}} \right) \right\|^2 \leq I_0 \quad \forall x \in \mathcal{A}_{t_0}\setminus\{A, B\}, \quad (7)
\]

respectively. In these two expressions, \( \mathcal{A}_t \) denotes the set of all terminals in the network which are involved in a packet transmission at the time \( t \), and \( I_0 \) is a positive constant. To be able to comply with (6-7), we let all idle terminals listen to signals from neighbors and store the spatial signature of every detected signal in a local database. Because of \( \|s_A\|^2 \leq \epsilon_{\text{max}} \), it is actually sufficient for e.g. the terminal \( A \) to be aware of all \( r_{A\leftarrow x} \) with \( \|r_{A\leftarrow x}\|^2 > I_0 N_0 \). The particular pre-/post filers are chosen as follows.

### 3.1 Beamforming at Data Packet Sender

The terminal \( A \), sending the first (RTS) frame within the packet transmission, has no information about the state of the MIMO channel \( H_{A\rightarrow B} \) and chooses \( s_A \), \( f_A \) with the objective of minimizing CCI at the terminals \( \mathcal{A}_{t_0}\setminus\{A, B\} \) under the constraints (6) and \( \|s_A\|^2 \leq \epsilon_{\text{max}} \). Hence,

\[
f_A = \arg \min_{\|f\|=1} \max_{x \in \mathcal{A}_{t_0}\setminus\{A, B\}} \left| r_{A\leftarrow x}^T f \right| \quad (8)
\]

and

\[
s_A = \min \left\{ \frac{\sqrt{I_0 N_0 \epsilon_{\text{max}}}}{\max_{x \in \mathcal{A}_{t_0}\setminus\{A, B\}} \left| r_{A\leftarrow x}^T f_A \right| \cdot \sqrt{\epsilon_{\text{max}}}} \right\} \cdot f_A. \quad (9)
\]

Equation (8) may be viewed as finding the optimal subspace under the objective of minimal CCI, whereas (9) represents the power control part, fulfilling the given constraints.

Unfortunately, (8) is hard to solve if many interferers are present. As a practical substitute for \( f_A \), the eigenvector associated with the smallest eigenvalue of the Hermitian interference-plus-noise correlation matrix \[7\]

\[
R_{i+n} = \sum_{x \in \mathcal{A}_{t_0}\setminus\{A, B\}} r_{A\leftarrow x} r_{A\leftarrow x}^H + N_0 I_N \quad (10)
\]

is used in the computer simulations in Sect. 5.
3.2 Beamforming at Data Packet Receiver

Upon receiving the initial frame, the terminal $B$ chooses its filters on the basis of $\mathbf{r}_{B \leftarrow A}$. By similar algebra as in (5), we find that the gain $|\mathbf{f}_A^T \mathbf{r}_{A \leftarrow B}|^2$ of the signal from terminal $B$ at the terminal $A$ linearly depends on $|\mathbf{r}_{B \leftarrow A}^T \mathbf{s}_B|^2$. This motivates

$$f_B = \frac{\mathbf{r}_{B \leftarrow A}^T}{\|\mathbf{r}_{B \leftarrow A}\|}$$  \hspace{1cm} (11)$$

and

$$s_B = \min \left\{ \max_{x \in A_{t_0} \setminus \{A,B\}} \frac{\sqrt{I_0 N_0 \epsilon_{\max}}}{\| \mathbf{r}_T^T x f_B \|}, \sqrt{\epsilon_{\max}} \right\} \cdot f_B.$$  \hspace{1cm} (12)$$

4 MAC Protocol

The following RTS-CTS-data-ACK cycle accommodates the interference avoidance policy (6-7) and the ensuing beamformers (8-12). As part of the protocol, all idle terminals continuously listen to RTS and CTS frames from neighboring terminals and keep a copy of the spatial signature of every detected signal in a repository.

1. To initiate a packet transmission, the terminal $A$ sends an RTS frame choosing a pre-filter $\mathbf{s}_A$ according to (9). The recipient (terminal $B$) successfully receives the frame if, using the post-filter (11), the SINR $\gamma_B(t)$ achieves a certain minimum SINR $\gamma_{RTS}$. Otherwise, the packet transmission fails at this point.

2. The terminal $B$ replies by a CTS frame, choosing a pre-filter according to (12). The CTS frame reception is successful if, after the post-filtering by (8), the SINR $\gamma_A(t)$ achieves a certain minimum SINR $\gamma_{CTS}$. Otherwise, the packet transmission fails at this point.

3. The terminal $A$ transmits a frame with the data, employing the same pre-filter $\mathbf{s}_A$ as for the RTS frame. The terminal $B$ successfully receives the data if, using the same post-filter as for the RTS frame reception, the SINR $\gamma_B(t)$ never falls below $\gamma_{DATA}$ during the data frame reception. Otherwise, the packet transmission fails at this point.

4. With a final ACK frame the terminal $B$ acknowledges a successful data reception, employing the same pre-filter as for the CTS frame. The entire packet transmission is successful if, using the same post-filter as for the CTS frame reception, the SINR $\gamma_A(t)$ achieves a certain minimum SINR $\gamma_{ACK}$.

After the data packet transmission, both terminals refrain from transmitting for at least $T_P$ seconds. In this time, they can bring their databases up-to-date in order to ensure a proper signaling in a following packet transmission.
5 Numerical Results

The achievable end-to-end capacity of wireless networks with omnidirectional antennas is studied in [10] by Gupta and Kumar, and extending their results to some directional antenna models, under LOS conditions, is aimed at in [11] and [12]. In the following, we analyze the performance of the proposed interference avoiding channel access scheme, in environments with multi-path propagation and Rayleigh fading. We restrict our attention, however, to the amount of information that can be transported over single hops, without paying attention to the problem of finding end-to-end routes.

5.1 Network Simulation Set-Up

In our computer simulations, two new terminals are created for every data packet transmission and randomly placed in the planar network area, and they immediately disappear after the transmission, whether successful or not. This type of network model may also be viewed as having an infinite set of nodes [13]. The position of the packet sender is generated in a uniform fashion, whereas the associated packet receiver is uniformly placed within a radius of \( D_{\text{max}} \), representing the maximal single hop distance. Data packet transmissions are initiated at random points in time, and the interval between the appearance of two packet senders per any area of 1 m\(^2\) exhibits an exponential distribution with mean \( \mu_t \).

The entire network covers a much larger area than \( D_{\text{max}}^2 \) such that the lower "local" interferer density at the boundary does not essentially change the results.

The MIMO channels between two new terminals and all other active terminals in the network are randomly generated according to the model in Sect. 2, with a path loss exponent of \( \kappa = 3 \) as commonly assumed for urban environments [14]. Following the generation of the positions and channels, the packet transmission proceeds as described in Sect. 4. The RTS and CTS frames of a packet transmission starting at \( t = t_0 \) are assumed infinitely short and the active terminals during this phase are given by \( A_{t_0} \). The two frame transmissions are successful if the SINR’s at the respective receivers achieve \( \gamma_{\text{RTS}} \) and \( \gamma_{\text{CTS}} \) of 6 dB each. For the data transmission we also demand a minimum SINR \( \gamma_{\text{DATA}} \) of 6 dB, which needs to be maintained for every \( t \in [t_0, t_0+T_P] \). The ACK frame is again infinitely short and requires an SINR of 6 dB at \( t = t_0 + T_P \).

As for the thermal noise power \( N_0 \) we assume that a signal, being sent omnidirectionally with maximal power from a transmitter at the maximal distance \( D_{\text{max}} \), is received at a mean signal-to-noise ratio of 15 dB. Hence, packet transmissions are much more likely to fail because of excess CCI than because of the thermal noise, unless the network usage is very low.

We compute the transport capacity [10] of the single-hop network, which we define here as the achieved bit-meters/s/Hz per network area of 1 m\(^2\). Only a single data rate of one bit per second and Hertz is available, and every packet transmission from a terminal \( A \) to a terminal \( B \) with successful ACK frame reception is accounted for \( d_{A \rightarrow B} \) bit-meters/s/Hz.
5.2 Results

Increasing the rate of the transmission attempts by decreasing $\mu_t$ lets the transport capacity grow linearly with $\mu_t^{-1}$ at first, and only marginally for $\mu_t$ close to zero. In the same time the success ratio, defined as the number of successful data packet transmissions over the number of attempts, approaches zero. In real networks the success ratio determines the latency, since an unsuccessful attempt implicates retransmission after some delay. As there are normally some limits on the latency, it is reasonable to compare the transport capacities of different channel access techniques at some fixed success ratio. We consider two scenarios: In scenario 1 we adjust $\mu_t$ in each simulation such that a success ratio of 50\% results, whereas in scenario 2 we aim at a success ratio of 10\%.

Fig. 2 shows the achievable transport capacities in these two scenarios, with the number of antennas per terminal ranging between one and six. The given transport capacities include a factor $1/D_{\text{max}}$. This is due to the fact that the encountered packet transmit distances grow linearly with $D_{\text{max}}$, the traffic density decreases with $1/D_{\text{max}}^2$, and, consequently, the transport capacities scale with $1/D_{\text{max}}$. The figure contrasts the performance with the MAC protocol in Sect. 4, with $I_0=2$, against the performance of two respective procedures without collision avoidance: In the first, the data sending terminal $A$ transmits and receives omnidirectionally, utilizing $s_A = (\sqrt{\varepsilon_{\text{max}}}, 0, \ldots, 0)^T$ and $f_A = (1, 0, \ldots, 0)^T$, whereas the data packet receiving terminal $B$ chooses $f_B$ according to (11) and $s_B = \sqrt{\varepsilon_{\text{max}}} f_B$. In the second trivial channel access scheme, all terminals employ maximal transmit power and omnidirectional beam patterns.

Clearly, employing multiple antennas does not have any effect with omnidirectional transmission and reception. A beamforming at the data packet receiver based on the vector signal from the packet sender yields some valuable gain if $N>1$. More significant improvements result from accomplishing an interference avoidance. In the case of one antenna, the superiority of a collision avoidance scheme over a random channel access scheme is well known. With multiple antennas, however, we find that an interference avoidance achieves even greater gains. We note in particular that in scenario 1, employing the proposed interference avoidance technique lets the transport capacity grow almost linearly with the number of antennas.

A data packet transmission may fail either at the beginning because the SINR requirements for the RTS and CTS frames are not attained, or at a later stage due to the sudden arrival of new interferers. We name the breakdown during the data frame or the ACK frame a disruption of a packet transmission. It is interesting to analyze the incidence rate of the latter. We consider the disruption ratio, which we define as the number of disrupted packet transmission over the transmission attempts, analogous to the success ratio.

We find disruption ratios around 20\% in scenario 1 and 16\% in scenario 2 for both techniques without collision avoidance, no matter how many antennas are employed. Hence, in scenario 2, many more packet transmissions are disrupted than successfully completed. Our interference avoidance scheme limits the disruption ratios to fractions of the success ratios, as shown in Tab. 1. With six
Table 1. Percentages of disrupted packet transmissions.

<table>
<thead>
<tr>
<th>scenario</th>
<th>N=1</th>
<th>N=2</th>
<th>N=3</th>
<th>N=4</th>
<th>N=5</th>
<th>N=6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.0%</td>
<td>2.6%</td>
<td>1.5%</td>
<td>0.9%</td>
<td>0.65%</td>
<td>0.45%</td>
</tr>
<tr>
<td>2</td>
<td>2.5%</td>
<td>1.2%</td>
<td>0.6%</td>
<td>0.3%</td>
<td>0.15%</td>
<td>0.09%</td>
</tr>
</tbody>
</table>

Fig. 2. Transport capacities with/without interference avoidance (IA), with different numbers of antennas; left: scenario 1 (50% success ratio), right: scenario 2 (10% success ratio).

antennas per terminal, for example, the disruption rate is less than a hundredth of the packet transmission success rate in both scenarios.

6 Conclusions

A practical beamforming technique has been proposed with the objective of avoiding CCI in decentralized asynchronous wireless networks. The beamforming scheme, incorporated in a RTS-CTS-data-ACK based MAC protocol, may be viewed as an extension of the CSMA/CA principle to the multidimensional signal case. Every channel access is preceded by a sensing for vector signals from active terminals in the neighborhood, and the spatial signature and power of a transmitted signal vector are selected under the criterion of limiting the CCI caused at the perceived neighbors.

Computer simulations have shown that the proposed beamforming can greatly reduce the collision probability and increase the transport capacity compared to channel access schemes without interference avoidance. Moreover, at a moderate traffic load with a 50% data packet transmission success ratio, the transport capacity grows almost linearly when increasing the number of antennas per terminal from one up to six.
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Abstract. A computational code has been developed for analyzing 3-D radiation problems in curved geometries. To accomplish this, a suitable formulation is developed considering Maxwell equations in a general coordinate system and numerically solved by the use of a parallel curvilinear finite-difference time-domain (FDTD) method. In order to validate the computational code, the method analyzes a microstrip antenna mounted on a curved surface. The results obtained by the developed code are then compared to those generated by the conventional (orthogonal) FDTD method and by experimental measurements.

1 Introduction

Along with the new generation of wireless communication systems, precise analysis of new radiating elements (antennas) of diversified geometries becomes necessary to certify (and improve) the performance of these systems. An uncountable number of techniques of analysis and synthesis are employed in order to analyze several types of antennas with complex geometries [1]-[2]. General consensus, what is aimed to be achieved with these geometries, somewhat complex, is to allow that the radiator has its dimensions reduced, being able to operate in two or more bands of frequency (multi-band antennas), and to have its radiation characteristics (directivity, gain, efficiency, etc . . .) optimized. The techniques used to analyze such structures usually are limited by the Cartesian coordinate system.

This way, the idea of developing a code able to analyze wide-bands for these types of radiators in curved surfaces or with its spatial orientations not coincident to the coordinates of the orthogonal system has motivated us to research the FDTD method in general coordinates.

© Springer-Verlag Berlin Heidelberg 2004
The nonorthogonal grid incorporation in the FDTD method was initially proposed by Holland [3], who used a nonorthogonal FDTD model based on a system of global curvilinear coordinates. This technique is named nonorthogonal FDTD or GN-FDTD. In this method, Stratton's formulation [4] was used to solve the differential Maxwell's equations numerically. However, the GN-FDTD technique has limited applications because it is necessary to have a system of coordinates that is analytically described by a global base [5]. Subsequently, Fusco in [6] developed discrete Maxwell's equations for a system of local nonorthogonal curvilinear coordinates. This method is more versatile than the GN-FDTD, but it requires a grid-generation software to discretize the analysis region. Lee, et al. [7], expanded Fusco’s work to three dimensions and demonstrated the stability criterion for the method. This method (LN-FDTD), truncated by the UPML formulation proposed by Roden [5], was employed to analyze the antennas considered here.

The disadvantages associated with the LN-FDTD method, especially for the analysis of 3-D structures, are: the large memory and the long CPU time required for the calculations. A solution for these problems would be more powerful computers. Another one, financially more accessible, would be the PCs clustering technique [8]. Here, LAM/MPI library has been used along with the LN-FDTD method to make a more precise analysis of the antennas and also to show the efficiency of the parallel processing in face to the sequential one.

2 Parallel Implementation of the Nonorthogonal FDTD Code

The main idea behind the parallel implementation of the LN-FDTD algorithm is the division of the analysis domain into sub-domains. This technique is known as Data Decomposition or Domain Decomposition. Data are portioned among the processors and processed simultaneously by each processor, which execute essentially the same code, but on different boundary conditions. This is a typical implementation of the SPMD model (Single Program Multiple Data) [9]. The distribution and sharing of data is manually made in such way that continuity is ensured. The library chosen to exchange the messages is LAM-MPI[10]. Fig.1 shows how the field components are exchanged at the interfaces between sub-domains for both LN-FDTD and FDTD. Thus, different processors work simultaneously executing a part of the program, but about several data, i.e., the processor calculates all the components of the fields of its domain, passing on only those located at the interfaces.

For the microstrip antennas analyzed with a cluster with twelve machines [11], the domain of analysis was divided in equal sub-domains resulting in arrays with equal dimensions, as shown by Fig.2. Each processor calculates the electric and magnetic components corresponding to the its assigned region (sub-domains).
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Fig. 1. Comparison between field passing schemes: (a) LN-FDTD - components located at an interface between two regions on the surface $u^3$; (b) FDTD - components located at an interface parallel to the y-z plane.

Fig. 2. Division of the numerical domain into sub-domains: (a) Numerical domain under analysis; (b) Numerical domain divided into two sub-domains; (c) Numerical domain divided into four sub-domains; (d) Numerical domain divided into six sub-domains.

3 Results

Fig. 3(a) shows the microstrip antenna over a curved (cylindrical) substrate analyzed by this paper. It is basically the same regular microstrip antenna analyzed by Sheen in [12], but its patch is curved over the y-z plane, which curvature radius is 20mm. It should be noticed, however, that just the patch is located at the curved region of the substrate, in such a way that the feeding plane is identical to that of the regular antenna.

To analyze a microstrip antenna over a curved substrate by the orthogonal FDTD method is a complicated task because the method employs regular (orthogonal) cells to model the physical boundary of this curved antenna. This way, the LN-FDTD method has been implemented and applied to perform such analysis. A curved-linear grid has been projected in order to properly model the device, as shown by Fig.3(b). This is a $61 \times 99 \times 36$ grid ($\hat{x}, \hat{y}, \hat{z}$) and the spatial increments are, approximately $\Delta x = 0.389mm$, $\Delta y = 0.4mm$, $\Delta z = 0.265mm$. 
The boundary condition used to truncate the domain is the UPML implemented in the curvilinear coordinate system 10 layers depth. The excitation source is a Gaussian pulse described by

$$E_z = \exp \left[ -\frac{(t - t_o)^2}{T^2} \right]$$

where $T = 15\,\text{ps}$ and $t_o = 45\,\text{ps}$. The time increment $t$ used in this analysis is $0.488\,\text{ps}$ and the period necessary to reach the steady state is about $5000t$.

The parallel LN-FDTD implementation is convenient as long as the LN-FDTD method requires approximately three times the computational effort required by the FDTD method. In such way, the mesh illustrated by Fig.3(b) has been analyzed by employing six, four, two processors and one processor as well.

Fig. 4. (a) Comparison between the ideal speedup with the obtained by the LN-FDTD method and (b) Processing time required to analyze the microstrip antenna.

Fig.4(a) shows the speedup curve for the grid under analysis. In order to have a comparison reference, the ideal linear speedup is included. Here, the used
The definition of speedup is: \( S = T_S/T_N \), where \( T_S \) is the time for the sequential processing and \( T_N \) is the processing time required for \( N \) processors. It is noticed that the speedup for the proposed algorithm, considering two processors, is very close to the ideal (linear). From three processors on, the obtained speedup still increases, but under the linear pattern. This behavior is basically due to the network traffic saturation, as long as the LN-FDTD involves more interface components that need to be sent and received among the domains. Fig.4(b) shows the processing time versus processors. As it can be seen there is a considerable time reduction when 6 machines are used.

![Figure 5](image)

**Fig. 5.** (a) Voltage obtained between the terminals of the planar microstrip antenna and between the terminals of the curved-substrate microstrip antenna \((r = 20\, mm)\); (b) Comparison between the reflection coefficients of the planar and curved substrate microstrip antennas; (c) Comparison between the \( V_{\text{SWR}} \) of the planar and cylindrical microstrip antennas; (d) Comparison between the input impedances of the planar and curved substrate microstrip antennas.

The voltage obtained between the feeding line terminals for the planar antenna and for the curved-substrate microstrip antenna is shown by Fig.5(a). Fig.5(b) shows the return loss as a function of frequency considering the simulated results for planar and curved microstrip antennas and the measured results for planar microstrip antenna \([12]\). From the evaluation of the return loss, the (voltage) stationary wave rate \( V_{\text{SWR}} \) can be obtained. Fig.5(c) compares the calculated \( V_{\text{SWR}} \) for the planar and cylindrical microstrip antennas versus frequency. Fig.5(d) shows the variation of impedance with the frequency. In this
figure, the real part of the input impedance, for the curved microstrip antenna, is approximately 50Ω at the resonance frequency.

It is important to emphasize that the obtained results for the microstrip antenna by the LN-FDTD method are identical to those obtained in [13] where the GN-FDTD method is applied.

4 Conclusions

A computational code has been developed to solve 3-D radiation problems. This code has been implemented to run in the sequential and parallel computational environments, because the LN-FDTD method requires approximately three times the computational power required by the conventional FDTD method. This way, the microstrip antenna mounted on a curved substrate has been analyzed by employing six, four, two and one processor. The methodology permits the analysis of structures whose geometries are not coincident to the Cartesian coordinate system and, in such way, the physical boundary condition can be applied with no approximations.

The reflection coefficient, $V_{SWR}$ and input impedance comparisons, revels that the curved microstrip antenna has a lower level of reflection at the neighborhood of the resonant frequency. Thus, this device matches better than the planar one to the feeding line. It should be noticed that the analyzed antenna’s feeding line is not included on the curved surface, although it could be easily included on that region with the patch.
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Abstract. This article shows a simple mathematical treatment to model and simulate the local scatters channel using a Gaussian probability density for arrival angle distributions, time correlation functions and power spectral density. The correlation envelope is related to the channel parameters and is used in many applications where second order statistics are needed. The channel temporal analysis uses the WSS-US (Wide-Sense Stationary and Uncorrelated Scattering) model for modeling the directional components, considering parameters as angular spread, channel directional component and Doppler frequency.

1 Introduction

Channel modeling is an important issue for mobile communications systems performance assessment. From a description of the channel, efficient processing techniques can be devised and the system performance can be analyzed. The first channel model that included a directional component and an angular distribution for incoming signals was proposed by Lee [1] in 1974. For that channel, the outcoming signals, leaving the mobile station antenna, are reflected by scatters uniformly distributed in a circular geographic area around the mobile station and form a reflected signal cluster that reach the base station antenna array within a certain angular interval at a $\phi_0$ angle. The directional channel model can be classified as Low-rank and High-rank models [2], [3]. The most known low-rank channel is the local scatters model. Each channel directional component is modeled by a stochastic process $\tilde{h}_l(t,\tau_l)$ and the directional channel model can be written as

$$h(t,\tau) = \sum_{l=1}^{L} p_l a(\phi_l) \tilde{h}_l(t,\tau) = \sum_{l=1}^{L} p_l a(\phi_l) \left[ \frac{1}{\sqrt{N}} \sum_{n=1}^{N} \alpha_{n,l} e^{-j\omega_{n,l}t} \delta(t-\tau_l) \right].$$ (1)

The sum in (1) provides a way of simulating the stochastic process $\tilde{h}_l(t,\tau_l)$ by adding a sufficient number of random variables. In accordance with the Central Limit Theorem, for a large number of random variables, the distribution of their sum approximates a Gaussian distribution. This approach is widely used in channel modeling due to its simplicity and effectiveness.

\* The authors would like to express their thanks to Brazilian Council for Scientific and Technological Development (CNPq) for the financial support to this research.
Limit Theorem, as $N$ increases, $\tilde{h}(t, \tau_l)$ tends to a complex Gaussian process. Written in polar form the process modulus has Rayleigh distribution and a phase that is uniformly distributed in $[0, 2\pi)$. The vector elements $a(\phi_l)$ are the phase of each arrival signal that reaches the base station antenna array, $\tau_l$ represents the path delay of each reflected component, $p_l$ is used as a normalization component in order to $\sum_{l=1}^{L} p_l^2 = 1$, the coefficients $\alpha_{l}$ model the variations of the incoming signal power and $f_{n,l}$ represent the Doppler frequency in the $n$-th component of the $l$-th directional path.

Generally the classical Jake’s method is used to simulate the stochastic process $\tilde{h}(t, \tau_l)$ [4]. If a linear array with $M$ elements along the $y$-axis is considered, the steering vector can be written as

$$a(\phi_l) = [1 \ e^{-j \beta \sin(\phi_l)} \ \ldots \ e^{-j(M-1)\beta \sin(\phi_l)}],$$  \hspace{1cm} (2)$$

where $\beta = \frac{2\pi}{\lambda}$. This vector specifies the transmitted signal phase, sampled at each array element. The arrival angle $\phi_l$ is a random variable that depends on the environment around the mobile station. Depending on the spatial scatters distribution, different pdfs for azimuthal angular distribution are found in the literature [1], [5]. Studies have shown, using field measurement, that when scatters have uniform distribution, a Gaussian pdf is more appropriate to model the distribution of arrival angles. Reference [6] proposed the formula

$$p(\phi) = \frac{Q}{\sqrt{2\pi\sigma_\phi^2}} e^{-\frac{(\phi - \phi_0)^2}{2\sigma_\phi^2}}, \quad -\frac{\pi}{2} + \phi_0 \leq \phi \leq \frac{\pi}{2} + \phi_0,$$  \hspace{1cm} (3)$$

where $\sigma_\phi$ is the standard deviation of the spread-out DOA (Direction of Arrival) in the angular domain and $Q$ is a normalization factor used in order to adjust the area of $p(\phi)$ to unity.

## 2 Channel Correlation Function

In order to obtain the correlation functions, a linear array structure is assumed. It can be shown that the output of this reception structure can be written in a vectorial form as $y(t) = w^H [x(t) + \eta(t)]$, where $x(t) = [x_0(t) \ x_1(t) \ \ldots \ x_{M-1}(t)]^T$, $w = [w_0 \ w_1 \ \ldots \ w_{M-1}]^T$ and $\eta(t) = [\eta_0(t) \ \ldots \ \eta_{M-1}(t)]^T$.  \hspace{1cm} (4)$$

The components of $x(t)$ represent the signal samples that can be detected at each element array, whose values are given by the convolution between the channel response $h(t, \tau)$ and $s(t)$. Therefore, $x(t)$ can be written as

$$x(t) = \sum_{l=1}^{L} p_l a(\phi_l) \left[ \frac{1}{\sqrt{N}} \sum_{n=1}^{N} \alpha_{n,l} e^{-j2\pi f_{n,l} t} \right] s(t - \tau_l) = \sum_{l=1}^{L} p_l a(\phi_l) g_l(t) s(t - \tau_l).$$  \hspace{1cm} (5)$$
The term between brackets from this point it will be denoted by $g_l(t)$. Using this result, the array output $y(t)$ can be written as

$$y(t) = \sum_{l=1}^{L} p_l g_l(t) s(t - \tau_l) \sum_{m=0}^{M-1} w_m^* a_m(\phi_l) + \sum_{m=0}^{M-1} w_m^* \eta_m(t). \quad (6)$$

As it is known, the array factor of an antenna array can be defined as the product between the steering vector and an associated weights vector. The term $\sum_{m=0}^{M-1} w_m^* a_m(\phi_l)$ can be seen as the array factor value in $\phi_l$. This array factor is defined as

$$F(\phi_l) = \sum_{m=0}^{M-1} w_m^* a_m(\phi_l).$$

The last sum in (6) can be seen as a Gaussian noise sample weighted by the excitation amplitude of the array elements and will be denoted by $\eta_w(t)$. Therefore $y(t)$ can be written as

$$y(t) = \sum_{l=1}^{L} p_l g_l(t) s(t - \tau_l) F(\phi_l) + \eta_w(t). \quad (7)$$

The channel response, in terms of the array factor, can be given by

$$h(t, \tau) = \sum_{l=1}^{L} p_l g_l(t) \delta(t - \tau_l) F(\phi_l). \quad (8)$$

The correlation function is given by $R_h(\xi) = E[h(t, \tau) h^*(t + \xi, \tau)]$, which gives

$$R_h(\xi) = E \left[ \left( \sum_{l=1}^{L} p_l g_l(t) \delta(t - \tau_l) F(\phi_l) \right) \left( \sum_{k=1}^{L} p_k g_k^*(t + \xi) \delta(t - \tau_k + \xi) F^*(\phi_k) \right) \right].$$

Assuming that the $L$ multipath components are uncorrelated, as assumed in the WSS-US channel model, one obtains

$$R_h(\xi) = \sum_{l=1}^{L} p_l^2 |F(\phi_l)|^2 E[|g_l(t - \tau_l) g_l^*(t - \tau_l + \xi)|] = \sum_{l=1}^{L} p_l^2 |F(\phi_l)|^2 R_{g_l}(\xi), \quad (9)$$

where $g_l(t)$ is the term between brackets shown in (5) and

$$R_{g_l}(\xi) = \frac{1}{N} \sum_{n=1}^{N} E[\alpha_{n,l} \alpha_{n,l}^*] E[\exp(-j2\pi f_{n,l} \xi)]. \quad (10)$$

Considering $E[\alpha_{n,l} \alpha_{n,l}^*] = 1$ and using the Doppler frequency concept, one has that

$$R_{g_l}(\xi) = \frac{1}{N} \sum_{n=1}^{N} E[\exp(-j2\pi f_m \cos(\phi_{n,l}) \xi)]. \quad (11)$$
Equation (11) represents the medium value of $R_{gl}(\xi)$ for $N$ channel elementary realizations. From this result $R_h(\xi)$ can be rewritten as

$$R_h(\xi) = \sum_{l=1}^{L} p_l^2 G(\phi_l) E[\exp(-j2\pi f_m \cos(\phi_l)\xi)], \quad (12)$$

where $G(\phi_l) = |F(\phi_l)|^2$.

The expected value in (12) is given by

$$R_{gl}(\xi) = \int_{-\infty}^{\infty} p(\phi_l) \exp(-j2\pi f_m \cos(\phi_l)\xi) d\phi_l. \quad (13)$$

Considering the Gaussian pdf for the arrival angle distribution and writing the result in terms of Bessel functions, one has

$$\Re\{R_{gl}(\xi)\} = J_0(2\pi f_m \xi) + Q \sum_{k=1}^{\infty} J_{2k}(2\pi f_m \xi)(-1)^k e^{-2k^2 S^2 \phi} A_k(\phi_0, S_\phi)$$

$$\Im\{R_{gl}(\xi)\} = Q \sum_{k=0}^{\infty} J_{2k+1}(2\pi f_m \xi)(-1)^k e^{-((2k+1)S \phi)^2} B_k(\phi_0, S_\phi),$$

where $A_k(a,b)$ and $B_k(a,b)$ are defined as

$$A_k(a,b) = \cos(2ka)A(2k,b) - \sin(2ka)B(2k,b)$$

$$B_k(a,b) = \cos((2k+1)a)A(2k+1,b) - \sin((2k+1)a)B(2k+1,b) \quad (14)$$

and the expressions $A(a,b)$ and $B(a,b)$ are given in [3]. Finally, the channel correlation function can be written as

$$R_h(\xi) = \sum_{l=1}^{L} p_l^2 G(\phi_l)|R_{gl}(\xi)|. \quad (15)$$

Figures 1(a) and 1(b) show the channel temporal correlation behavior for different values of angular dispersion, considering two values of the main channel directional component and a Doppler frequency equal to 100 Hz. The channel observation time in both cases is 40 ms. At first, it is possible to conclude that the channel dynamics do not depend on the Doppler frequency, but on the spatial features including the angular dispersion $S_\phi$ and main component direction $\phi_0$. As $\phi_0$ tends to 0° or 180°, the channel presents a slower behavior. On the other hand, the channel dynamics increases when the angular dispersion increases.

## 3 Power Spectral Density

The power spectra of the received signal in a multipath channel model can be obtained assuming that there is a Doppler frequency shift equal to $\beta v \cos(\phi)$ when the mobile station or unit receiver moves at a constant speed $v$. Therefore,
if $\phi$ is the incidence angle of a radio wave arriving at an antenna array, the instantaneous angular frequency, $\omega(\phi) = \omega_c + \omega_m \cos(\phi)$.

If one takes a base station directional antenna with gain $G(\phi)$ and considers that $\phi$ has a probability density function $p(\phi)$, then within a differential angle $d\phi$, the total power is $P_0 G(\phi) p(\phi) d\phi$, where $P_0$ is the power that would be received by an isotropic antenna. The total power equals the differential variations of the received power spectral density with frequency $S(f) df$. Considering that $\omega(\phi) = \omega(-\phi)$, one has

$$S(\omega)[d\omega] = 2\pi P_0 [G(\phi)p(\phi) + G(-\phi)p(-\phi)]|d\phi|.$$  \hspace{1cm} (16)

Furthermore, $|d\omega| = | - \omega_m \sin(\phi)||d\phi| = \left[ \omega_m^2 - (\omega - \omega_c)^2 \right]^{\frac{1}{2}}|d\phi|$. Therefore, considering the Gaussian probability density function for the arrival angles, $S(\omega)$ can written as

$$S(\omega) = \frac{2\pi P_0 Q}{\sqrt{2\pi(\omega_m^2 - (\omega - \omega_c)^2)^2}} \left[ G(\phi) e^{-\frac{(\phi - \phi_0)^2}{2\sigma^2}} + G(-\phi) e^{-\frac{(\phi + \phi_0)^2}{2\sigma^2}} \right]$$ \hspace{1cm} (17)

and the Doppler frequency pdf can be expressed as

$$p(f) = \frac{Q}{\sqrt{2\pi(f_m^2 - f^2)S_\phi}} \exp \left[ - \left( \frac{\cos^{-1}\left( \frac{f}{f_m} \right) - \phi_0}{\sqrt{2S_\phi}} \right)^2 \right]$$ \hspace{1cm} (18)
Comparing (18) with (17), it is easy to show that the spectral power density can be rewritten as
\[
S(\omega) = 2\pi P_0 [G(\phi)p(\omega) + G(-\phi)p(-\omega)]
\]
where \(p(\omega)\) is the pdf of the Doppler frequency given in (18). Figure 2 shows, for example, the behavior of \(p(f)\) for different values of angular dispersion \(S_\phi\), the main component direction of the channel \(\phi_0\) equal to 0° and maximum Doppler frequency \(f_m\) equal to 100 Hz.
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\begin{array}{c}
\text{Doppler Frequency} \\
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\end{array}
\]
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\end{array}
\]
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\]
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\]
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\end{array}
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Fig. 2. Probability density behavior of the random variable \(f\), Doppler frequency, considering four values of angular dispersion, \(\phi_0 = 0^\circ\) and \(f_m = 100\) Hz.

Changes on the channel behavior depend, aside from the maximum Doppler frequency, on the angular dispersion \(S_\phi\) and on the main component direction \(\phi_0\). An appropriate choice of angular dispersion depends on the environment, antenna height and distance between mobile station and radio base station.

**Conclusion**

This paper presented a study of the Local Scatters Channel Model using a Gaussian probability density to model the arrival angles of the received signal at the base station. An analysis for both the temporal and frequency domain was presented, using parameters of the spatial channel model. The classical Jake’s method was proposed to model the multipath channel components. It was verified that the correlation envelope and the Doppler frequency strongly depend on certain parameters, such as channel main component direction and angular spread.
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Abstract. This paper presents a detailed study concerning the fading correlation functions of a circular array compared to a linear array, considering probability density functions (pdf's) related to the azimuthal arrival angle. It is considered that signals that reach each element of the array arrive respectively with uniform, Gaussian and cosine-shaped distributions. Mathematical and numerical results for these configurations are presented.

1 Introduction

In wireless communications systems the channel model has generally an important role. It would be difficult to evaluate a new method to improve a transmission link without a good channel model. In an attempt to include most of the features found in practical transmission environments, the mathematical models become more and more complex. To reduce the propagation impairments, many applications of antenna arrays, including linear and circular arrays have been studied. Therefore, it is important to know the behavior of the fading correlation functions when different types of azimuthal arrival angle distributions are considered [1], [2], [3]. In reference [4] the correlation functions are analyzed for a linear array concerning the uniform distribution and the Gaussian distribution. In this work a comparison between two usual array configurations is presented, taking into account three different distributions.

2 Problem Overview

Imagine a propagation environment in an urban area where there are many threes, buildings and other types of construction distributed around an user with a portable cell phone. Therefore, one can assume that all these elements found in this area can be modeled as a set of scatterers circularly distributed around the user. In this model, the local scattering around the mobile user generates...
signals that reach the base station antenna within a range of angles. Moreover,
the spatial distribution function $p(r)$ of the scatterers around the mobile unity can be given by [5], [1], [6]

$$p(r) = \begin{cases} \frac{1}{\pi R^2}, & ||r - r_{MS}|| \leq R \\ 0, & \text{elsewhere} \end{cases},$$

where $r$ is a radial distance measured from the mobile station position, $R$ is the radius of the scatterers circle, typically in the order of 100m to 200m, and $r_{MS}$ is the distance between the base station and the mobile station.

Depending on the spatial distribution of the scatterers, different pdfs for azimuthal angular distributions can be found in the literature. The first one is the uniform distribution, $p_u(\phi)$, written as [2]

$$p_u(\phi) = \begin{cases} \frac{1}{2\Delta}, & -\Delta + \phi_0 \leq \phi \leq \Delta + \phi_0 \\ 0, & \text{elsewhere} \end{cases}.$$  

Although this distribution can provide a closed form expression for the envelope correlation coefficient $\rho$ at different antenna positions, it has been shown that this uniform assumption is not valid for uniform scatters distribution. The second distribution, $p_c(\phi)$, known as cosine-shaped distribution, was proposed in [1] and can be written as

$$p_c(\phi) = \begin{cases} k_2 \frac{\pi}{2} \cos^k(\phi - \phi_0), & -\frac{\pi}{2} + \phi_0 \leq \phi \leq \frac{\pi}{2} + \phi_0 \\ 0, & \text{elsewhere} \end{cases}$$

and the third case is the Gaussian distribution, $p_g(\phi)$, that is given by [7], [3]

$$p_g(\phi) = \frac{k_3}{\sqrt{2\pi\sigma^2_\phi}} e^{-\frac{(\phi - \phi_0)^2}{2\sigma^2_\phi}}, \quad -\frac{\pi}{2} + \phi_0 \leq \phi \leq \frac{\pi}{2} + \phi_0,$$

where $\sigma_\phi$ is the angular standard deviation and the parameters $k_2$ and $k_3$ are chosen in order to adjust $p_c(\phi)$ and $p_g(\phi)$ areas to unity.

3 **Spacial Correlation Study**

After presenting the channel model and azimuthal arrival angle distributions, one can introduce the signal samples taken at the array elements. These samples, denoted by $x_l$ and $x_c$ respectively for a linear array and a circular array, can be put in a vector notation written as

$$x_l = \begin{bmatrix} e^{-ji_0\beta d \sin(\phi)} \\
e^{-ji_1\beta d \sin(\phi)} \\
\vdots \\
e^{-ji_{N-1}\beta d \sin(\phi)} \end{bmatrix}, \quad x_c = \begin{bmatrix} e^{j\beta a \cos(\phi - \theta_1)} \\
e^{j\beta a \cos(\phi - \theta_2)} \\
\vdots \\
e^{j\beta a \cos(\phi - \theta_N)} \end{bmatrix},$$

where $i_0 = 0, i_1 = 1, \cdots, i_{N-1} = N - 1$ and the angles $\theta_n$ stand for the angular position of the circular array elements. For the case of uniform circular arrays $\theta_n = 2\pi \frac{n}{N}$, where $N$ is the number of elements in each array configuration.
3.1 Linear Array Correlation Functions

Consider the correlation between two signal samples, $x_m$ and $x_n$, taken from two array elements when the arrival angle distribution is uniform. In this case the spatial correlation, noted by $\rho_u(m, n)$, can be written as

$$\rho_u(m, n) = E[x_m x_n^*],$$

where $E[x]$ represents the expected value of $x$.

Applying the pdf described in (2) and expanding the result in terms of Bessel series the real and imaginary terms of $\rho_u(m, n)$, respectively, denoted by $\mathcal{R}\rho_u(m, n)$ and $\mathcal{I}\rho_u(m, n)$ can be written as

$$\mathcal{R}\rho_u(m, n) = J_0((i_m - i_n) \beta_d) + 2 \sum_{k=1}^{\infty} J_{2k}((i_m - i_n) \beta_d) \text{Sa}(2k\Delta) \cos(2k\phi_0),$$

$$\mathcal{I}\rho_u(m, n) = 2 \sum_{k=0}^{\infty} J_{2k+1}((i_m - i_n) \beta_d) \text{Sa}((2k + 1)\Delta) \sin((2k + 1)\phi_0).$$

In the second case, concerning the linear array, the arrival angle distribution has a cosine shape, as given by (3). In this case, the integrals that arise in decorrence of applying the expected value considering (3) can not be solved in general for any exponent $k$. Following, the autocorrelation functions for $k = 1$ and $k = 3$ are shown. In each case one obtains a different $k_2$ value. When $k = 1$, the adjusting parameter $k_2 = \pi/2$. Using the Bessel’s series, the functions $\mathcal{R}\rho_c$ and $\mathcal{I}\rho_c$ can be written as

$$\mathcal{R}\rho_c(m, n) = J_0((i_m - i_n) \beta_d) - 2 \sum_{k=1}^{\infty} (-1)^k J_{2k}((i_m - i_n) \beta_d) \frac{\cos(2k\phi_0)}{4k^2 - 1},$$

$$\mathcal{I}\rho_c(m, n) = \frac{\pi}{2} J_1((i_m - i_n) \beta d) \sin(\phi_0).$$

For $k = 3$, the adjusting parameter $k_2 = 3\pi/4$. In this case the correlation functions are given by

$$\mathcal{R}\rho_c(m, n) = J_0((i_m - i_n) \beta d) + 18 \sum_{k=1}^{\infty} J_{2k}((i_m - i_n) \beta d) (-1)^k \frac{\cos(2\phi_0 k)}{(4k^2 - 9)(4k^2 - 1)},$$

$$\mathcal{I}\rho_c(m, n) = \frac{3\pi}{16} (3J_1((i_m - i_n) \beta d) \sin \phi_0 + J_3((i_m - i_n) \beta d) \sin(3\phi_0)).$$

In the last case, considering also linear arrays, the Gaussian distribution shown in (4) is used for the azimuthal arrival angle. In this case the correlation functions obtained from Bessel’s series have the following expressions for real
and imaginary parts, denoted by $\mathcal{R}\rho_g$ and $\mathcal{I}\rho_g$, respectively

\[
\mathcal{R}\rho_g(m,n) = J_0((i_m - i_n)\beta_d) + \frac{2k_3}{\sqrt{\pi}} \sum_{k=1}^{\infty} J_{2k}((i_m - i_n)\beta_d) I_{ck}(\sigma_\phi, \phi_0) \\
\mathcal{I}\rho_g(m,n) = \frac{2k_3}{\sqrt{\pi}} \sum_{k=0}^{\infty} J_{2k+1}((i_m - i_n)\beta_d) I_{sk}(\sigma_\phi, \phi_0),
\]

(10)

\[
I_{ck}(\sigma_\phi, \phi_0) = \frac{\sqrt{\pi}}{2} \left[ \cos(2k\phi_0)A(2k, \sigma_\phi) - \sin(2k\phi_0)B(2k, \sigma_\phi) \right] e^{-2k^2\sigma_\phi^2}, \\
I_{sk}(\sigma_\phi, \phi_0) = \frac{\sqrt{\pi}}{2} \left[ \sin((2k+1)\phi_0)A(2k+1, \sigma_\phi) + \cos((2k+1)\phi_0)B(2k+1, \sigma_\phi) \right] e^{-\frac{(2k+1)^2\sigma_\phi^2}{2}},
\]

where $A(a,b)$ and $B(a,b)$ are defined in [4].

### 3.2 Circular Array Correlation Functions

For the case of circular array, the signal samples taken from the array elements are given as shown in the second vector expression of (5). Considering the uniform arrival angle distribution given in (2), the correlation function will be given by

\[
\rho_u(m,n) = E \left[ \exp(j\beta a C_{m,n} \cos(\phi - \phi_{m,n})) \right],
\]

(11)

where $C_{m,n}$ and $\phi_{m,n}$ are, respectively, given by

\[
\phi_{m,n} = \tan^{-1} \left( \frac{\sin \theta_m - \sin \theta_n}{\cos \theta_m - \cos \theta_n} \right) \quad \text{and} \quad C_{m,n} = \sqrt{2(1 - \cos(\theta_m - \theta_n))}.
\]

(12)

As can be seen in Equation (11), terms as $\sin(x \cos(\theta))$ and $\cos(x \cos(\theta))$ will arise. Therefore, using Bessel’s series, one obtains the real and imaginary parts of $\rho_u(m,n)$, which are given by

\[
\mathcal{R}\rho_u(m,n) = J_0(\beta a C_{m,n}) + 2 \sum_{k=1}^{\infty} (-1)^k J_{2k}(\beta a C_{m,n}) \text{Sa}(2k\Delta) \cos(2k(\phi_0 - \phi_{m,n})) \\
\mathcal{I}\rho_u = 2 \sum_{k=0}^{\infty} J_{2k+1}(\beta a C_{m,n})(-1)^k \text{Sa}((2k+1)\Delta) \cos((2k+1)(\phi_0 - \phi_{m,n})).
\]

Considering now the cosine-shaped angular distribution, the general expression for the correlation functions, when for example $k = 3$ is set, can be written as follows

\[
\mathcal{R}\rho_c(m,n) = J_0(\beta a C_{m,n}) + 18 \sum_{k=1}^{\infty} J_{2k}(\beta a C_{m,n}) \cos(2k(\phi_0 - \phi_{m,n})) \frac{\cos(2k(\phi_0 - \phi_{m,n}))}{(4k^2 - 1)(4k^2 - 9)}, \\
\mathcal{I}\rho_c(m,n) = \frac{3\pi}{16} (-3J_1(\beta a C_{m,n}) \cos(\phi_0 - \phi_{m,n}) + J_3(\beta a C_{m,n}) \cos(3(\phi_0 - \phi_{m,n}))),
\]
Fig. 1. Spatial correlational plots between the first and third elements in a linear antenna array with eight elements.

The last case concerning circular array arises when a Gaussian distribution is used. In this case the correlation function between two samples taken from the circular array can be obtained by using Bessel’s series. Therefore it is possible to write the real and imaginary parts of $\rho_g(m, n)$ as

$$\Re \rho_g(m, n) = J_0(\beta a C_{m,n}) + k_3 \frac{2}{\sqrt{\pi}} \sum_{k=1}^{\infty} (-1)^k J_{2k}(\beta a C_{m,n}) I_{ck}(\sigma_\phi, \phi_0, \phi_{m,n})$$

$$\Im \rho_g(m, n) = k_3 \frac{2}{\sqrt{\pi}} \sum_{k=0}^{\infty} (-1)^k J_{2k+1}(\beta a C_{m,n}) I_{sk}(\sigma_\phi, \phi_0, \phi_{m,n}),$$

(13)

$$I_{ck} = \sqrt{\pi} e^{-2k^2\sigma_\phi^2} (\cos(2k(\phi_0 - \phi_{m,n}))) A(2k, \sigma_\phi) - \sin(2k(\phi_0 - \phi_{m,n})) B(2k, \sigma_\phi),$$

$$I_{sk} = \sqrt{\pi} e^{-((2k+1)(\phi_0 - \phi_{m,n})) A(2k + 1, \sigma_\phi) - \sin((2k + 1)(\phi_0 - \phi_{m,n})) B(2k + 1, \sigma_\phi) e^{-\frac{(2k+1)(\sigma_\phi)^2}{2}}.$$
linear array with 8 elements with distance \( d \) between each element was considered. The curves obtained are shown in Fig.1(a) and Fig.1(b). The second results were obtained for Gaussian and cosine-shaped distributions, considering a circular array with 8 elements and radius \( a \). The plots obtained can be seen in Fig.2(a) and Fig.2(b) As can be seen in Fig. 2(b) the spatial correlation depends on the array structure and main cluster angular direction. When \( \phi_0 = 90^\circ \) and Gaussian distribution is used, the circular array presents total spatial uncorrelation. Moreover, as it is known the cosine-shaped distribution approaches the Gaussian distribution when the parameter \( k \) increases. So, when a circular array is used, the spatial correlation decreases faster with smaller values of radius \( a \). When a Gaussian distribution is used, the correlation envelope tends to zero faster than for the other cases.

5 Conclusion

This paper presented a comparative study between two array configurations concerning three types of arrival angular distribution: uniform, cosine-shaped and Gaussian distribution. Two commonly used array configurations were analyzed, the linear array and the circular array. Closed forms expressions were obtained for the correlation functions of the cosine-shaped distribution for three values of the parameter \( k \) and, as shown for the case of circular array, \( k = 3 \) is sufficient to obtain good results, while with linear array this value was insufficient.
References

Propagation Prediction Based on Measurement at 5.8GHz for Fixed Wireless Access

Tang Min Keen and Tharek Abdul Rahman

Wireless Communication Centre, Faculty of Electrical Engineering, Universiti Teknologi Malaysia, 81310 UTM Skudai, Johor, Malaysia.
minkeen@yahoo.com, tharek@fke.utm.my

Abstract. This paper reviews most commonly used ray tracing techniques and applies a ray tracing technique which incorporates site specific environmental data to predict path loss in newly constructed hostels in Universiti Teknologi Malaysia (UTM) for 5.8 GHz Industrial, Scientific and Medical (ISM) band in Malaysia. Radio propagation path loss has been measured in order to verify the predicted results. As the prediction model excluding the vegetation affects that appeared in the fresnel zone clearance in the real site environment, corrections has been done on the predicted total loss in taking account the obstruction loss. It indicates a good agreement between measurements and predicted result with a deviation range of 0.01 dB to 2.82 dB.

1 Introduction

Radio propagation is heavily site-specific and can vary significantly depending on the terrain, frequency of operation, velocity of the mobile terminal, interference sources and other dynamic factors. To achieve high radio system availability, apart from the radio equipment design, good location of radio antenna sites, good radio path planning and choice of an interference-free radio channel are most important. [1] Hence, accurate prediction of radio wave propagation in a communication channel is essential before installation of any wireless system. Site specific analysis tools have proliferated for this purpose. The used of these tools has also been boosted by the availability of detailed city or building maps in electronic format. One of the basic site-specific analysis tools is ray tracing software module that applied in this paper. This technique of prediction is then verified and enhanced with actual RF measurements in the possible installation scenario.

There are two main options that are available for the implementation of a ray tracing software module known as ray launching, and point-to-point ray tracing approach. [2]-[5] Both of them have their individual pros and cons. Ray tracing computes all rays receiver point individually but require an extremely high computation times. Thus, to make this technique computationally feasible, many acceleration techniques have been proposed to be implemented in this approach. On the other hand, ray
launching [6]-[8] is an option that the casting of rays from transmitter is in a limited set directions in space causing inaccuracy for those rays traveling long distance. A small constant angle separation between launched rays needs to be specified to produce reliable results. Though, this technique is very efficient computationally.

In conjunction with the two options available, there are authors that mixed the two techniques by splitting the three dimensional (3D) into two successive two-dimensional stages, without loss of generality compared with the full 3D techniques [3], [9]-[11].

All the options in ray tracing software models have been widely used as simulation tools for the design and planning of wireless system in mobile and personal communication environments: outdoor macro cells, street micro cells, and indoor pico cells. All the available modeled ray tracing techniques approximate electromagnetic waves as discrete propagating rays that undergo attenuation, reflection, diffractions and diffuse scattering phenomena if available due to the presence of buildings, walls, and other obstructions. The total received electric field at a point is the summation of the electric fields of each multipath component that illuminates the receiver. These models have the advantage of taking 3D environments into account, and are thus theoretically more precise. In addition, they are adaptable to environment changes such as transmitter location, antenna position and frequency and predict wideband behavior as well as the waves’ direction of arrival.

This paper is organized as follow: Firstly, a brief description of a ray tracing model that applied in this paper. This is followed by experimental setup and results. Then, predicted results are corrected to take accounts the vegetation obstructions in the fresnel clearance and presented in Section IV. Finally, discussions and comparisons of experimental results and predicted result are presented.

2 Propagation Prediction Model

The model applied in this paper is based on a 3D Vertical Plane Launch (VPL) ray tracing technique, developed in [12]. The VPL approach accounts for specular reflections from vertical surfaces and diffraction at vertical edges and approximates diffractions at a horizontal edge by restricting the diffracted rays to lie in the plane incidence. Some limitations and simplifications arise from this software to obtain a computational efficient model. This model neglects diffuse scattering from the walls, rays that travel under a structure and also reflections from the rooftop that travel upward and hence away from the buildings and receivers. It is believed that the rays do not contribute to the total received power in a microcellular environment, or that they occur very infrequently.

To save computer time, we restricted the number of reflections to six for each branch between vertical diffractions. The number of diffractions on horizontal wedges is not limited in any of the cases. Due to diffraction by vertical wedges is very time consuming, a limitation on the number of diffraction at vertical edge is done where any given ray path to at most two. Besides, $\varepsilon_r = 6$ is used for the reflection
coefficient at walls [11] because the use of reflection coefficient for a dielectric half space with $\varepsilon_r \approx 5 - 7$ give the least error with measurements. Vegetation effects did not considered in this model due to the irregularity of the plantations along the paths. Nevertheless, corrections will be done in the end of the prediction to obtain an accurate prediction.

### 2.1 Site Survey

A visit to the related site is carried out. There are mainly seven blocks three-wings with eight to ten floors buildings in first hostel and two u-shaped with five floors buildings in another hostel. Transmit site is at Wireless Communication Centre (WCC), which is located at least 30 meters higher than the hostels’ building. The terrain between WCC and the hostels is a small oil palm plantation. Hence, the site overlooked a terrain of light rolling hills with moderate tree densities. From the highest floor of WCC, we can clearly see these buildings and the oil palm plantation. Figure 1 (a) and (b) show the photos that captured from WCC to both the hostels, whereas figure 1(c) shows the photo that is captured from one of the receiver site in the hostel to WCC.

![Fig. 1. Photographs Illustrating the Site Related](image)

### 2.2 Geometry Databases

The first step of site specific propagation prediction is characterizing the geometrical and electrical attributes of the site. The obtained building plans and contour maps are digitized into databases. This prediction area covers 720 X 1280 meter$^2$. The same building database and terrain database will be used in the simulation to predict and analyze the result on different placements of the receiver point. Figure 2 shows the visualization of the building and terrain databases for the software.
2.3 Antenna Parameters

Besides geometry databases, antenna radiation pattern and gain are also important inputs in the software. Market available planar array directional antennas are used in the wireless measurement for both the transmitting and receiving sites. Unlike omni-directional antenna that used in mobile systems, the received power can be higher as much as the antenna’s gain, but only if the arriving rays lie in the angular range of main lobe. Hence, before wireless prediction and measurement being carried out, is a need to verify the antenna radiation pattern and the gain of the antenna. Measurement of radiation pattern and gain of the antenna at 5.77 GHz has been carried out in an anechoic chamber followed the procedure which printed in [13]-[15]. Two 2D patterns have been measured. They are the x-z plane (elevation plane; $\varphi = 0^\circ$), which represents the principal E-plane and the x-y plane (azimuthal plane; $\theta = \pi/2$), which represents the principal H-plane. Figure 3(a) and (b) show the principal E- and H-plane radiation pattern in polar-logarithmic form.
Two-antenna method of absolute-gain measurement has been carried out to obtain the gain of the antenna. This measurement was carried out with both the antennas were polarization matched and the separation between the antennas prevail far-field conditions. From the measurement, the computed gain of the antenna is 23dBi.

3 Experimental Setup

This measurement campaign was carried out in nine blocks of two hostels’ buildings that include 35 local area path loss measurements, with transmitter antenna was placed at the rooftop level of Wireless Communication Centre, UTM. After determining the locations for the transmitter and receiver, the antennas are mounted onto a pole with a proper polarization. The antennas and the mounting brackets used are able to withstand strong winds to avoid any movement that could introduce misalignment. The outdoor unit is then mounted to the mounting bracket, connected to the antenna via a short RF cable and connected to indoor terminal via an IF cable. At every site, the antenna is aligned in both the azimuth and elevation planes until maximum received signal level is obtained. As all operator communications with the measurement system is achieved over the Ethernet port using hypertext transfer protocol (HTTP), it eases the access and control the terminal remotely from any geographical location.

The 35 radio paths propagated from the transmitter passing through an oil palm plantation before reaching the receivers. The distances for these links were ranges from 360 to 605 meter with the transmitter was higher than the oil palm plantation and the receivers. To assure that propagation channel were stationary in time, the measured data was averaged over 30 instantaneously sampled values in 15 minutes.

Fig. 4. Measured Loss
4 Prediction and Measurement Comparison

The discussed ray tracing wave propagation prediction software tool is used to compute the path loss value with respect to the slow fading process at the given receiver locations. Visualizations were done on every receiver location in order to understand the different ray components contained in every channel.

The 35 set experimental data obtained from field measurement is shown in Figure 4. The instantaneously sampled values are found having small fluctuation within 3.4 dB maximum ranges and with standard deviation less than 1.1 dB. Mean of the 30 sampled values is computed for comparison with prediction then.

From the 35 local area path loss predictions, there are 11 locations matched closely with measurement loss, with error range from 0.09 dB to 2.78 dB. These locations are classified with links that have 100% fresnel zone clearance with LOS or NLOS conditions. The predictions loss for another 24 locations has range from 3.61 to 33.03 dB less than measurement data. The severe difference is due to the irregular vegetation effects in fresnel zone which is hard to model and is not considered in VPL ray tracing prediction. All of these 24 locations are in LOS conditions. Hence to consider the obstruction loss of vegetation in fresnel zone, the deviation within free space loss and measurement loss will be used. The free space loss model is used to predict received signal strength when the transmitter and receiver have a clear, unobstructed LOS path between them. [16] The equation of the free space loss with $R$ distance at frequency $5.775$ GHz is

$$PL = 107.671 + 20 \log_{10} R$$

Figure 5 shows comparisons between predicted path loss and mean measured path loss, and also the computed free space loss. After VPL predicted path loss added with the computed vegetation obstruction loss, the difference between the modified predicted data and measured data is displayed in Figure 6. From this figure, is found that the modified predicted loss have a very good agreement with the measured loss. Both the computed mean and standard deviation for the error are 0.95 dB only.

5 Conclusion

The VPL ray tracing is based on an efficient 3D ray construction algorithm, taking into account a sufficient number of reflections and diffractions. Radio propagation path loss has been measured in order to verify the predicted results. As the prediction lack of important vegetation lines that appeared between the transmitter and receiver, the difference between experimental data and free space loss had been used to represent the vegetation obstruction loss in fresnel zone clearance and to correct the predicted data. The corrections were done only to those predicted ray in LOS condition with vegetation obstructions in fresnel zone and had severe difference with experimental data. Out of the 35 locations, 24 predicted were corrected. And finally, the 24 corrected data and 11 uncorrected predicted data showed good agreement with the
measurement data, which the mean error and standard deviation lower than 1 dB. These small errors might be contributed by the experimental configurations such as terrain and building data inaccuracies such as wall orientation error, wrong earth levels and missing information likes construction material characteristics.

Overall, for links with LOS conditions, the obtained predicted path loss and power delay profiles that without consideration of vegetation effect can be corrected or modified accordingly in such a way described above before employed as a tool for aiding in the planning and design of wireless system, due to their accuracy and efficiency. Other LOS, OLOS or NLOS links that without vegetation obstruction in fresnel zone clearance, this VPL ray tracing tool is able to provide a good prediction. For future work, the analysis of radio propagation with this method finally provides a complete set of output magnitudes that can be used to analyze BER for digital modulations and to characterize the channel where strategies like diversity, equalization, or adaptive antennas are used.

**Fig. 5.** Comparisons between Free Space Loss, Predicted Loss, and Measured Loss

**Fig. 6.** Comparisons Between Modified Predicted Loss and Measured Loss
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Abstract. An algorithm for wireless link dimensioning using an approximation technique that allows the decomposition of a two-dimensional Markov chain in two one-dimensional chains is presented. The algorithm was applied to GSM/GPRS links considering as service quality parameters, the voice blocking probability, the data blocking probability and the data waiting average time. The number of channels and the preemption threshold of voice channel over the data channel have been determined, illustrating the adequacy and efficiency of the considered algorithm.

1 Introduction

The introduction of the multiple access service GPRS (\textit{General Packet Radio Service}) on GSM networks (\textit{Global System for Mobile Communications}) increases the use efficiency of radio resource through the sharing of data and voice users on the available channels in GSM networks [1]. The GPRS uses the GSM frequency canalization whose carrier supports a TDMA frame (\textit{Time Division Multiple Access}) composed of eight time-slots. Users can share the transmission of voice, PDUs (\textit{Protocol Data Unit}) and signaling over several frequency carriers. When a mobile station wants to transmit a PDU (\textit{Protocol Data Unit}), it requests the creation of a TBF (\textit{Temporary Block Flow}) through the random access channel PRACH (\textit{Packet Random Access Channel}). The mechanism of TBF creation can be viewed as the establishment of a virtual circuit defining the connection between the mobile station and the base station. This virtual circuit remains connected and busy during the time necessary to the complete transmission of the PDU.

The integration of voice and data users can be implemented on packet switching networks treating both in the same way, but giving priority to the voice users over the data users, in order to guarantee a maximum time delay to the voice channels [2], [3]. The multiple access protocols with reserve [4] allow the allocation of channels repeating cyclically in the appropriate cadence to synchronous users. The remaining system capacity is used to send the data signals that are sensitive to losses, but not to delays. Such integration can be implemented, for example, by the combination of the protocol TCP/IP (\textit{Transmission Control Protocol/Internet Protocol}) for data with the protocol UDP (\textit{User Datagram Protocol}) for voice. Chen et al. have investigated the
voice and data sharing with priority for the voice service and buffering the preempted data packets [5]. Meo et al. have investigated a dynamic sharing strategy using the information of the buffer occupation as reference for allocation of exclusive channels for data packets [6].

In this paper, an algorithm for the dimensioning of wireless links is considered using an approximation technique [7] that allows the decomposition of the two-dimensional Markov chain, in two one-dimensional chains. The assumptions and the system model are presented in Section 2, determining the capacity of the wireless link. Numerical results and discussions are presented in Section 3, and the Conclusions are presented in Section 4.

2 System Model

Each mobile station generates PDUs having Poisson distribution with average rate $\lambda_d / n$, $n$ being the number of mobile stations in the system. The lengths of the PDUs have exponential distribution with average size $E[R]$. Voice calls are generated with average rate $\lambda_v / n$ having Poisson distribution, with service average time $1/\mu_v$ and are exponentially distributed. The blocked voice calls are cleared of the system.

The transmission system is modeled with $C = C_v + C_d$ channels, each one has a transmission rate of 13.4 kbps (CS2 codification scheme used in GSM).

A channel, when busy due a voice call, remains unavailable during the conversation time, and is set free in the end of the communication. When busy for a PDU transmission (a mobile station is sending a PDU), the channel remains unavailable during the transmission of the PDU, unless it suffers preemption from a voice call. In that case, the remaining not transmitted bytes of the PDU are buffered and are priority sent, in a next successful access. Each station has a buffer to store the PDUs when the access is denied, being $b$ the limit for the maximum number of PDUs in the system. If a PDU is generated and the buffer is full, the PDU is blocked and cleared of the system.

Both the voice calls and PDUs can access $C_v$ channels, from the total of $C$ channels, with preemption for the voice calls over the PDUs. The $C_d = C - C_v$ channels can be exclusively taken by PDUs. Each PDU uses only one channel at a time. Therefore, the resulting channel service time is equal to the division of the PDU length by the channel transmission rate (13.4 kbps). The packet retransmissions due to the error control scheme increase the PDUs average length and the parameter $1/\mu_d$ takes into account these retransmissions.

The complexity of the Markovian chain significantly grows when the number of channels or the buffer length of the system increases, making its use impractical for dimensioning purposes.

Ghani and Schwartz has shown that the probability of the number of voice channels and the conditional probability of the number of data channels could be approximated by independent queues [8]. In general, the time to transmit a PDU is significantly lesser than the duration of a voice call, and the quality of the approximation improves as the difference between the service time of the voice and data channels increases.
The number of channels allocated to voice users, \( Y \), is described by the \( M/M/C_v/C_v \) queue since, thanks to the preemption mechanism, all \( C_v \) channels are available to the voice users. The conditional number of data users (PDUs), \( N \) for a given \( y \), can be approximated by the \( M/M/C_d+x/b \) queue. The maximum current number of channels that are used by PDUs is \( C_d + x \), with \( x = C_v - y \), and the preempted PDUs are not considered in the buffer of the conditional queue approximation.

The traffic parameters \( \rho = \lambda_d / \mu_d \) and \( \rho_v = \lambda_v / \mu_v \) and the structural parameters \( C \), \( C_d \) and \( b \) are considered known when performing analysis is computed. The main purpose is to determine the service quality parameters: \( P_v \), voice channels blocking probability; \( P_d \), data blocking probability and \( W_d \), PDUs average waiting time. The QoS parameters \( P_{v,spec} \), \( P_{d,spec} \) and \( W_{d,spec} \) are specified as goals to be achieved with a minimum number of channels in the system (\( C \) and the threshold for data \( C_d \)) when dimensioning the wireless link. The voice and PDU demand traffic forecasts, characterized by \( \rho_v \) and \( \rho_d \) parameters, are assumed to be known.

From the \( M/M/C_v/C_v \) queue, the voice channels blocking probability is given by the Erlang Formula [10].

\[
q_x = \left( \sum_{k=0}^{C_v} \frac{\rho_v^k}{k!} \right)^{-1} \rho_v^{C_v-x} \frac{(C_v-x)!}{(C_v-x)!} , \quad x = 0,1,\ldots,C_v . \tag{1}
\]

The data channels can be modeled by the \( M/M/m = C_d + x/b \) queue, where \( b \) is the limit for the maximum number of PDUs in the system.

The probability of transmitting \( k \) PDUs is given by [9].

\[
p_d(k,m) = \begin{cases} 
    p_d(0,m) \frac{\rho^k}{k!} & \text{for } 1 \leq k < m = C_d + x. \\
    p_d(0,m) \frac{\rho^k}{m! m^{k-m}} & \text{for } m \leq k \leq b.
\end{cases} \tag{2}
\]

with

\[
p_d(0,m) = \left[ \sum_{k=0}^{m-1} \frac{\rho^k}{k!} + \frac{\rho^m \left( 1 - \left( \frac{\rho}{m} \right)^{b-m+1} \right)}{m! \left( 1 - \left( \frac{\rho}{m} \right) \right)} \right]^{-1} . \tag{3}
\]

The data channel probability distribution function is given by
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\[ p_{da}(d) = \sum_{x=0}^{C_v} q_x \cdot p_d(d, m), \quad d = 0,1,\ldots,b. \]  

A new TBF requisition will be blocked if \( k = b \) PDUs are in the system. Thus, the conditional blocking probability is given by \( p_d(b, m) \) and the data blocking probability, \( P_{da} \), is

\[ P_{da} = \sum_{x=0}^{C_v} q_x \cdot p_d(b, m). \]  

The average waiting time, \( W_{d_\alpha} \), is given by (Little Theorem)

\[ W_{d_\alpha} = \frac{1}{\lambda_d (1-P_{da})} \cdot \sum_{x=0}^{C_v} q_x L(m) - \frac{1}{\mu_d}. \]  

where \( L(m) \) is the average conditional number of PDUs given by

\[ L(m) = p_d(0, m) \left( \rho^m - \frac{\rho^m}{m} \right) \left( 1 - \frac{\rho}{m} \right)^{k-m+1} \left( 1 - \frac{\rho}{m} \right)^{k-m} \left( 1 - \frac{\rho}{m} \right)^{k-m} \]  

\[ + \rho \left( 1 - p_d(b, m) \right). \]  

2.1 Algorithm for Synthesis

The proposed algorithm has two phases. First, the number of channels \( C_v \), which are shared by the voice and data users, is determined guarantying the bound for the voice-user blocking probability specification, \( P_{v_{\text{spec}}} \). Second, the number of channels, \( C_d \), which are exclusively allocated to data users, is determined to attain the specified bounds \( W_{d_{\text{spec}}} \) (average waiting time) and \( P_{d_{\text{spec}}} \) (data blocking probability) values. The determination of \( C_v \) implies the repetitive computation of the Erlang Formula, which is computed by an iterative procedure to overcome numerical difficulties [10]. The Erlang formula \( E(\rho_v, n) \) gives the blocking probability of a Poissonian traffic, with intensity \( \rho_v \), offered to a link with capacity \( n \). In the dimensioning process the inverse of the Erlang Formula \( n(\rho_v, P_v) \) is needed, which produces the minimum number of channels having blocking probability lesser than \( P_v \).

The bisection algorithm [12] can be used to solve the numerical inequality that produces the inverse of Erlang function \( n(\rho_v, P_v) \). The upper bound is given by \( n_i \) and the average number of occupied channels gives the lower bound \( n_l \) [11].

The threshold \( C_d \) can be also computed by the bisection algorithm taking the initial lower bound as zero and the initial upper bound as one. The stop condition is achieved when the data average waiting time and the data blocking probability are both lesser than the specified values.
3 Numerical Results and Discussions

The number of channels $C_v$ and $C_d$ ($C = C_v + C_d$) are shown in Table 1, for several values of the traffic $\rho$ and $\rho$ with parameter values: $E[R] = 1675$ bytes (13400 bits), $P_{v_{spec}} = 1e-2$, $W_{d_{spec}} = 1$ s, $P_{d_{spec}} = 1e-3$, $\Delta = \{0,30\}$ and $b = (C_v + C_d + \Delta)$.

Note that, for the $\Delta = 0$, the number of channels exclusively dedicated to the data users ($C_d$) is quite small due the effectiveness of sharing the channels ($C_v$) used by the voice users. Note also that the number of $C_d$ channels is inferior of the one that would be necessary, $C_{d_{no-sharing}}$, if the strategy of sharing the $C_v$ channel was not used.

If the buffer total length is enough only to store the PDUs that are pre-empted by the voice users ($b = C_v + C_d$), i.e. ($\Delta = 0$), then the number of channels exclusively dedicated to the data users ($C_d$) significantly increases for small values of the voice traffic $\rho_v$. As the voice traffic $\rho_v$ increases, the number of channels dedicated to data users $C_d$ becomes very near of the values for $\Delta = 30$, indicating the effectiveness of the sharing mechanism. The number of channels $C_v$ and the threshold $C_d$ were also computed for buffers with $\Delta > 30$ giving pratically the same results as for $\Delta = 30$. Meaning that this value of $\Delta$ is big enough when computing the number of channels.

Table 1. $C_v$ and $C_d$ as function of $\rho_v$ and $\rho$ for $P_{v_{spec}} = 1e-2$; $W_{d_{spec}} = 1$ s; $P_{d_{spec}} = 1e-3$; $\Delta = 30$ and $\Delta = 0$

<table>
<thead>
<tr>
<th>$\rho_v$</th>
<th>$C_v$</th>
<th>$\rho$</th>
<th>$C_d$</th>
<th>$C_{d_{no-sharing}}$</th>
<th>$P_d P_{d_{spec}}$</th>
<th>$W_d/W_{d_{spec}}$</th>
<th>$C_d$</th>
<th>$C_{d_{no-sharing}}$</th>
<th>$P_d P_{d_{spec}}$</th>
<th>$W_d/W_{d_{spec}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0.08</td>
<td>0.062</td>
<td>2</td>
<td>6</td>
<td>0.123</td>
<td>2.2e-3</td>
</tr>
<tr>
<td>10</td>
<td>18</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0.14</td>
<td>0.174</td>
<td>1</td>
<td>6</td>
<td>0.357</td>
<td>0.067</td>
</tr>
<tr>
<td>30</td>
<td>42</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0.10</td>
<td>0.267</td>
<td>1</td>
<td>6</td>
<td>0.168</td>
<td>0.156</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>10</td>
<td>9</td>
<td>12</td>
<td>0.92</td>
<td>0.159</td>
<td>16</td>
<td>21</td>
<td>0.966</td>
<td>2e-4</td>
</tr>
<tr>
<td>10</td>
<td>18</td>
<td>10</td>
<td>9</td>
<td>12</td>
<td>0.98</td>
<td>0.090</td>
<td>10</td>
<td>21</td>
<td>0.684</td>
<td>0.023</td>
</tr>
<tr>
<td>30</td>
<td>42</td>
<td>10</td>
<td>9</td>
<td>12</td>
<td>0.88</td>
<td>0.100</td>
<td>9</td>
<td>21</td>
<td>0.993</td>
<td>0.062</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>30</td>
<td>31</td>
<td>35</td>
<td>0.55</td>
<td>0.062</td>
<td>42</td>
<td>48</td>
<td>0.996</td>
<td>6e-5</td>
</tr>
<tr>
<td>10</td>
<td>18</td>
<td>30</td>
<td>29</td>
<td>35</td>
<td>0.80</td>
<td>0.065</td>
<td>33</td>
<td>48</td>
<td>0.774</td>
<td>0.007</td>
</tr>
<tr>
<td>30</td>
<td>42</td>
<td>30</td>
<td>29</td>
<td>35</td>
<td>0.45</td>
<td>0.051</td>
<td>29</td>
<td>48</td>
<td>0.758</td>
<td>0.036</td>
</tr>
</tbody>
</table>

In order to analyze the robustness of the values obtained for the number of channels in the synthesis process some simulations have been made. The behavior of the $P_d$ blocking probability and the waiting time $W_d$ in function of the normalized voice traffic were computed.

There was a small performance degradation of the data users due the sharing mechanism. The sensitivity of the $P_d$ data blocking probability and of the $W_d$ waiting time to the variation of the voice traffic is larger for bigger values of the nominal voice traffic. The relative percentage of busy voice channels increases as the nominal value of the traffic is augmented. Therefore, the mechanism of sharing the channels $C_v$ can take better proft when the nominal voice traffics are small.
4 Conclusions

The dimensioning of wireless links has been considered in this paper. The minimum number of channels that produces limited voice and data blocking probabilities and limited waiting time for the data traffic has been obtained. The voice users have preemption over data users in a parcel of channels available in the system. The threshold on the number of channels that can suffer preemption is also determined by the proposed synthesis method. The method is based on an approximation that allows decomposing the Markovian chain describing the system into two queues with analytical solutions. The proposed algorithm is computationally simple and efficient. Its application in GPRS networks illustrates the adequacy of the method to wireless links dimensioning.
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Abstract. In many applications such as coding for magnetic and optical recording, the determination of the graph with the fewest vertices (i.e., the Shannon cover) presenting a given set of constrained sequences (i.e., shift of finite type) is very important. The main contribution of this paper is an efficient iterative vertex-minimization algorithm, which manipulates the symbolic adjacency matrix associated with an initial graph presenting a shift of finite type. A characterization of this initial graph is given. By using the matrix representation, the minimization procedure to finding the Shannon cover becomes easy to implement using a symbolic manipulation program, such as Maple.

1 Introduction

The discrete sequences used to transmit or store digital information often have to satisfy constraints on the occurrence of consecutive symbols [1]. Examples of constraints adopted in commercial systems are found in [2]. The set of all bi-infinite sequences satisfying a certain constraint is referred to in the symbolic dynamics literature as a \textit{shift space}. A shift space is called \textit{shift of finite type} if it may be specified in terms of a finite list of forbidden strings. Such set of constrained sequences can also be specified by a labeled directed graph, called the \textit{presentation} of the shift space [3, Theorem 3.1.5]. It is often desirable to find a right-resolving presentation (the outgoing edges of each vertex are labeled distinctly) with the smallest number of vertices. The Shannon cover is this
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minimal presentation. From a practical viewpoint, the determination of such minimal right-resolving presentation is very important because many codes for constrained systems, such as finite-state codes for magnetic and optical disks [4], are constructed from this graph.

The fundamental concept used to construct the Shannon cover is to identify all classes of equivalent vertices of an arbitrary initial presentation. This identification can be carried out using the algorithm presented in [3, p. 92]. In this paper, we propose an efficient alternative algorithm for constructing the Shannon cover for a shift of finite type which iteratively manipulates binary vectors that define the entries of the symbolic adjacent matrix of the graph. The paper is organized in five sections. Section 2 contains background material on symbolic dynamics. Section 3 describes the construction of an initial presentation. We give a characterization of the initial presentation which yields a simpler procedure to identify equivalent vertices. The graph minimization is also discussed in this section. Section 4 summarizes the conclusions of this work.

2 Background on Symbolic Dynamics

This section summarizes relevant background material from symbolic dynamics. We refer the reader to [3] for further definitions and concepts from this mathematical discipline. Let \( A^\mathbb{Z} \) be the set of all bi-infinite sequences (called points) \( x = \cdots x_{-2} x_{-1} x_0 x_1 \cdots \) of symbols drawn from an alphabet \( A \) of finite size, namely \( |A| \). A finite sequence of consecutive symbols from \( A \) is called a block. We use the notation \( x_{[i,j]} = x_i x_{i+1} \cdots x_j \) to specify a block which occurs in the point \( x \), starting from position \( i \) to position \( j \). We say that a point \( x \in A^\mathbb{Z} \) contains a block \( w \) of length \( M > 0 \) if there exists an index \( i \) such that \( w = x_{[i,i+M-1]} \). Let \( F \) be a set of blocks over \( A \), called set of forbidden blocks. A shift space \( X \) is the subset of \( A^\mathbb{Z} \) consisting of all points not containing any block from \( F \). A shift space is called an \( M \)-step shift of finite type if the length of the longest block in \( F \) is \( M + 1 \). The language of \( X \), denoted by \( \mathcal{B}(X) \), is the set of finite blocks of symbols which occur in points of \( X \). We say that \( X \) is irreducible if for every pair of blocks \( u, v \in \mathcal{B}(X) \), there is a block \( w \in \mathcal{B}(X) \) such that the concatenation \( uuv \) is also in \( \mathcal{B}(X) \).

A finite directed graph (or simply a graph) \( G \) consists of a finite set of vertices \( \mathcal{V}(G) \), and a finite set of directed edges \( \mathcal{E}(G) \) connecting the vertices. A labeled graph is a pair \( \mathcal{G} = (G, \mathcal{L}) \), where \( G \) is the underlying graph of \( \mathcal{G} \), and the labeling \( \mathcal{L} : \mathcal{E}(G) \to A \) assigns to each edge a symbol from the alphabet \( A \). We write \( I \xrightarrow{a} J \) if there is an edge in \( G \) from \( I \) to \( J \) labeled \( a \). A path in \( G \) is a block of edges \( \pi = e_1 e_2 \cdots e_n \) such that the terminal vertex of \( e_i \) is the initial vertex of \( e_{i+1} \). The label of \( \pi \) is the block \( \mathcal{L}(\pi) = \mathcal{L}(e_1)\mathcal{L}(e_2) \cdots \mathcal{L}(e_n) \). A graph \( G \) is irreducible if for every pair of vertices \( I, J \in \mathcal{V}(G) \) there is a path from \( I \) to \( J \). A vertex \( I \in \mathcal{V}(G) \) is stranded if either no edges start at \( I \) or no edges terminate at \( I \). A graph is essential if it has no stranded vertices. A labeled graph is irreducible (resp., essential) if its underlying graph is irreducible (resp., or essential).
A sofic shift $X_G$ is the set of sequences obtained by reading off the labels of bi-infinite paths on $G$. We say that $\mathcal{G}$ presents $X_G$, or $\mathcal{G}$ is a presentation of $X_G$. A block $w \in \mathcal{B}(X_G)$ is said to be generated by a path $\pi$ in $G$ if $w = L(\pi)$. The incoming or outgoing edges of a stranded vertex cannot possibly occur in any walk on the graph. Then, if $\mathcal{G}$ presents $X_G$, $\mathcal{G}$ has a unique essential labeled subgraph that presents $X_G$. The follower set of a vertex $I \in \mathcal{S}$, denoted by $F_\mathcal{G}(I)$, is the set of all blocks of all lengths that can be generated by paths in $G$ starting from $I$. The set of all such blocks of length $n$ is denoted by $F^0_\mathcal{G}(I)$. Two vertices $I$ and $J$ are called follower-set equivalent if they have the same follower set. A presentation is follower-set separated if $F_\mathcal{G}(I) = F_\mathcal{G}(J)$ implies that $I = J$. A block $w \in \mathcal{B}(X_G)$ is a synchronizing block for $\mathcal{G}$ if all paths in $G$ that generates $w$ terminate at the same vertex, say $I$.

3 Graph Minimization

We first describe a method to generating an initial presentation, namely $\mathcal{G}_{X_{[M+1]}}$, of a shift of finite type [3, Theorem 3.1.5]. Without loss of generality, we will assume that the forbidden blocks in $\mathcal{F}$ all have the same length $M + 1$.

Let $\mathcal{G}_{X_{[M+1]}}$ be a graph with vertex set $A^M$, the set of all $M$-blocks over $A$. For any two vertices $I = a_1a_2\ldots a_{M-1}a_M$ and $J = b_1b_2\ldots b_{M-1}b_M$ in $\mathcal{G}_{X_{[M+1]}}$, there is one edge from $I$ to $J$ if and only if $a_2\ldots a_M = b_1\ldots b_{M-1}$ and $a_1a_2\ldots a_Mb_M$ is not in $\mathcal{F}$. The label of this edge is $b_M$. The labeled graph $\mathcal{G}_{X_{[M+1]}}$ that presents the shift space is right-resolving. If the shift space is irreducible, the graph $\mathcal{G}_{X_{[M+1]}}$ is also irreducible [3, Theorem 2.2.14]. The presentation $\mathcal{G}_{X_{[M+1]}}$ allows a very simple recursive identification of the equivalent classes.

Definition 1. Let $\mathcal{G} = (G, \mathcal{V})$ be a labeled graph over an alphabet $A$. Let $\mathcal{I}$ be a set of all vertices in $\mathcal{V}(G)$ possessing the following property: If there is an edge $I \xrightarrow{a} J$ for some $I \in \mathcal{I}$ and for some $a \in A$, then there are edges from all other vertices in $\mathcal{I}$ to the same terminal vertex $J$ labeled $a$. The vertices in $\mathcal{I}$ are called out-edge equivalent, and $\mathcal{I}$ is an out-edge equivalence class of $\mathcal{G}$.

If two vertices are in different out-edge equivalence classes, then they are called out-edge separated vertices, and if all out-edge equivalence classes of a labeled graph $\mathcal{G}$ have only one element, then $\mathcal{G}$ is called out-edge separated graph. Hereafter, we refer to out-edge equivalent classes with more than one element. A set of out-edge equivalent vertices can be merged by an operation called in-amalgamation, defined as follows.

Definition 2. Let $\mathcal{I} = \{I_1, I_2, \ldots, I_m\}$ be an out-edge equivalence class of a labeled graph $\mathcal{G}$. The goal is to create a new labeled graph $\mathcal{H}$ from $\mathcal{G}$ by means of an operation called in-amalgamation that replaces all vertices within an out-edge equivalent class with one representative of this set, say $I_1$. This operation redirects into $I_1$ all edges incoming to $\{I_2, \ldots, I_m\}$, and eliminates the vertices $\{I_2, \ldots, I_m\}$.
An operation called a round of in-amalgamations of out-edge equivalence classes of \( G \) produces a new graph, say \( \mathcal{H}_1 \), that presents the same sofic shift by successively applying the procedure described in Definition 2 to each equivalent class. We may repeat this process \( p \) times until we end up with an out-edge separated graph \( \mathcal{H}_p \).

An important property of the initial presentation \( G \) is that all \( M \)-blocks in \( B_M(X) \) are synchronizing blocks. Consequently, if \( \mathcal{H}_p \) is the out-edge separated graph obtained from \( G \), then \( \mathcal{H}_p \) is follower-set separated [5]. We will apply in the next section rounds of in-amalgamations to find the Shannon cover.

### 3.1 A Matrix-Based Implementation

We develop in this section a systematic procedure to simplify the labeled graph \( G \). Without loss of generality, we assume that the alphabet \( A \) is composed of integer numbers \( A = \{0, 1, \ldots, q - 1\} \). We also consider that the vertex set of a labeled graph \( G \) is \( V(G) = \{0, 1, \ldots, |V(G)| - 1\} \).

**Definition 3.** Let \( A(G) \) denote the symbolic adjacency matrix of the right-resolving labeled graph \( G = (G, \mathcal{L}) \). The \((I, J)\)th entry of \( A(G) \), denoted by \([A(G)]_{I,J}\), is the binary sequence \( b_0b_1\cdots b_{q-1} \), where \( b_k = 1 \) if there is an edge \( I \rightarrow J \) in \( G \), otherwise, \( b_k = 0 \), where \( k = 0, 1, \ldots, q - 1 \). We say that the entry \([A(G)]_{I,J}\) is zero if it is a sequence of \( q \) zeros (no edge from \( I \) to \( J \)). Both the row and the column indices of \( A(G) \) vary from 0 to \(|V(G)| - 1\) (rows and columns of \( A(G) \) are indexed by vertices).

If a labeled graph \( G = (G, \mathcal{L}) \) is essential, all rows and columns of \( A(G) \) are nonzero. A symbolic adjacency matrix \( A(G) \) with this property is called essential. Let \( \alpha, \beta \) be subsets of \( V(G) \). The submatrix of \( A(G) \) constructed by selecting the elements of \( A(G) \) with row indices in \( \alpha \) and column indices in \( \beta \) is denoted by \( A(G)[\alpha, \beta] \). The \( I \)th row and the \( J \)th column of \( A(G) \) are denoted, respectively, by \( A(G)[I, \mathcal{V}] \) and \( A(G)[\mathcal{V}, J] \). It is of interest to define an operation called addition of two columns, in the sense defined below.

**Definition 4.** Let \( A(G)[\mathcal{V}, J_1] \) and \( A(G)[\mathcal{V}, J_2] \) be two columns of \( A(G) \). If we regard each column as a vector of length \( q \times |\mathcal{V}(G)| \), \( A(G)[\mathcal{V}, J_1] + A(G)[\mathcal{V}, J_2] \) denotes a symbol by symbol componentwise logic “or” addition.

It is worth noting that if the matrix \( A(G) \) has a set of \( m \) equal rows, say \( \mathcal{I} = \{I_1, I_2, \ldots, I_m\} \), the vertices of \( G \) associated with these rows form an out-edge equivalence class.

The symbolic adjacency matrix \( A(\mathcal{H}) \) of the labeled graph \( \mathcal{H} \) obtained from \( G \) by merging an out-edge equivalence class \( \mathcal{I} = \{I_1, I_2, \ldots, I_m\} \) (as described in Definition 2) is easily obtained from \( A(G) \). The first step is to add (according to Definition 4) all columns of \( A(G) \) with indices in \( \mathcal{I} \). The result of this operation is \( A(\mathcal{H})[\mathcal{V}, I_1] \). Next, we must zero all rows and columns of \( \mathcal{H} \) with indices in \( \{I_2, \ldots, I_m\} \). The remaining entries of \( A(\mathcal{H}) \) are the same as that of \( A(G) \).
Rounds of in-amalgamations of out-edge equivalence classes produce a sequence of matrices $A(\mathcal{H}_0) = A(\mathcal{S}_{X^{[M+1]}})$ to $A(\mathcal{H}_p)$, where all nonzero rows of $A(\mathcal{H}_p)$ are distinct. Then, the essential submatrix is obtained from $A(\mathcal{H}_p)$ by eliminating all rows and columns associated with stranded vertices. The resulting essential submatrix is the Shannon cover.

The entries of the symbolic adjacency matrix $A(\mathcal{S}_{X^{[M+1]}})$ are calculated as follows. The rows and columns of $A(\mathcal{S}_{X^{[M+1]}})$ are indexed by elements of the ordered set $\mathcal{P}$ of strings of length $M$ over $\mathcal{A}$. For example, the set $\mathcal{P}$ for $q = 2$ and $M = 3$ is $\mathcal{P} = \{000, 001, 010, 011, 100, 101, 110, 111\}$. The entries of the matrix $A(\mathcal{S}_{X^{[M+1]}})$ are zero, except when the row $r_1 r_2 \cdots r_M$ overlap by $M$ symbols with the column $c_1 c_2 \cdots c_M$. In this case, the unique nonzero symbol associated with this entry is $b_{c_M} = 1$. The final step to obtain the matrix $A(\mathcal{S}_{X^{[M+1]}})$ is zeroing exactly $|\mathcal{F}|$ entries of $A(\mathcal{S}_{X^{[M+1]}})$, those for which $r_1 r_2 \cdots r_M c_M$ is in $\mathcal{F}$. If the matrix $A(\mathcal{S}_{X^{[M+1]}})$ has zero rows or columns, these are associated with stranded vertices. So, we have to generate an essential submatrix. To simplify the notation, we also call the resulting submatrix by $A(\mathcal{S}_{X^{[M+1]}})$.

**Example 1.** Let $X$ be a 4-step shift of finite type over $\mathcal{A} = \{0, 1\}$, specified by the set $\mathcal{F} = \{000, 001, 100, 101, 1011\}$. Alternatively, $\mathcal{F} = \{0000, 0001, 1000, 1010, 1011\}$. The essential submatrix of $A(\mathcal{S}_{X^{[4]}})$ is:

$$
A(\mathcal{H}_0) = A(\mathcal{S}_{X^{[4]}}) = \begin{bmatrix}
00 & 10 & 01 & 00 & 00 & 00 \\
00 & 00 & 00 & 10 & 00 & 00 \\
00 & 00 & 00 & 00 & 10 & 01 \\
01 & 00 & 00 & 00 & 00 & 00 \\
00 & 00 & 00 & 00 & 00 & 00 \\
00 & 00 & 00 & 00 & 00 & 00
\end{bmatrix}.
$$

First round: Merge two out-edge equivalence classes of $A(\mathcal{H}_0)$, $\mathcal{I}_1 = \{1, 4\}$, $\mathcal{I}_2 = \{2, 5\}$. The new matrix is $A(\mathcal{H}_1)$:

$$
A(\mathcal{H}_1) = \begin{bmatrix}
00 & 10 & 01 & 00 & 00 & 00 \\
00 & 00 & 00 & 10 & 00 & 00 \\
00 & 10 & 01 & 00 & 00 & 00 \\
01 & 00 & 00 & 00 & 00 & 00 \\
00 & 00 & 00 & 00 & 00 & 00 \\
00 & 00 & 00 & 00 & 00 & 00
\end{bmatrix}.
$$

Second round: Merge one out-edge equivalence class of $A(\mathcal{H}_1)$, $\mathcal{I}_1 = \{0, 2\}$. The new matrix is $A(\mathcal{H}_2)$:

$$
A(\mathcal{H}_2) = \begin{bmatrix}
01 & 10 & 00 & 00 & 00 & 00 \\
00 & 00 & 00 & 10 & 00 & 00 \\
00 & 00 & 00 & 00 & 00 & 00 \\
01 & 00 & 00 & 00 & 00 & 00 \\
00 & 00 & 00 & 00 & 00 & 00 \\
00 & 00 & 00 & 00 & 00 & 00
\end{bmatrix}.
$$
Fig. 1. Shannon cover for the forbidden set \( \mathcal{F} = \{000, 1010, 1011\} \).

All nonzero rows of \( \mathbf{A}(\mathcal{H}_2) \) are distinct. So, the minimization procedure has finished. The essential submatrix of \( \mathbf{A}(\mathcal{H}_2) \) is:

\[
\mathbf{A}(\mathcal{H}_2) = \begin{bmatrix}
01 & 10 & 00 \\
00 & 00 & 10 \\
01 & 00 & 00
\end{bmatrix}.
\]

Figure 1 illustrates the labeled graph \( \mathcal{H}_2 \).

4 Conclusions

In this paper, an efficient iterative vertex-minimization algorithm to finding the Shannon cover of a shift of finite type is presented. It is based on a symbolic representation of the adjacency matrix associated with an initial graph presenting the shift. The proposed algorithm is easy to implement using a symbolic manipulation program, such as Maple. It thus constitutes an important tool for the design of codes for practical constrained systems.
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Abstract. The authors present and demonstrate an efficient method to estimate the bit error rate (BER) of turbo codes via a truncated importance sampling (TIS). The TIS method is based on the relevant code words that effectively contribute to the total BER. In order to find out these code words, a fast algorithm is proposed. Two examples are presented to describe the TIS method. The method is particularly effective at high signal to noise ratio (SNR), where Monte Carlo (MC) simulation takes too much time to obtain an estimative that is statistically sound.

1 Introduction

The main contribution of this work is to apply the error center principle [1] [2] to estimate the performance of a classical turbo code scheme. We demonstrate the viability and the accuracy of the TIS method by two examples. Two questions are posed here: 1. Which error centers are relevant to compute the BER? 2. How to find out them? The first question is answered in Section 5. The last question is answered by an algorithm to find the relevant error centers based on input bits pattern. In order to answer the second question, an algorithm based on input bits pattern is proposed.

This paper is organized as follows. In Section 2 we restate the theory required to apply the TIS method. In Section 3 we describe the simulation model and the simulation method by two examples. A fast algorithm to find out error centers is presented in Section 4. An upper bound for the error caused by the truncation of the importance sampling (IS) method is shown in Section 5. Finally we summarize our investigation in Section 6.

* This work was supported by Brazilian National Research Council - CNPq - Grant 300902/94-8, and CAPES/PROCAD program.
2 Specific Decoding Error Probability via IS

The error bit probability when a code word $c$ is transmitted $P_b(c)$ is defined as

$$P_b(c) = \frac{1}{m} \sum_{c' \in C} n_b(c, c') P(c'|c)$$  \hspace{1cm} (1)

where $P(c'|c)$ is the probability of decoding $c'$ when $c$ is transmitted and is called specific decoding error probability, $n_b(c, c')$ is the number of postdecoding bit errors caused by decoding $c'$ instead of $c$, and $m$ is the number of information bits provided by the source. The idea is to estimate the bit error probability $P_b(c)$ by the specific decoding error probabilities $P(c'|c)$, calculated for all error center $c'$, and apply these results to (1). Each $P(c'|c)$ is computed independently using the IS method, and may be estimated by

$$\hat{P}^*(c'|c) = \frac{1}{N_{IS}} \sum_{i=1}^{N_{IS}} w(Y^{(i)}|c) I_{c'}(Y^{(i)})$$  \hspace{1cm} (2)

where $\hat{P}^*(c'|c)$ is the estimator of $P(c'|c)$, $N_{IS}$ is the number of simulation runs, and $Y^{(i)}$ represents the random channel output sequence for the $i$th simulation run. It may be proved that the IS estimator (2) employing the weighting function $w(y|c) = f(y|c)/f^*(y|c)$ is unbiased [1], where $f(y|c)$ is the channel joint density function, and $f^*(y|c)$ is the IS simulation density.

3 System Model Description and Examples

The encoder is built using a parallel concatenation of two recursive systematic convolutional (RSC) codes with an interleaver between them, and code rate $1/3$. Each component encoder is a four state RSC code with generator matrix represented by $G(D) = [1, (1+D^2)/(1+D+D^2)]$. The decoder is made up of two elementary decoders in serial concatenation scheme using a feedback loop. Each decoder uses the soft-output Viterbi algorithm (SOVA). A binary symmetric channel (BSC) with crossover probability $\lambda$ is used to illustrate the principles discussed in the above Section. The biasing channel model is characterized by a time-varying crossover probability $\lambda^*$ nonstationary, as in [1], and depends on the error center $\lambda^* = \lambda$ if $c_k = c'_k$, and $\lambda^* = 1/2$ otherwise, where $c_k$ is one information bit of the transmitted code word at time $t_k$, and $c'_k$ represents one bit of the error center at the same time. Thus, this biased channel model directs the transmitted code word toward the specific error center.

Example 1 As a first example, we choose a very short interleaving length to demonstrate the viability and the accuracy of the method. We use an interleaver with 8 bits length and permutation $\Pi(0,1,2,3,4,5,6,7) = (6,3,7,1,2,4,5,0)$. We take the information bits to be the all-zero code word. If the channel is memoryless and the encoder is linear with maximum likelihood (ML) decoding,
than the bit error probability does not depend on the code word transmitted, thus \( P_b = P_b(c) \) in (1). Although the iterative decoding process is not ML, we verify by simulation that our assumption is still valid. All the \( 2^8 - 1 = 255 \) error centers were evaluated to compute the bit error probability. Figure 1(a) shows a comparison between the MC method and IS method with one decoding iteration. Instead of plotting BER versus \( \lambda \), we plot BER versus \( E_b/N_0 \) the signal-to-noise ratio, where \( E_b \) is the transmitted energy per information bit and \( N_0/2 \) is the double sided noise power spectral density. Each point has at least 10% relative precision. We may observe the accuracy of the IS method. The point at 14dB is only estimated with the IS method. Figure 1(b) shows a comparison between the MC method and IS method with ten iterations. We still note the accuracy of the IS method. Again, the 14dB point is only estimated with the IS method. The gain of IS over MC simulation is measured by the computing time ratio \( \eta = T_{MC}/T_{IS} \), where \( T_{MC} \) is the MC simulation time, and \( T_{IS} \) is the IS simulation time. MC simulation is more efficient than IS simulation for \( E_b/N_0 \leq 8 \text{dB} \), \( \eta = 0.40 \). At 14dB we estimated the gain in \( 10^3 \) times. The IS simulation takes about 20 minutes and MC simulation would take over 13 days on a 1.7GHz PC for at least 10% relative precision.

**Example 2** Now, we use a 64 bit length interleaver. In this case, we have \( (2^{64} - 1) \) error centers, so we cannot cover all of them to compute the BER. Certainly, MC simulation would be more efficient than IS simulation in this case. However, for high SNRs few error centers dominate the summation in (1) and we can concentrate our simulation on these error centers. In [3] it was shown that for \( E_b/N_0 \geq 6 \text{dB} \) codewords with weights \( \omega \) less than 10 determine the code performance. We find out 7 error centers with this code weight restriction. Figure 2(a) shows a comparison between the MC simulation and the IS simulation with one iteration. The IS curve converges to the MC curve at 9dB. The point at 12dB...
is only computed with IS simulation method. For ten iterations the IS curve also converges at 9dB point, as shown in Figure 2(b). Points 10 and 12dB are only computed with IS method. The gains are measured at the same way as in example 1. MC simulation is more efficient than IS simulation for $E_b/N_0 \leq 6$dB, $\eta = 0.70$ We are not considering the time wasted to find out the error centers. Note that the IS estimated BER value at 6dB is high biased, we must take into account error centers with higher weights, that would waste more simulation time. Thus, MC gain would be even better, in this case. The gain at 12dB is estimate in $1.7 \times 10^4$, and would take over 70 days to be MC simulated with at least 10%, we take about 6 minutes with IS method on a 1.7GHz PC.

![Graphs showing BER comparison between MC and IS methods](image)

(a) 1 iteration  
(b) 10 iterations

Fig. 2. MC and IS BER simulation comparison, interleaver 64 bits

4 Error Centers Searching Algorithm

The error centers searching algorithm (ECSA) is a fast algorithm based on the turbo encoder input bit patterns to find out error centers (code words) with weight less or equal than a weight upper bound $W_b$. Before we show the ECSA, we present a direct approach algorithm. We use the Example 2 to describe the algorithms. From [3], the codewords with weights $\omega \leq 10$ are generated by information words with weights 2, 3, 4, 5, and 6. We can generate all combinations of information words with these weights and select only the ones that has codewords with $\omega \leq 10$. So we must investigate $\binom{64}{2} + \binom{64}{3} + \binom{64}{4} + \binom{64}{5} + \binom{64}{6} = 83,277,936$ information words. We find out 7 words that satisfies the condition. For large interleaver lengths the number of information words to investigate may be unacceptable again. So, a better algorithm is required. The second approach is based on the information word bit patterns that produce allowed weights on the first component encoder of the turbo code. Therefore, we need to evaluate some structural properties of each RSC component encoder. Assuming the encoder start and finish in the zero state. The weight enumerator function
(WEF) of a convolutional code is defined as
$$T_i(X, Y) = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} a_{i,j} X^i Y^j,$$
where $X$ is the indeterminate associated with the weight of the code word, $Y$ is the indeterminate associated with the weight of the information word, and $a_{i,j}$ is the number of code words with weight $i$ that correspond to information word of weight $j$. The WEF of the first RSC component encoder is
$$T_1(X, Y) = X^5 Y^3 + X^6 Y^2 + Y^4 + X^7 (3Y^3 + Y^5) + X^8 (Y^2 + 6Y^4 + Y^6) + \ldots,$$
and tell us that there is one code word of weight 5 generated by an information word pattern of weight 3. There are then two code words of weight 6 generated by two information word patterns, one of weight 2, and another of weight 4. However, the WEF do not say which information word generate the corresponding code word, this is precisely what we are looking for. Since the second RSC component encoder has only parity bits as output, we define a new WEF to reflect this fact, $T_2(W, Y) = \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} b_{k,j} W^k Y^j$, where $W$ is associated with the weight of the parity bits of the code word, $Y$ has the same meaning as in $T_1(.)$, and $b_{k,j}$ is the number of code words with parity bits of weight $k$ generated by information words of weight $j$. The WEF of the second RSC component encoder is
$$T_2(W, Y) = W^2 (Y^3 + Y^4 + Y^5 + Y^6 + \ldots) + W^4 (Y^2 + 3Y^3 + 6Y^4 + 10Y^5 + 15Y^6 + \ldots) + W^6 (Y^2 + 5Y^3 + 15Y^4 + \ldots) + \ldots.$$ We are interested on code words with weights less or equal than 10. We start combining $T_1(.)$ and $T_2(.)$ to produce code words with exactly 10 weight. Note that the allowed terms must satisfies $i + k = 10$, where $i \in \{5, 6, 7, 8, \ldots\}$ and $k \in \{2, 4, 6, \ldots\}$. Let $(i, k)$ be an allowed pair, then, to satisfies $i + k = 10$ we have two possibilities, $(6, 4)$ and $(8, 2)$. Considering the later pair $(8, 2)$, the corresponding terms are $X^8 (Y^2 + 6Y^4 + Y^6)$, $W^2 (Y^3 + Y^4 + Y^5 + Y^6 + \ldots)$. Recall that the interleaver does not change the input word weight to the second encoder. Therefore, only information words with weights 4 and 6 can generate code words with 10 weight. There are 7 input patterns with this characteristic, six with information word weight of 4, term $6Y^4$, and one with information word weight of 6, term $Y^6$. We can search all patterns using the RSC encoder signal flow graph. Once we find out the patterns we proceed as follows. We apply a shifted version of each pattern to the turbo encoder input, and we check the code word weight, if the weight is less or equal to 10 we label the code word as an error center. For example, suppose we find out the following pattern, $(1100101)$. The turbo code information words are shifted versions of this pattern, so we have the following inputs to check, $(11001010 \ldots 0), (01100101 \ldots 0), \ldots, (0 \ldots 01100101)$. The same procedure is done to produce code words with exactly 9, 8, and, 7 weights. We found 14 patterns and considering the worst case, when the pattern length is three, $(111)$, we investigate at most $14 \times (64 - 3) = 854$ information words instead of 83,277,936 as in the brute force case.

5 Analysis of the Effect of Truncating IS

When we truncate the summation in (1), we make an error when evaluate $P_b(c)$. Assuming the all-zero code word is transmitted. We define the truncated error as
$$\Delta = \hat{P}_b(0) - \hat{P}_b^T(0),$$
where $\hat{P}_b^*(0)$ is the complete IS simulation result, and
\( \hat{P}^*_b(T_0) \) is the TIS simulation result. We note that \( \Delta \) stands for a biasing deviation of \( \hat{P}^*_b(T_0) \) given \( \hat{P}^*_b(T_0) \) is an unbiased estimator. \( \Delta \) is a random variable, and its expected value has an upper bound defined by\(^1\)

\[
E\Delta < \frac{1}{2R} \exp\left[-(W_b + 1)RE_b/N_0\right] \sum_{d > W_b}^{m/R} A_d,
\]

where \( E \) is the expectation operator, \( m \) is the number of information bits, \( W_b \) is the allowed code word weight upper bound, \( R \) is the code rate, \( E_b/N_0 \) is signal to noise ratio, \( N \) is the interleaver length, and \( A_d \) is the number of code words with weight \( d \). The Equation (3) shows that if we fix the code word weight upper bound \( W_b \) value, the truncated error expected value \( E\Delta \) converges exponentially to zero as \( E_b/N_0 \) increases. On the other hand, if we fix a value to \( E_b/N_0 \), then \( E\Delta \) also converges exponentially to zero as \( W_b \) increases.

6 Conclusions

We demonstrate the viability and accuracy of the application of the IS method to compute the BER of turbo code schemes with convolutional encoders, specially for high SNRs values. In these cases IS simulation method provides expressive gains in relation to MC simulation method. One difficult with this approach is to find out the error centers that contribute to the BER. A fast algorithm based on the turbo encoder input bits pattern is proposed to solve this problem. Although a BSC was chosen, others more complex channels may be employed. In Example 1 the IS simulation could be faster if we do not consider all 255 error centers as in Example 2. Note that the IS curves (Fig. 2(a) and Fig. 2(b)) in Example 2 can be more accurate by introducing error centers with high weights, as can be seen in Equation (3), the price is an increased simulation time. Results obtained put forward the using of MC with low SNRs, and truncated IS for high SNR values.

References


\(^1\) The details of this analysis is omitted here for the sake of space, and will be presented in another paper.
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Abstract. The zero-error capacity of a discrete classical channel was first defined by Shannon as the least upper bound of rates for which one transmits information with zero probability of error. Here, we extend the concept of zero-error capacity for a noisy quantum channel. The necessary requirement for a quantum channel have zero-error capacity greater than zero is given. Finally, we give some directions on how to calculate the zero-error capacity of such channels.

1 Introduction

Given a noisy classical communication channel, how much information per channel use one can transmit reliably over the channel? This problem was first studied by Shannon [1]. If $X$ and $Y$ are random variables representing, respectively, the input and the output of the channel, then its capacity is given by the maximum of the mutual information between $X$ and $Y$

$$C = \max_{p(x)} I(X; Y),$$

where the maximum is taken over all input distributions $p(x)$ for $X$. The capacity defined above allows a small probability of error for rates approaching the channel capacity, even when the best coding scheme is used. In some situations, it may be of interest to consider codes for which the probability of error is zero, rather than codes with probability of error approaching zero. In a remarkable paper [2], Shannon defined the zero-error capacity of a noisy discrete memoryless channel as the least upper bound of rates at which it is possible to transmit information with probability of error equal to zero.

In this paper, we extend the concept of zero-error capacity for quantum channels. We establish the condition for which a quantum channel has zero-error capacity greater then zero. Then, we give some directions for finding zero-error capacity of quantum channels. This paper is organized as follows: Section 2 presents the main aspects related to the Shannon’s zero-error capacity theory of a noisy classical channel. In the next section, we define zero-error capacity in a quantum scenario. Section 3.1 relates fixed points of a quantum channel to zero-error capacity. Then, we present the conclusions.
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2 Classical Zero-Error Capacity Theory

Shannon defined zero-error capacity for discrete memoryless classical channels, specified by a finite transition matrix $||p(j|i)||$, where $p(j|i)$ is the probability of input letter $i$ being received as output letter $j$ ($i = 1, 2, \ldots, a$; $j = 1, 2, \ldots, b$). A sequence of input letters is called an input word, and a sequence of output letters an output word. A block code of length $n$ is a mapping of $M$ messages onto a subset of input words of length $n$. So, $R = \frac{1}{n} \log M$ will be the input rate for this code [2].

A decoding scheme for a block code of length $n$ in a zero-error context is a function from output words of length $n$ to integers 1 to $M$. The probability of error for a code is the probability that the noise and the decoding scheme lead to an input message different from the one that actually occurred, when $M$ input messages are used each one with probability $1/M$.

In a discrete channel, two input letters are adjacent if there is an output letter which can be caused by either of these two. A discrete channel may be represented by diagrams as illustrated in Fig. 1(a). This channel has at least two non-adjacent input letters, and thus the zero-error capacity is greater than zero.

![Fig. 1. (a) A discrete channel. (b) The corresponding adjacency graph.](image)

**Definition 1 (Classical zero-error capacity [2]).** The zero-error capacity of a discrete memoryless classical channel, denoted by $C_0$, is the least upper bound of all rates which can be achieved with zero probability of error.

This definition means that if $M_0(n)$ is the largest number of words in a code of length $n$, no two of which are adjacent, the capacity $C_0$ is the least upper bound of the numbers $\frac{1}{n} \log M_0(n)$, when $n$ varies through all positive integers. That is,

$$C_0 = \sup \frac{1}{n} \log M_0(n).$$  \hspace{1cm} (2)

We may represent a discrete channel using a graph, called adjacency graph. This is done by taking as many vertices as there are input letters and connecting two distinct vertices with a line or branch of the graph if corresponding input...
letters are adjacent. The graph corresponding to the channels in Fig. 1(a) is shown in Fig. 1(b).

The problem of finding $C_0$ is equivalent to the following problem in graph theory [3]. Let $G$ be the characteristic graph associated with a discrete memoryless channel $D$. The clique number $\omega(G)$ of a graph $G$ is the largest cardinality of a set of vertices every two of which are connected in $G$. Then,

$$C_0 = \sup_n \frac{1}{n} \log \omega(G^n),$$

where $G^n$ stands for the characteristic graph representing the product channel $D^n$ [4].

Most important results concerning zero-error information theory can be found in a survey paper due to K"oner and Orlitsky [4].

3 Zero-Error Capacity of a Noisy Quantum Channel

We extend the definition of zero-error capacity for a quantum channel $C$. Here, a quantum channel is represented by a trace-preserving quantum map $\mathcal{E}(\cdot)$ [6].

Let $\mathcal{X}$ be the set of possible input states to the quantum channel $C$, belonging to a $d$-dimensional Hilbert space $\mathcal{H}$, and let $\rho \in \mathcal{X}$. We denote $\sigma = \mathcal{E}(\rho)$ the received quantum state when $\rho$ is transmitted through the quantum channel. Because knowledge of post-measurement states is not important, measurements are performed by means of a POVM (Positive Operator-Valued Measurements) $\{E_j\}$, where $\sum_j E_j = I$. Define $S$ a finite subset of $\mathcal{X}$ and $\bar{\rho}_i \in S$. Let $p(j|i)$ be the probability of Bob measures $j$ given that Alice sent the state $\rho_i$. Then,

$$p(j|i) = \text{tr}(\sigma_i E_j).$$

We define the zero-error capacity of a quantum channel for product states. A product of any $n$ input states will be called an input quantum codeword, $\rho_i = \bar{\rho}_i_1 \otimes \cdots \otimes \bar{\rho}_i_n$, belonging to a $d^n$-dimensional Hilbert space $\mathcal{H}^n$. A mapping of $K$ classical messages (which we may take to be the integers $1, \ldots, K$) into a subset of input quantum codewords will be called a quantum block code of length $n$. Thus, $\frac{1}{n} \log K$ will be the rate for this code. A piece of $n$ output indices obtained from measurements performed by means of a POVM $\{E_j\}$ will be called an output word, $w = \{1, \ldots, N\}^n$.

A decoding scheme for a quantum block code of length $n$ is a function that univocally associates each output word with integers 1 to $K$ representing classical messages. The probability of error for this code is greater than zero if the system identifies a different message from the message sent.

**Definition 2 (Zero-error capacity of a quantum channel).** Let $\mathcal{E}(\cdot)$ be a trace-preserving quantum map representing a noisy quantum channel $C$. The zero-error capacity of $C$, denoted by $C^{(0)}(\mathcal{E})$, is the least upper bound of achievable rates with probability of error equal to zero. That is,

$$C^{(0)}(\mathcal{E}) = \sup_n \frac{1}{n} \log K(n),$$
where \( K(n) \) stands for the number of classical messages that the system can transmit without error, when a quantum block code of length \( n \) is used.

According to this definition, we establish the condition for which the quantum channel \( C \) has zero-error capacity greater than zero.

**Proposition 1.** Let \( S = \{ \rho_i \}, S \subset X \) be a set of \( M \leq d \) quantum states, and let \( \mathcal{P} = \{ E_j \} \) be a POVM having \( N \geq M \) elements such that \( \sum_j E_j = I \). Consider the subsets

\[
A_k = \{ j \in \{1, \ldots, N\}; \ \text{tr}(\sigma_k E_j) > 0 \}; \ k \in \{1, \ldots, M\}.
\] (5)

Then, the quantum channel \( C \) has zero-error capacity greater than zero iff there exists a set \( S \) and a POVM \( \mathcal{P} \) for which at least one pair \( (a, b) \in \{1, \ldots, M\}^2 \) \( a \neq b \), the subsets \( A_a \) and \( A_b \) are disjoints, i.e., \( A_a \cap A_b = \emptyset \).

The respective quantum states \( \rho_a \) and \( \rho_b \) are said to be non-adjacent in \( C \) for the POVM \( \mathcal{P} \).

**Proof.** Suppose \( \rho_a, \rho_b \in S \) obeying \( A_a \cap A_b = \emptyset \) for a POVM \( \mathcal{P} \). We can construct a quantum block code only mapping two classical messages into the states \( \rho_a \) and \( \rho_b \). This code will be a rate equal to one and \( C^{(0)}(\mathcal{E}) \geq 1 > 0 \).

Conversely, if \( C^{(0)}(\mathcal{E}) \) is greater then zero then, and according to the Shannon’s definition of zero-error capacity, at least two input states from some set \( S \), say \( \rho_a \) and \( \rho_b \), are non-adjacent for a POVM \( \mathcal{P} \), i.e., \( A_a \cap A_b = \emptyset \).

**Definition 3 (Optimum \((S, \mathcal{P})\) for \( C \)).** The optimum \((S, \mathcal{P})\) for a quantum channel \( C \) is composed of a set \( S = \{ \rho_i \} \) and a POVM \( \mathcal{P} = \{ E_j \} \) for which the zero-error capacity is reached.

As an example, we consider the well known bit flip channel. Such channel leaves a quantum state \( \rho \) intact with probability \( p \) and flips the qubit with probability \( 1 - p \). That is, \( \mathcal{E}(\rho) = p\rho + (1 - p)X\rho X \). It is easy to see that the optimum \((S, \mathcal{P})\) for the bit flip channel is composed of the following map and POVM:

\[
1 \rightarrow \rho_1 \rightarrow |\psi_1\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle) \quad E_1 = |\psi_1\rangle\langle\psi_1|.
\] (6)

\[
2 \rightarrow \rho_2 \rightarrow |\psi_2\rangle = \frac{1}{\sqrt{2}}(|0\rangle - |1\rangle) \quad E_2 = |\psi_2\rangle\langle\psi_2|.
\] (7)

Then, the error zero capacity of the bit flip channel is given by

\[
C^{(0)}(\mathcal{E}) = \frac{1}{1} \log(2) = 1.
\] (8)

For this simple channel, we see that the capacity is found for \( n = 1 \). This means that one can transmit one bit per use of the channel with probability of error equal to zero!
Given a quantum channel, a set $S$, and a POVM $P$, it is easy to construct a representation for the quantum channel using a discrete classical channel. For the bit flip channel presented above, the discrete channel and the adjacency graph are shown in Fig. 2. We can interpret the zero-error capacity of a quantum channel as the Shannon’s zero-error capacity of the equivalent classical channel ($C_0 = 1$).

### 3.1 Zero-Error Capacity and Fixed Points

Let $E(\cdot)$ be a trace-preserving quantum map representing a quantum channel $C$. It is easy to show that such transformation is a continuous map on a convex, compact subset of a Hilbert space (see [6, pp. 408]). The Schauder’s fixed point theorem guarantees the existence of at least one quantum state $\rho$ such that $E(\rho) = \rho$. Let $D(\rho_a, \rho_b) = \frac{1}{2} \text{tr} |\rho_a - \rho_b|$ be the trace distance between the quantum states $\rho_a$ and $\rho_b$. We say that a quantum channel $C$ is contractive if for any two quantum states $\rho_a$ and $\rho_b$, $D(E(\rho_a), E(\rho_b)) \leq D(\rho_a, \rho_b)$. Such channel may have more than one fixed points. This suggests an interesting relation between zero-error capacity and fixed points.

**Proposition 2.** Let $E(\cdot)$ be a contractive trace-preserving quantum map representing a quantum channel $C$, having $N_f$ fixed points. The zero-error capacity of $C$ is at least $\log N_f$.

**Proof.** We can construct a quantum block code for this channel by taking $N_f$ classical symbols, each one associated with fixed points $|\psi_1\rangle, \ldots, |\psi_{N_f}\rangle$ in a way that $p_i = |\psi_i\rangle\langle\psi_i|$, $\sum p_i = I$. Then, we define a POVM given by $\{E_i = |\psi_i\rangle\langle\psi_i|\}$ and possibly one more element $E_0$ such that $\sum_{i=0}^{N_f} E_i = I$.

The graph for the discrete classical channel representing the system $(C + S + P)$ is composed of $N_f$ non-interlinked points. The Shannon’s capacity of this graph is clearly $\log N_f$.

Another interesting relation between zero-error capacity of a channel represented by a trace-preserving quantum map $E(\cdot)$ and fixed points is due to the entanglement fidelity, $F(\rho, E)$, which measures how well a quantum channel preserves entanglement. The entanglement fidelity is given by

$$ F(\rho, E) = \sum_i |\text{tr}(\rho B_i)|^2, \quad (9) $$

![Fig. 2. (a) Discrete channel for the optimum $(S, P)$. (b) Adjacency graph.](image)
where \( \{ B_i \} \) are operation elements of \( \mathcal{E}(\cdot) \). It is easy to show that \( F(\rho, \mathcal{E}) = 1 \) if and only if all pure states \( |\psi_i\rangle \) on the support of \( \rho \) are fixed points, i.e., \( \mathcal{E}(|\psi_i\rangle \langle \psi_i|) = |\psi_i\rangle \langle \psi_i| \) [6, pp. 423]. This suggest a searching for all density operators \( \rho \) having unitary entanglement fidelity. For qubit channels, it is generally a soft task. Remember that a density operator \( \rho \) obeys two rules: (1) \( \text{tr}(\rho) = 1 \) and (2) \( \rho \) is a positive operator. We illustrate this technique for the bit flip channel with \( p = \frac{1}{2}, \mathcal{E}(\rho) = \frac{1}{2} \rho + \frac{1}{2} X \rho X \). Here \( B_1 = \frac{1}{\sqrt{2}} I \) and \( B_2 = \frac{1}{\sqrt{2}} X \). Then, making \( F(\rho, \mathcal{E}) = 1 \), the only vectors on the support of \( \rho \) are \( |\psi_{1,2}\rangle = \frac{1}{\sqrt{2}} (|0\rangle \pm |1\rangle) \). These are the same quantum states presented in Eqs. (6) and (7). The corollary below follows directly from Proposition 2.

**Corollary 1.** Let \( \mathcal{E}(\cdot) \) be a contractive trace-preserving quantum map representing a quantum channel, and let \( \rho \) be quantum states such that \( F(\rho, \mathcal{E}) = 1 \). If \( d \) is the dimension of the Hilbert space spanned by quantum states \( |\psi_i\rangle \) in the support of \( \rho \), then the zero-error capacity of the channel is at least \( C(0)(\mathcal{E}) = \log d \).

In the previous example, quantum states on the support of \( \rho \) generate the Hilbert space of dimension 2. Consequently, we conclude that \( C(0)(\mathcal{E}) = \log 2 = 1 \). Note that, at the same time we found the zero-error capacity, we found in addition the code archiving the capacity.

### 4 Conclusions

We extended the Shannon’s theory of zero-error capacity for a quantum channel represented by a trace-preserving quantum map. Moreover, we showed a closed connection between zero-error capacity and fixed points and we gave some directions for calculating lower bounds using trace distance and entanglement fidelity. The results were illustrated for the bit flip quantum channel.
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Abstract. Communication system recognition is major part of some civilian and military applications. The recognition of the system is done by inspecting the received signal properties like modulation type, carrier frequency, baud rate and so on. Therefore we need Automatic Modulation Recognition (AMR) methods plus carrier and baud rate estimation methods. In this paper we introduce a new AMR method based on time-domain and spectral features of the received signal. We have used neural network as the classifier. Some analog and digital modulations including AM, LSSB, USSB, FM, ASK2, ASK4, ASK8, PSK2, PSK4, PSK8, FSK2, FSK4, FSK8 and MSK are considered. Then using information from the received signal like baud rate, carrier frequency and modulating scheme the protocol used for signal transmission is detected.

1 Introduction

Automatic Modulation Recognition (AMR) can be used in many applications. Electronic warfare [1], Electronic support measure [2], Spectrum surveillance and management [3], Universal demodulator [4] and Counter channel jamming [5] are some of its applications to mention a few. Here, we are going to use AMR as a part of a communication system recognition method. Different methods of AMR can be categorized in two broad fields: Pattern recognition and Decision theoretic. In the past, decision making was the main method used by researchers like [6], [7], [8], [9] and [10]; but in the previous years pattern recognition methods are dominant especially using neural networks. Some of the papers dealing with this situation are [3], [4], [5] and [11]. Consider the case of receiving a previously unknown signal and trying to decode its data content. In order to decode the data correctly we need some information from the received signal as input to be able to deduce some information as output. Some authors consider a three step method for decoding data from an unknown received signal and the input/output data relationship like Fig. 1.a [12].

We claim that by using an extra step named protocol recognition like Fig. 1.b, data decoding is done more easily.
In this paper we will introduce a new modulation classifier using features of received signal in both time and spectral domain and then using this information plus baud rate and carrier frequency estimation the communication system used, can be deduced using a database of protocol features. There are a number of different methods for AMR introduced by researchers of the field. Most of these methods are proper for a limited number of modulations. Each method uses its own assumptions about the known parameters of signal like carrier frequency, SNR, Baud rate and so on. So, combining two methods together can be a difficult job. The modulation set we choose includes AM, LSSB, USSB, FM, MASK, MPSK, MFSK all for M=2, 4, 8 and MSK (minimum shift keying). There is no unique way to recognize all of these modulations. The above modulation schemes are selected form nine communication systems that we try to recognize them. These systems are ACARS, ALE, ATIS, FMS-BOS, PACTOR-II, PSK31, DGPS, GOLAY and ERMES. Successful recognition of these sample systems makes the way easier to expand our method to other communication systems. In part 2 the problem definition and introduction of the features used in AMR will be presented. Part 3 contains description of the neural network structure. The carrier and baud rate estimation method is introduced in Part 4. Part 5 is the result of our simulations and finally the conclusions will be presented in part 6.

2 Problem Definition

We need some features to show the amount of variation in amplitude, phase and frequency of the signal. As we have used neural networks it is possible to use hierarchical method for classification [11]. So we grouped the following modulation schemes as metagroup1: AM, LSSB, USSB, FM, ASK2, ASK4, PSK2, PSK4, FSK2 and FSK4 and the remaining ones as metagroup2: ASK8, PSK8, FSK8 and MSK. For the first metagroup we can use the nine features presented by Nandi and Azzouz [15]. They are as follows:
\[ 1- \gamma_{\text{max}} = \max |DFT(a_{cn}(i))|^2 / Ns \] (6)

Ns: No. of samples per block, \( a_{cn} \) : Normalized-centered instantaneous amplitude.

\[ 2- \sigma_{dp} = \sqrt{\frac{1}{c} \left( \sum_{an(i) > at} \phi_{NL}^2(i) \right) - \left( \frac{1}{c} \sum_{an(i) > at} \phi_{NL}(i) \right)^2} \] (7)

\( \phi_{NL} \): Centered-nonlinear component of instantaneous phase, C: No. of samples in \( \phi_{NL} \) for which \( a_n(i) > a_t \), the threshold value of \( a_n(i) = \frac{a(i)}{\text{mean}(a(i))} \) And \( a(i) \) is the instantaneous amplitude.

\[ 3- \sigma_{dp} = \sqrt{\frac{1}{c} \left( \sum_{an(i) > at} \phi_{NL}^2(i) \right) - \left( \frac{1}{c} \sum_{an(i) > at} \phi_{NL}(i) \right)^2} \] (8)

\[ 4- \quad P = \frac{P_L - P_U}{P_L + P_U} \quad \text{where} \quad P_L = \sum_{i=1}^{fcn} |X_c(i)|^2, \quad P_U = \sum_{i=1}^{fcn} |X_c(i + f_{cn} + 1)|^2 \] (9)

\( X_c(i) \) : Fourier transform of RF signal.

\[ 5- \sigma_{aa} = \sqrt{\frac{1}{N_s} \left( \sum_{i=1}^{N_s} a_{cn}^2(i) \right) - \left( \frac{1}{N_s} \sum_{i=1}^{N_s} a_{cn}(i) \right)^2} \] (10)

\[ 6- \sigma_{af} = \sqrt{\frac{1}{c} \left( \sum_{an(i) > at} f_{N}^2(i) \right) - \left( \frac{1}{c} \sum_{an(i) > at} f_{N}(i) \right)^2} \] (11)

\( f_{N}(i) \) : Normalized-centered instantaneous frequency.

\[ 7- \sigma_{a} = \sqrt{\frac{1}{c} \left( \sum_{an(i) > at} a_{cn}^2(i) \right) - \left( \frac{1}{c} \sum_{an(i) > at} a_{cn}(i) \right)^2} \] (12)

\[ 8- \mu_{42}^a = \frac{E\{a_{cn}^4(i)\}}{E\{a_{cn}^2(i)\}^2} \quad \text{where} \; E\{\} \; \text{means Expected value.} \] (13)

\[ 9- \mu_{42}^f = \frac{E\{f_{N}^4(i)\}}{E\{f_{N}^2(i)\}^2}, \quad f_{N} : \text{Normalised-centred instantaneous frequency} \] (14)

For the second group we use the spectrum of the signal as the feature as proposed in reference [2]. In this neural network Welsh periodogram of signal is used as feature for classification. To reduce the dimension of input data, the main lobe of periodogram containing most of information is used and the remaining parts are discarded. Choosing the proper interval of periodogram is done after checking all the modula-
tion set spectrums. Finally we need methods to estimate baud rate and carrier frequency of signal. For carrier recovery we have used the zero crossing method [1].

3 Neural Network Structure

We have used the concept of hierarchical neural networks described by [11]. In this method classification can be done in successive steps. The outputs can be classified in groups called metagroup and the neural network classifies these metagroups first. Then classification can be done within each metagroup in the same manner till getting the final result. The input data is classified as one of the first metagroup members or just as metagroup2. So we do not need an extra neural network for classification of first metagroup subsets. However signals belonging to the second metagroup are classified using another network structure to the final output result.

Neural network1 is a feedforward neural network with two hidden layers. The structure is chosen after an extensive simulation tests. The number of nodes is 9 in the input layer, 75 in the first hidden layer, 75 in the second hidden layer and 11 in the output layer. The network is trained using backpropagation method. For better result we have used a variable rate backpropagation learning algorithm. We have used 240 block of data each containing 2048 samples of the signal in SNRs varying from 0 to 55 dB for training the networks and another set of the same size but different from those used for training as the test set. The second neural network is a one hidden layer feedforward neural network that is trained using the same method as the first one. It has only one input node. There are 80 nodes in the its hidden layer.

4 Carrier and Baud Rate Estimation

Hsue and Soliman[1] introduced a method based on zero crossing to estimate the carrier frequency. The received waveform is modeled as:

\[ r(t) = s(t) + v(t) \quad 0 \leq t \leq T_s \]  

(15)

\( s(t) \) is the modulated signal and \( v(t) \) is an additive band limited Gaussian noise. If the signal is sampled using a zero-crossing sampler, the time tags of zero-crossing points are recorded as a sequence \( \{ x(i), i=1,2,\ldots,N \} \). Then the zero-crossing interval sequence \( \{ y(i) \} \) is defined as

\[ y(i) = x(i+1) - x(i) \quad i=1,2,\ldots,N-1 \]  

(16)

And zero-crossing interval difference sequence \( \{ z(i) \} \) is

\[ z(i) = y(i+1) - y(i) \quad i=1,2,\ldots,N-2 \]  

(17)
Since Intersymbol transition (IST) affects the accuracy of estimation, we should ignore IST samples. After discarding them we obtain \( \{ y_a(i) \} \). The length of the resultant sequence is \( N_y \). The carrier frequency is then estimated by averaging \( y_a(i) \) samples as:

\[
f_c = \frac{N_y}{2 \sum_{i=1}^{N_y} y_a(i)}
\]

(18)

For baud rate estimation we have used Wegener method [16]. The method used is as follows. We can compute the “baud length” instead of “baud rate” and they are simply the reciprocal of each other. For baud length estimation we can use the transition of data to compute a sequence of integers \( \{L_1, L_2, \ldots, L_N\} \) where \( L_j \) represents the number of samples between baud transitions \( j-1 \) and \( j \) (baud length) and \( N \) is the number of transitions. If some minimum SNR is not achieved the estimation will not be accurate or even useless. If we define a false transition due to demodulator error a “glitch”, then a de-glitch process can be used to make the result immune of noise effect. The simplest method is to sort the transition lengths in an increasing order and the first (shortest) element should be discarded as a glitch. An initial estimation of baud length is assumed. A good choices is an average of a few neighboring elements. Then the following algorithm can be used:

Sum=0, For each \( L_j \) in the sorted list \{#bauds=round ( \( L_j / \text{est}_{init} \) )

Sum=sum+( \( L_j / \#\text{bauds} \) ), \( \text{est}_{final} = \text{sum} / N \)

Where \( \text{est}_{final} \) is the final estimation result. A very useful feature of this method is that if we have prior information about the expected signals e.g. a table of possible baud rates, we can use it effectively to make the estimation process faster and more accurate.

5 Simulation Results

We have used voice signal as the modulating signal instead of binary random data and we used 495120 samples of voice in total. In test period we used another set of 491520 to check the performance of the neural network. The results are presented in table 1 and 2 at the end of paper. In table 1 the performance result of the first neural network is included. In this case, ASK8, PSK8, FSK8 and MSK signals are classified all as class 2 data. However, the classification probability is not the same for all of these signals. Therefore we included them separately and the reader is aware that this does not mean the ability of recognition of them by the first neural network. In the second table the performance result of both the first and second neural network for
Table 1. The percent of correct decision probability of the first neural network

<table>
<thead>
<tr>
<th>SN</th>
<th>0 dB</th>
<th>5 dB</th>
<th>15 dB</th>
<th>25 dB</th>
<th>35 dB</th>
<th>45 dB</th>
<th>55 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM</td>
<td>87.51</td>
<td>90</td>
<td>90</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>LSSB</td>
<td>15</td>
<td>55.5</td>
<td>90</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>USSB</td>
<td>17</td>
<td>85.7</td>
<td>95</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>FM</td>
<td>90</td>
<td>85</td>
<td>90</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>ASK2</td>
<td>90</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>ASK4</td>
<td>80</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>ASK8</td>
<td>75</td>
<td>95</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>PSK2</td>
<td>10</td>
<td>35</td>
<td>85</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>PSK4</td>
<td>15</td>
<td>65</td>
<td>95</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>PSK8</td>
<td>90</td>
<td>95</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>FSK2</td>
<td>85</td>
<td>75</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>FSK4</td>
<td>75</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>FSK8</td>
<td>95</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>MSK</td>
<td>70</td>
<td>85</td>
<td>95</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2. The correct decision probability of the second class

<table>
<thead>
<tr>
<th>0 SNR</th>
<th>10 DB</th>
<th>25 DB</th>
<th>315 DB</th>
<th>425 DB</th>
<th>535 DB</th>
<th>645 DB</th>
<th>755 DB</th>
</tr>
</thead>
<tbody>
<tr>
<td>8ASK8</td>
<td>915</td>
<td>1060</td>
<td>1180</td>
<td>12100</td>
<td>13100</td>
<td>14100</td>
<td>15100</td>
</tr>
<tr>
<td>16PSK8</td>
<td>1745</td>
<td>1870</td>
<td>1990</td>
<td>2095</td>
<td>21100</td>
<td>22100</td>
<td>23100</td>
</tr>
<tr>
<td>24FSK8</td>
<td>2530</td>
<td>2675</td>
<td>2787.5</td>
<td>2897</td>
<td>29100</td>
<td>30100</td>
<td>31100</td>
</tr>
<tr>
<td>32MSK</td>
<td>3320</td>
<td>3460</td>
<td>3595</td>
<td>36100</td>
<td>37100</td>
<td>38100</td>
<td>39100</td>
</tr>
</tbody>
</table>

Table 3. Comparison of our method with Nandi and Azzouz at 15 dB SNR

<table>
<thead>
<tr>
<th></th>
<th>AM</th>
<th>LSSB</th>
<th>USSB</th>
<th>FM</th>
<th>ASK2</th>
<th>ASK4</th>
<th>PSK2</th>
<th>PSK4</th>
<th>FSK2</th>
<th>FSK</th>
</tr>
</thead>
<tbody>
<tr>
<td>NANDI</td>
<td>88.</td>
<td>99.8</td>
<td>98.5</td>
<td>90.1</td>
<td>96.8</td>
<td>86.5</td>
<td>99.5</td>
<td>96.8</td>
<td>99</td>
<td>99.5</td>
</tr>
<tr>
<td>OUR</td>
<td>90</td>
<td>90</td>
<td>95</td>
<td>90</td>
<td>100</td>
<td>100</td>
<td>85</td>
<td>95</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

the class 2 signals are introduced. Although the modulation subset considered is different from reference [2] and [15], we compare the performance of our method with Nandi and Azzouz method. The performance of Ghani method versus SNR is not presented in his paper, so we could not compare its performance with our method. As it is clear from table 3 the combination of the two methods has been done. The next
step is to extract carrier frequency and baud rate. Using the methods mentioned the job can be done effectively in SNRs above 15 dB. Then using the modulation scheme information and estimated baud rate and carrier frequency and comparing this information with the known counterparts of them in the nine systems mentioned earlier we can deduce the protocol. The method is robust and fast enough to be used in on-line applications and expanding the method to recognition of more communication systems is straightforward.

6 Conclusions

We have developed a method for recognition of communication systems based on modulation recognition and baud rate and carrier frequency estimation. For automatic modulation the classification procedure is done by the hierarchical neural network method. As it is clear from the results, the overall performance of the AMR method used in this paper is above 75% even in SNR as low as 15 dB. For SNR above 35 dB the performance reaches 100%.
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Abstract. An improved overloading scheme is presented for single user detection in the downlink of multiple access systems based on random OCDMA/OCDMA (O/O). By displacing in time the orthogonal signatures of the two user sets, that make up the overloaded system, the multiuser interference between the users of the two sets can be reduced by up to 50% (depending on the chip pulse bandwidth) as compared to Quasi-Orthogonal Sequences (QOS), that are presently part of the downlink standard of cdma2000. This reduction of the multiuser interference gives rise to an increase of the feasible Signal to Noise Ratio (SNR) for a particular channel load.

1 Introduction

In any synchronized multiple access system based on code-division multiple access (CDMA), the maximum number of orthogonal users equals the spreading factor N. In order to be able to cope with oversaturation of a synchronized CDMA system (i.e. with a number of users $K = N + M$: $N < K \leq 2N$), a popular approach consists of the OCDMA/OCDMA (O/O) systems [1-5], where a complete set of orthogonal signature sequences are assigned to N users (‘set 1 users’), while the remaining M users (‘set 2 users’) are assigned another set of orthogonal sequences. The motivation behind this proposal is that the interference levels of the users are decreased considerably as compared to other signature sequence sets (e.g., random spreading), since each user suffers from interference caused by the users belonging to the other set only.

In [1-4], the potential of various O/O types with multiuser detection [6] was investigated, while [5] evaluates the downlink potential with single user detection of a particular type of O/O: ‘Quasi Orthogonal Sequences (QOS)’. Especially the latter application is of practical interest, since alignment of the different user signals is easy to achieve in the downlink (as opposed to the uplink), while single user detection is the obvious choice for detection at the mobile stations. The QOS, discussed in [5], are obtained by assigning orthogonal Walsh-Hadamard sequences [7] to the set 1 users, while each set 2 user is assigned a Walsh-Hadamard sequence, overlaid by a common bent sequence with the window property [5]. These QOS minimize the maximum correlation between the set 1 and set 2 users, which was the incentive to add these QOS to the cdma2000 standard, so that overloaded systems can be dealt with [8].

Up to now, the chip pulses of all users are perfectly aligned in time in all considered O/O systems. However, an additional degree of freedom between the set 1 and the set 2 users has been overlooked: one can actually displace the set 2 signatures with respect to the set 1 signatures, without destruction of the orthogonality within each set. In this contribution we investigate the impact of this displacement on the
crosscorrelation between the set 1 and set 2 users, and the resulting favorable influence on the downlink performance. In section 2, we present the system model, along with the conventional QOS system. In section 3, we introduce the new type of O/O with the displaced signature sets, and we compute the crosscorrelation among the user signals. In section 4, we assess the downlink performance in terms of maximum achievable Signal-to-Noise and Interference Ratio (SNIR) as a function of channel overload and required transmit power. Finally, conclusions are drawn in section 5.

2 Conventional OCDMA/OCDMA

Consider the downlink of a perfectly synchronized single-cell CDMA system with spreading factor N and K users. Since all signals are generated and transmitted at the same base station, this signal alignment is easy to achieve, and the total transmitted signal $S_1(t)$ is simply the sum of the signals $s_k(t)$ of all users $k$ ($k = 1, \ldots, K$):

$$S_1(t) = \sum_{k=1}^{K} s_k(t) = \sum_{k=1}^{K} \left[ \sum_{i=1}^{\infty} A_k(i) a_k(i) \left[ \sum_{j=0}^{N-1} \beta_k^{(i)}(j) \cdot p_c \left( t - iN T_c - jT_c \right) \right] \right].$$

In this expression,

- $\beta_k^{(i)} = (\beta_k^{(i)}(1) \ldots \beta_k^{(i)}(N)) \in \{1/\sqrt{N}, -1/\sqrt{N}\}^N$, $A_k(i)$ and $a_k(i) \in \{1, -1\}$ are the signature sequence, the amplitude and the data symbol of user $k$ in symbol interval $i$, respectively.

- The unit-energy chip pulse $p_c(t)$ is a square-root cosine rolloff pulse with rolloff $\alpha$, and chip duration $T_c$ \cite{9}. The associated pulse, obtained after matched filtering of $p_c(t)$, is the cosine rolloff pulse $\phi_c(t)$ with rolloff $\alpha$. Note that $\phi_c(t)$ is a Nyquist pulse, i.e., $\phi_c(jT_c) = \delta_j$.

We denote the channel gain from the base station to user $k$ in symbol interval $i$ by $\gamma_k(i)$. In order to obtain a decision statistic $z_k(i)$ for the detection of databit $a_k(i)$, the received signal is applied to a matched filter $p_c(-t)$, followed by a sampling on the instants $(iN+j)T_c$ ($j = 0, \ldots, N-1$). The resulting samples are correlated with the signature sequence $\beta_k^{(i)}$ and finally a normalization is carried out by multiplying the result by $\gamma_k(i)/|\gamma_k(i)|^2$. Since $\phi_c(t)$ is a Nyquist pulse, and due to the perfect alignment of the user signals, the observable $z_k(i)$ is given by ($k = 1, \ldots, K$):

$$z_k(i) = A_k(i) a_k(i) + \sum_{j \neq k} A_j(i) a_j(i) \cdot \rho_{k,j}(i) + n_k(i).$$

In (2), $\rho_{k,j}(i) = (\beta_k^{(i)})^T \beta_j^{(i)}$ is the correlation between $\beta_k^{(i)}$ and $\beta_j^{(i)}$, and $n_k(i)$ is a real-valued noise sample with variance $\sigma_k^2/\gamma_k(i)^2$, where $\sigma_k^2$ is the power spectral density of the noise at the receiver input.

In order to assure that all users meet a predefined quality of service constraint, power control is applied in the downlink. If $LNT_c$ is smaller than the minimum...
coherence time of the channels between the base station and the users\textsuperscript{1}, power control can be achieved by updating the amplitudes of the users once every L symbol intervals, based on (an estimate of) the variance of the sum of noise and interference over a time span of L symbol intervals. To meet the quality of service constraint for user k, it is necessary that this variance remains lower than the predefined threshold of user k. Since the channel gain is constant over these L symbol intervals, the variance of interest is given by (k = 1, ..., K):

\[ \tilde{\mu}_k^2 = \sum_{j \neq k} \tilde{A}_j \tilde{R}_{k,j} + \tilde{\delta}_k \quad \text{with} \quad \tilde{R}_{k,j} = \frac{1}{L} \sum_{l=1}^{L} |\rho_{k,j}(i_l + 1)|^2 \]  

(3)

where \(\tilde{x}\) denotes the (constant) value of x over the considered time span of L symbols, that starts at time index \(i_1\), \(\tilde{\delta}_k = \sigma_k^2/|\tilde{\gamma}_k|^2\), and \(\tilde{R}_{k,j}\) is the crossinterference between user k and user j over the considered time interval. The variance \(\tilde{\mu}_k^2\) is related to the signal to interference plus noise ratio \(\text{SINR}_k\) of user k by \(\text{SINR}_k = \tilde{A}_k^2/\tilde{\mu}_k^2\).

From expression (3), it is obvious that the squared crosscorrelations between the signatures of the users should be as small as possible, in order to restrict the MUltiuser Interference (MUI). As long as K remains smaller than N, taking orthogonal signatures, as is done in IS-95 \cite{12} and cdma2000 \cite{8}, is optimum because they yield \(\rho_{k,j} = 0\). If K exceeds N (i.e., an oversaturated system), the O/O system tries to eliminate as much intra-cell interference as possible, by taking orthogonal signatures for N users (‘set 1 users’), and by taking another set of orthogonal signatures for the remaining M users (‘set 2 users’). This eliminates the interference of (N-1) and (M-1) users on the detection of the set 1 and set 2 users, respectively. Indexing the set 1 users as the first N users and the set 2 users as the last M users, (3) turns into:

\[ \tilde{\mu}_k^2 = \sum_{j = 1}^{K} \tilde{A}_j \tilde{R}_{k,j} + \tilde{\delta}_k \quad \text{for} \quad k = 1, \ldots, N \]  

\[ \tilde{\mu}_k^2 = \sum_{j = 1}^{N} \tilde{A}_j \tilde{R}_{k,j} + \tilde{\delta}_k \quad \text{for} \quad k = N + 1, \ldots, K \]  

(4)

The signatures of the set 1 users span the complete vector space of dimension N, implying that \(\sum_{j = 1}^{N} \tilde{R}_{k,j} = 1\) (k = N+1, ..., K). From this expression, it is immediately seen that the maximal crossinterference between the set 1 and the set 2 users will be minimized if and only if all of these crossinterferences \(\tilde{R}_{k,j}\) are equal to 1/N. This condition is met by means of QOS for N = 4\textsuperscript{a}, where the signatures of the users are fixed over all symbol intervals, so that the signatures \(\tilde{\beta}_k^{\text{QOS}}\) of the set 1 users (k = 1, \textsuperscript{1} Most channels suffer from slow fading, so that L can take on large values, since the minimum coherence time is typically on the order of 5 ms \cite{10,11}. In IS-95, for instance, N.Tc is about 52 \(\mu s\), and the power is updated every 1.25 ms (L = 24) \cite{12}.
..., N) are the Walsh Hadamard sequences $WH_N^{(k)}$ (k = 1, ..., N) of order N, and the signatures of the set 2 users are obtained by overlaying the same Walsh-Hadamard sequences by means of a bent sequence $Q \in \{1,-1\}^N$ [5]:

$$p_k^{QOS} = \text{diag}\{Q_1, Q_2, ..., Q_N\} \cdot WH_N^{(k-N)} \quad (k = N+1, ..., K).$$

### 3 O/O with Displaced Signature Sets

In the conventional O/O systems, there is an additional degree of freedom that has not been exploited. Indeed, in order to make sure that the first N user signals are orthogonal, they have to be perfectly aligned in time, and the same is true for the set 2 user signals. However, the set 1 user signals do not need to be aligned with the set 2 user signals to provide this property. Hence, the displacement $\tau$ ($\tau \in [0, NT_c)$) of the set 2 users with respect to the set 1 users is an additional degree of freedom. Adopting the same notation $s_k(t)$ as in (1) for the signal of user k, the total transmitted signal $S_2(t)$ is now given by

$$S_2(t) = \sum_{i=1}^{N} s_i(t) + \sum_{i=N+1}^{K} s_i(t - \tau) \quad (5)$$

We focus on random O/O [1], where the signatures of the set 1 users and the set 2 users are obtained by overlaying the Walsh Hadamard vectors in every symbol interval $i$ by the respective scrambling sequences $P_1^{(i)}(i)$ and $P_2^{(i)}(i)$, that are chosen completely at random and independently out of $\{1,-1\}^N$ in every symbol interval:

$$p_k^{(i)} = \begin{cases} 
\text{diag}\{P_1^{(i)}(0), ..., P_1^{(i)}(N-1)\} \cdot WH_N^{(k)} & k = 1, ..., N \\
\text{diag}\{P_2^{(i)}(0), ..., P_2^{(i)}(N-1)\} \cdot WH_N^{(k-N)} & k = N+1, ..., K 
\end{cases} \quad (6)$$

Let us consider the contribution $z_k^j(i)$ of set 2 user j to the decision variable $z_k(i)$ of set 1 user k in symbol interval $i$:

$$z_k^j(i) = \sum_{s=-\infty}^{\infty} A_j(s) \cdot a_j(s) \cdot \rho^{(i,s)}(\tau) \quad (7)$$

with

$$\rho^{(i,s)}(\tau) = \sum_{m=0}^{N-1} \sum_{n=0}^{N-1} \beta_k^{(i)}(m) \beta_j^{(s)}(n) \cdot \delta_c[\tau - (i-s)N + (m-n)T_c - \tau].$$

Hence, the crossinterference $\tilde{R}_k,j$ between set 1 user k and set 2 user j is now given as

$$\tilde{R}_k,j = \frac{1}{L} \sum_{l=1}^{L} \left\{ \sum_{s=-\infty}^{\infty} \rho^{(i,l,s)}(\tau) \right\}^2 \quad (8)$$

and is an (approximately) Gaussian random variable. However, its expected value is reduced by a factor $1/\lambda \geq 1$ as compared to QOS (see appendix):

An Extension to Quasi-orthogonal Sequences
So, as compared to the original QOS system, the expected value of the MUI of all set 1 and set 2 users is decreased by a factor $1/\lambda$, that is dependent on the rolloff $\alpha$ and on $\Delta$. For $\Delta = 0$, the chip pulses of all the users are perfectly aligned, and $\lambda = 1$, whether the symbol boundaries of the set 1 and the set 2 users are aligned or not.

The function $\lambda(\alpha,\Delta)$ is the interference function of the square-root cosine rolloff pulse $p_c(t)$. This interference function was introduced in another context (PN-spread asynchronous communication) in [13], where it was shown that it can be written as a function of the Fourier transform $P_c(f)$ of $p_c(t)$:

$$
\lambda(\alpha, \Delta) = F(0) + (1 - F(0)) \cdot \cos(2\pi.\Delta T_c) \quad \text{with} \quad F(0) = \frac{1}{T_c} \int_{-\infty}^{\infty} |P_c(f)|^4 df
$$

According to this expression, $\lambda$ is minimal for $\Delta = T_c/2$. Numerical calculations yield the following relationship between the optimal value of $\lambda$ and the rolloff $\alpha$ of the chip pulse: $\lambda(\alpha, T_c/2) = 1 - \alpha/2$. So, it is obvious that we can obtain important decreases in MUI, by displacing the chip pulses of the set 2 users by half a chip period as compared to the chip pulses of the set 1 users. This decrease can be up to 50% for $\alpha = 1$, and amounts to 15 % for a practical rolloff value of 0.3.

4 Network Capacity of Improved O/O

If we impose on the system a common quality of service constraint, so that the SINR $k$ for all users $k$ has to be at least $\kappa$, then, as long as the problem is feasible, the minimum (optimum) power solution $A_{\text{min}}$ corresponds to the case where all $\text{SINR}_k$ are exactly $\kappa$ [14,15]:

$$
A = \kappa(R.A + \delta)
$$

with $(A)_k = \tilde{A}_k^2$, $(\delta)_k = \tilde{\delta}_k$ for $k = 1, \ldots, K$, $(R)_{i,j} = \tilde{R}_{i,j}$ if $i$ and $j$ are from a different set, while $(R)_{i,j} = 0$ if $i$ and $j$ are from the same set. It is well known [14,15,16] that (11) has a positive solution $A$, if and only if the largest eigenvalue $\lambda_R^{\text{max}}$ of $R$ is smaller than $1/\kappa$. Hence, the maximum achievable SNIR target level $\kappa_{\text{max}}(R)$ for the system is given by $1/\lambda_R^{\text{max}}$.

For random O/O, $R$ is a random matrix with components $\tilde{R}_{k,j}$ that have a Gaussian distribution for any $(k,j)$, $(j,k) \in \{1,\ldots,N\} \times \{1,\ldots,M\}$. As a consequence, $\lambda_R^{\text{max}}$ is also a random variable, as well as the corresponding $\kappa_{\text{max}}(R)$. Nevertheless, for a typical value $L = 20$, simulations point out that the distribution of $\kappa_{\text{max}}$ is strongly peaked around the value $\kappa_{\text{max}}(E[R]) = 1/\lambda_{E[R]}^{\text{max}}$, where $E[R]$ is the expected value of $R$ (cf. (9)). This is illustrated in figure 1, where the maximum deviation $(\kappa_{\text{max}}(E[R]) - \kappa_{\text{max}}(R))$ over a wide range of matrices $R$ is shown for $N = 16$ and 32, and $\alpha = 0.25$ and 1. It can be observed that this maximum deviation is highest at low channel overloads, but decreases sharply as the channel load increases. Moreover, the
maximum deviation is significantly lower for $N = 32$ as compared to $N = 16$. The average deviation was found to be less than 0.05dB for channel loads in excess of 1.12 and 1.2 for $N = 32$ and 16 respectively. Simulations indicate that for $N = 64$, even lower maximum and average deviations are found, allowing us to conclude that the deviation decreases significantly when $N$ increases. In addition to this, the deviation increases as $\alpha$ increases.

![Graph](image)

*Fig. 1. Maximum deviation (dB) as a function of channel load for $N = 16, 32$ and $\alpha = 0.25$ and 1.*

Figure 2 shows $\kappa_{\text{max}} (E[R])$ for the improved O/O systems. As the previous discussion brought to light, this performance is representative for the actual performance of improved O/O, with very small deviations at the low values of $\kappa_{\text{max}}$, especially for moderate to high spreading factors. In figure 2, we also added the performance of QOS and the upper bound for chip-synchronous systems [17]. It is found that $\kappa_{\text{max}} (E[R])$ for improved O/O is about 0.58, 0.67, 0.79 and 0.97 dB above the achievable SNIR of QOS for $\alpha = 0.25, 0.5, 0.75$ and 1 respectively. We also see from figure 2 that the performance of improved O/O with $\alpha = 1, 0.75, 0.5$ and 0.25, exceeds the (chip-synchronous) upper bound for channel loads in excess of 1.25, 1.4, 1.56 and 1.77 respectively.

### 5 Conclusion

In this article, we presented a new type of random O/O that allows for a higher network capacity in the downlink as compared to the Quasi-Orthogonal Sequences, that are presently implemented in the cdma2000 standard. This improved O/O system is obtained by displacing in time (over half a chip period) the signatures of the orthogonal sets of the O/O system. Depending on the rolloff of the chip pulses, the achievable common SNIR target level can be increased by up to about 1 dB as
compared to QOS. Moreover, the performance of improved O/O can exceed the chip-synchronous upper bound for channel loads in excess of 1.25.

![Diagram showing achievable SNIR (dB) vs channel load (K/N)](image)

**Fig. 2.** $\kappa_{\text{max}} (E[R])$ for improved O/O
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Appendix

In order to determine $E\left(\tilde{R}_{k,j}\right)$, we take a closer look at

$$I(l) = E\left[\sum_{s=-\infty}^{\infty} \phi_{s}^{2} \left((i_{k} + l - s)N + (m - n)\right)T_{c} - \tau\right]^2$$

Since the scrambling sequences of the different users sets are random, the chips of different users are uncorrelated, and the same is true for different chips of the same signature. This, combined with the fact that all chips belong to the set $\{1/\sqrt{N}, -1/\sqrt{N}\}$, reduces $I(l)$ to:

$$I(l) = \frac{1}{N^2} \sum_{s=-\infty}^{\infty} \sum_{m=0}^{N-1} \sum_{n=0}^{N-1} \phi_{s}^{2} \left((i_{k} + l - s)N + (m - n)\right)T_{c} - \tau\right]$$

$$= \frac{1}{N^2} \sum_{s=-\infty}^{\infty} \sum_{m=0}^{N-1} \sum_{n=0}^{N-1} \phi_{s}^{2} \left(sN + (m - n)\right)T_{c} - \tau\right]$$

An observation of the terms in the last expression of $I(l)$ learns that each term $\phi_{s}^{2}(kT_{c} - \Delta)$ occurs $N$ times in the summation. As a consequence:

$$I(l) = \frac{1}{N^2} \sum_{s=-\infty}^{\infty} N \phi_{s}^{2} \left(sT_{c} - \Delta\right)$$

and

$$E\left(\tilde{R}_{k,j}\right) = \frac{1}{L} \sum_{l=1}^{L} I(l) = \frac{1}{N} \sum_{s=-\infty}^{\infty} \phi_{s}^{2} \left(sT_{c} - \Delta\right)$$
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Abstract. This paper introduces a construction technique for trellis codes on the two-user binary adder channel (2-BAC). A condition for unique decodability for convolutional codes on the 2-BAC is derived, with an immediate extension for trellis codes. A pair of block codes (uniquely decodable on the 2-BAC) is used as a filter to eliminate just those paths through the trellis that would lead to ambiguity at the decoder. This approach in principle does not limit the sum rate of the resulting code pair.

1 Introduction

The subject of multiple-access channels is currently a topic of great practical interest in telecommunications. The simplest multiple-access channel is the two-user binary adder channel (2-BAC) [1]. This channel is memoryless and accepts at each unit of time two binary inputs, one from each user, both users assumed to produce equally likely binary digits, and emits a single output from the alphabet \{0, 1, 2\}. In the noiseless case, the channel output $y$ is just the arithmetic sum of the inputs $x_1$ and $x_2$, respectively, while in the noisy case the channel output behavior is described by the conditional probability $P(y|x_1,x_2)$.

The 2-BAC channel capacity region was determined independently by Liao [2], Ahlswede [3] and Slepian and Wolf [4], and since then many papers have appeared on code construction for the 2-BAC [5]-[9], however exclusively on block codes. We remark that, except for the paper by Peterson and Costello [10], there are virtually no papers available on the subject of code construction for the 2-BAC channel using convolutional codes. One possible reason for that is the fact that the authors published a (in retrospect) pessimistic result, that the sum rate of a linear code pair on the 2-BAC can not exceed 1. Since convolutional codes are linear codes they did not seem in principle interesting for use on the 2-BAC. An approach using distance properties of linear block codes for constructing 2-BAC codes was put forward in [5] and [6]. The decoding problem, however, is usually left aside and the main goal in code construction for the 2-BAC has been in most cases just to achieve high rates. Perhaps the most serious difficulty for the practical use of 2-BAC codes has been precisely the decoding problem.
In this paper we establish a condition for unique decodability of trellis codes on the 2-BAC in terms of output sequences and states of a 2-user trellis. We present also a code construction for the 2-BAC based on a single convolutional code and on a pair \((C_1, C_2)\) of short block codes uniquely decodable on the 2-BAC. A significant advantage of the resulting two-user trellis codes is that the decoding techniques used in the single-user case, like Viterbi decoding for example, apply directly to the two-user case [10]. Furthermore, we show that this new technique achieves capacity in the 2-BAC.

2 Trellis Construction for the 2-BAC

Consider a pair of trellis codes allocated one for each user. Because the channel is defined in terms of input pairs, the decoder must consider pairs of paths through the single-user trellises. That is, the a posteriori probabilities of single paths are not defined, however, the a posteriori probabilities of path pairs are defined. This leads immediately to the concept of a two-user trellis. The two-user trellis is defined such that, at any given time slot, each distinct pair of paths through the two single-user trellises corresponds to a unique path through the two-user trellis. At any given time slot each branch of the two-user trellis corresponds to a pair of branches in the single-user trellises, and each state of the two-user trellis corresponds to a pair of states in the single-user trellises. The decoder task is to discover which path along the two-user trellis is the most likely. If each single trellis has \(L_1\) and \(L_2\) states, respectively, the two-user trellis will have \(L_1L_2\) states.

3 Condition for Unique Decodability

In this section we characterize, in terms of states and branch labels of a trellis, a condition for unique decodability of a convolutional code pair on the 2-BAC. Let \((C_1, C_2)\) be a convolutional code [11, p.287-314] pair of blocklength \(n\), the encoder of which have \(L_1\) and \(L_2\) states respectively. Usually a convolutional encoder is started in the all-zero state and, after \(N\) sub-blocks are generated, the sequence of sub-blocks is either truncated or terminated. In either case the resulting code can be treated as a block code. Let \(a(s_i, s_p) \in C_1\) denote a binary sequence of \(N\) sub-blocks starting at state \(s_i, i = 1, 2, \ldots, L_1\) and terminating at state \(s_p, p = 1, \ldots, L_1\), consisting of a concatenation of \(N\) sub-blocks of \(C_1\). Similarly, let \(b(s_r, s_v) \in C_2\) denote a binary sequence of \(N\) sub-blocks starting at state \(s_r, r = 1, 2, \ldots, L_2\) and terminating at state \(s_v, v = 1, \ldots, L_2\), consisting of a concatenation of \(N\) sub-blocks of \(C_2\).

We introduce next an array of rows and columns (see Fig. 1 for an example) that we call the \textit{trellis array} \(A\) of the given convolutional code pair \((C_1, C_2)\). Each cell element in \(A\) is a ternary sequence \(z\) representing the arithmetic sum of two binary sequences \(a(s_i, s_p)\) and \(b(s_r, s_v)\), i.e., \(z = a(s_i, s_p) + b(s_r, s_v)\), where \(a(s_i, s_p)\) and \(b(s_r, s_v)\) indicate, respectively, the row index and the column index, and where \(i = 1, 2, \ldots, L_1, p = 1, 2, \ldots, L_1, r = 1, 2, \ldots, L_2,\) and \(v = 1, 2, \ldots, L_2\).
If we fix \( i \) in \( a(s_i, s_p) \) (the row index of \( A \)) and fix \( r \) in \( b(s_r, s_v) \) (the column index of \( A \)), and let \( p = 1, 2, \ldots, L_1 \) and \( v = 1, 2, \ldots, L_2 \), we obtain a sub-array denoted by \( S(s_i, s_r) \).

**Proposition 1.** A convolutional code pair is uniquely decodable on the 2-BAC if and only if in each sub-array \( S(s_i, s_r), i = 1, 2, \ldots, L_1 \) and \( r = 1, 2, \ldots, L_2 \), there is no repeated ternary sequences.

**Proof.** Contrary to the hypothesis, suppose that the ternary sequence \( z \) occurs more than once in \( S(s_i, s_r) \). It then follows that \( z = a(s_i, s_p) + b(s_r, s_v) = a(s_i, s_{p'}) + b(s_r, s_{v'}), p \neq p', v \neq v' \). Because the pair of initial states of the component binary codes, i.e., the pair \( s_i \) from \( C_1 \) and \( s_r \) from \( C_2 \), is common to both sub-array cells, it is not possible for the decoder to resolve the ambiguity of whether to deliver \( a(s_i, s_p) \) associated to user 1 and \( b(s_r, s_v) \) associated to user 2, or to deliver \( a(s_i, s_{p'}) \) associated to user 1 and \( b(s_r, s_{v'}) \) associated to user 2.

Now suppose that the ternary sequence \( z \) occurs only once per sub-array but may appear more than once in the trellis array. It then follows that \( z \in S(s_i, s_t) \) and \( z \in S(s_{i'}, s_{t'}), i \neq i' \) or \( t \neq t' \). In this situation, however, the decoder knows in advance the pair of initial states of the component binary codes, for example the pair \( s_i \) from \( C_1 \) and \( s_t \) from \( C_2 \), and unambiguously separates the two user codewords.

We remark that although *Proposition 1* specifies a necessary and sufficient condition for uniquely decodability on the 2-BAC, the use of convolutional codes will limit the maximum sum rate to 1. However, the approach that led to *Proposition 1* suggests that we change \( C_1 \) and \( C_2 \) and use instead trellis codes, i.e., codes not restricted to be linear. This line of reasoning is pursued in the next section.

### 4 Code Construction

Let \( C \) denote a \((n, k)\) systematic convolutional code [11, p.303-308] and let \((C_1, C_2)\) denote a pair of block codes uniquely decodable on the 2-BAC. An encoder for \( C \), having \( L \) states, is made available to user 1 and, similarly, to user 2. User 1 feeds his messages to the encoder for \( C_1 \), and the resulting codewords from \( C_1 \) are fed as messages for the encoder for \( C \). User 2 proceeds in a similar manner, using an encoder for \( C_2 \) followed by an encoder for \( C \). Essentially, the encoding operation performed by each user is a concatenation of his respective block code with code \( C \). Since \( C \) is systematic it follows that the arithmetic sum of the codewords from \( C \) produced by user 1 and user 2, respectively, must be uniquely decodable. This follows because the pair \((C_1, C_2)\) is uniquely decodable on the 2-BAC and arithmetic sums of codewords from \( C_1 \) and \( C_2 \) appear in the information section of the arithmetic sum of codewords from \( C \). The use of codes \( C_1 \) and \( C_2 \) causes the elimination of some rows and some columns in the original trellis array (using code \( C \) in the two array dimensions), giving origin to a punctured trellis array.
In terms of our derivation in the previous section, with a little abuse of notation, we denote by \((C_1, C_2)\) the trellis code pair generated above and state this result more formally as follows.

**Proposition 2.** A trellis code pair is uniquely decodable on the 2-BAC if and only if in each sub-array \(S(s_i, s_r), i = 1, 2, \ldots, L\) and \(r = 1, 2, \ldots, L\), there is no repeated ternary sequences.

If the rate of the pair \((C_1, C_2)\) is \(R\) it follows from our construction that \(R_C = R(k/n)\) is the rate of the code consisting of the arithmetic sum of codewords from \(C\). Therefore, by taking \(C\) to be a code with rate \(k/n\) approaching 1, \(R_C\) will be very close to \(R\). This means that if \(R\) for the pair \((C_1, C_2)\) achieves capacity on the 2-BAC then \(R_C\) will also achieve capacity.

**Example**

Let \(C\) be a rate \(1/2\) systematic recursive convolutional code with transfer function matrix:

\[
G(D) = \begin{bmatrix} 1 & D^2 \\ 1 & D + D^2 \end{bmatrix}
\]

We use the code generation with \(N = 2\) sub-blocks and the corresponding trellis array is shown in Fig. 1. There are ternary sequences \(z\) that occur more than once in each sub-array. We can observe for example that at \(S(s_2, s_1)\) we have \(a(s_2, s_1) + b(s_1, s_3) = a(s_2, s_2) + b(s_1, s_4) = a(s_2, s_3) + b(s_1, s_1) = a(s_2, s_4) + b(s_1, s_2) = 1111\). The use of codes \(C_1 = \{00, 11\}\) and \(C_2 = \{00, 01, 10\}\), as described earlier, causes the elimination of some rows and some columns in the table shown in Fig. 1. We thus obtain the punctured trellis array shown in Fig. 2, corresponding to a pair of uniquely decodable trellis codes.

![Fig. 1. Trellis array, \(N = 2\).](image-url)
A condition for unique decodability for convolutional codes on the 2-BAC was derived, with an immediate extension for trellis codes. The use of a pair of block codes (uniquely decodable on the 2-BAC) plays the role of a filter to eliminate just those paths through the trellis that would lead to ambiguity at the decoder. This approach in principle does not limit the sum rate of the resulting code pair. In conclusion, we have shown in this paper how to construct trellis codes for the 2-BAC.
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Abstract. In this paper we determine bounds of the capacity region of a two-user multiple-access channel with Rayleigh fading when neither the transmitters nor the receiver has channel state information (CSI). We assume that the fading coefficients as well as the additive noise are zero-mean complex Gaussian and there is an average power constraint at the channel input for both senders. Results that we get show that the lower (inner) and the upper (outer) bound of the capacity region are quite close for low and high signal-to-noise ratio (SNR). Surprisingly, the boundary of the capacity region is achieved by time sharing among users, which is not the case for fading channels with perfect CSI at the receiver. As an additional result we derive a closed form expression for the mutual information if the input is on-off binary.
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1 Introduction

Wireless communication systems are currently becoming more and more important. A challenging task for operators of mobile communication systems and researchers is the need to constantly improve spectral efficiency, maintain a desirable quality of service, minimize the consumption of transmit power in order to lower electromagnetic radiation and prolong the battery life. In the same time the number of base stations has to be minimized, whilst accommodating as many users as possible. In fulfilling these requirements, the greatest obstacle is the nature of the mobile communication channel, which is time-varying, due to rapid changes in the environment and mobility of users. Signal strength may drop by several orders of magnitude due to an increase in distance between transmitter and receiver and superposition phenomena in scattering environments. This phenomenon is commonly known as fading and such channels as fading channels. Many modern wireless systems send a training sequence inserted in the data stream in order to provide the receiver with information about the channel. On the other hand, some systems provide a feedback channel from the receiver to
the transmitter and this information can help the transmitter to choose an appropriate signal to access the channel. Knowledge of the channel is known as channel state information (CSI). Many papers have been written on channels with perfect CSI at the receiver, at the transmitter, at both and at neither of them. In practical wireless communication systems, whenever there is a large number of independent scatterers and no line-of-sight path between the transmitter and the receiver, the radio link may be modelled as a Rayleigh fading channel. In a multi-user environment the uplink channel is typically modelled as multiple access channel (MAC). The performance of the channel strongly depends on the fact whether the state of the channel is available at the receiver and(or) the transmitter(s). In this paper we are interested in deriving the capacity region of the two-user Rayleigh fading channel without CSI at the receiver or the transmitter. The capacity region of a multiple access channel is the closure of achievable rates for all users [5]. This channel is of interest since in some cases the channel can vary very quickly and it will be not possible to send any information about the channel.

The case without channel state information for the single user channel has been studied in [9,7,3,6] and for the multi-user channel in [8,2]. In [3], authors show that without channel state information, the optimal input is discrete with a mass point at zero. In [9] it is shown that without channel state information, the capacity at high SNR depends double-logarithmically on the SNR. A more general result on the double logarithmic behavior at high SNR is given in [6].

In Section 2 we establish a closed form solution for the mutual information when the input is binary on-off. In Section 3 we find lower and upper bounds of the capacity region of a two-user Rayleigh fading channel. We compare the bounds in Section 4 and give conclusions in Section 5.

2 Rayleigh Fading Channels Without CSI

The capacity $C_{su}(\rho)$ of the single user channel $Y' = AX' + Z$, where $A, Z \sim \mathcal{N}_C(0,1)$ and $E[|X|^2] \leq \rho$ has been derived in [3]. Having $\rho = \sigma_A^2 P/\sigma_Z^2$, the capacity of this channel is the same as the capacity of the channel with $A \sim \mathcal{N}_C(0,\sigma_A^2)$, $Z \sim \mathcal{N}_C(0,\sigma_Z^2)$ and $E[|X|^2] \leq P$. According to [3], the capacity achieving input distribution is discrete. For low SNR, the mutual information for binary inputs is not far from the capacity. For extremely high SNR, higher than the fading number, defined in [6], the capacity behaves as $\log(\log(\text{SNR}))$.

Next we give a closed form expression for the mutual information between the input and the output, if the input is on-off binary, namely $(0, b)$. The binary on-off input is interesting since for low SNR, it is optimal. At the end of the section we give a numerical result for the capacity.

Proposition 1. (Closed form expression for the mutual information for a particular on-off input probability $p$ and SNR $\rho$): For the channel $Y = AX + Z$, when the input is binary on-off with $\Pr\{X = 0\} = 1 - p$ and power constraint
where \( h(\cdot) \) is the binary entropy function, \( J(c, d) = -\ln(1 + c) + \frac{cd}{1+d} \cdot 2F_1(1, 1+d^{-1}; 2 + d^{-1}; -c) \), and \( 2F_1(u, v; w; z) = \frac{\Gamma(w) \Gamma(u) \Gamma(v)}{\Gamma(u+v+w)} \sum_{k=0}^{\infty} \frac{\Gamma(u+k) \Gamma(v+k)}{\Gamma(w+k)} \cdot \frac{z^k}{k!} \) is the Gaussian hypergeometric function defined in [4]. \( \Gamma(q) = \int_0^\infty x^{q-1} e^{-x} dx \) is the Euler gamma function.

The detailed proof is given in [1].

To compute the capacity of the binary input Rayleigh fading channel without channel state information, denoted by \( C_b \), one has to find the maximum of \( I_{p,\rho}(X; Y) \) over \( p \) for different \( \rho \). Unfortunately \( dI_{p,\rho}(X; Y)/dp = 0 \) is a transcendental equation and cannot be solved explicitly. The capacity and the optimizing \( p^* \) as functions of \( \rho \) are shown in Fig. 1. Note that as the power of the input signal increases the information rate of this channel goes to its limit of \( \ln 2 \) nats and \( p^* \) goes to 0.5. This happens since if \( \rho \) goes to \( \infty \), we get the channel \( Y = AX \).

### Fig. 1. Capacity \( C_b \) and the optimal probability \( p^* \) as function of \( \rho \)

#### 3 Two-User Rayleigh Fading Channel

In this section, we give a lower and an upper bound of the capacity region of a two-user Rayleigh fading channel in the case where the channel is not known either at the transmitters or at the receiver, but all of them know the statistics of the channel exactly. The ratio of volumes [1] of the lower and the upper bound of the capacity region will serve us as a measure for the proximity of these bounds.

The channel is

\[
\tilde{Y} = \tilde{A}_1 \tilde{X}_1 + \tilde{A}_2 \tilde{X}_2 + \tilde{Z},
\]

where \( \tilde{A}_1, \tilde{A}_2 \) and \( \tilde{Z} \) are independent and identically distributed (i.i.d.), zero-mean, complex Gaussian random variables of variances \( \sigma^2_{A_1}, \sigma^2_{A_2} \) and \( \sigma^2_Z \) respectively. There are input constraints, \( E[||\tilde{X}_1||^2] \leq P_1 \) and \( E[||\tilde{X}_2||^2] \leq P_2 \). No channel
information is provided to the transmitters and the receiver. However, they perfectly know the statistics of the channel. To find “good” bounds of the capacity region of this channel, we use the results for the single user memoryless Rayleigh fading channel, studied in [3]. Channel (2) has the same capacity as the channel
\[ \frac{Y}{\sigma_Z} = \frac{X_1}{\sigma_A_1} \frac{\sigma_{A_1}}{\sigma_Z} \tilde{X}_1 + \frac{X_2}{\sigma_A_2} \frac{\sigma_{A_2}}{\sigma_Z} \tilde{X}_2 + \frac{Z}{\sigma_Z} \]. Letting \( Y = \frac{Y}{\sigma_Z}, X_1 = \sigma_{A_1} \tilde{X}_1 / \sigma_Z \) and \( X_2 = \sigma_{A_2} \tilde{X}_2 / \sigma_Z \), we get
\[ Y = A_1 X_1 + A_2 X_2 + Z, \] with \( A_1 = \tilde{A}_1 / \sigma_{A_1}, A_2 = \tilde{A}_2 / \sigma_{A_2} \) and \( Z = \tilde{Z} / \sigma_Z \) all being \( \mathcal{N}_C(0, 1) \). Power constraints on the new inputs become \( E[|X_1|^2] \leq \sigma_{A_1}^2 P_1 / \sigma_Z^2 = \rho_1 \) and \( E[|X_2|^2] \leq \sigma_{A_2}^2 P_2 / \sigma_Z^2 = \rho_2 \). It is clear that doing these transforms, all mutual information in the new channel remain the same. Thus, the capacity region of the channel (2) is the same as the capacity region of the channel (3). For a particular input distribution, the region of achievable rates for the channel (3) is \( R(p_{X_1}, p_{X_2}) = \{(R_1, R_2) \in \mathbb{R}_+^2 : R_1 \leq I(Y; X_1 | X_2) ; R_2 \leq I(Y; X_2 | X_1) ; R_1 + R_2 \leq I(Y; X_1, X_2) \} \). The capacity region is a closure of the convex hull of the union over all possible product input distributions \( p_{X_1}(x)p_{X_2}(x) \) of all such regions \( R(p_{X_1}, p_{X_2}) \). To compute the maximum mutual information in the capacity region for user 1 and user 2 separately, we need to analyze the single user fading channel, similarly as it is done in [3]. Given \( X_2 = x_2 \), the equivalent channel is \( Y = A_1 X_1 + (A_2 x_2 + Z) \). This channel is the same as the single user fading channel \( Y = A_1 X_1 + Z \) with larger variance of the additive noise, that is, \( 1 + |x_2|^2 \). Thus, it behaves as the channel \( Y = A_1 X_1 + Z \) with different SNR constraint, that is, \( \rho' = \rho / (1 + |x|^2) \). It is shown in [3] that the capacity achieving input distribution for this channel has to be discrete with a mass point at the origin. Moreover, it is shown in the same paper that for low SNR, the maximizing input distribution is binary. Thus, the rate of user 1 is bounded by \( R_1 \leq \sum_{x_2} p_{X_2}(x_2) I(X_1; Y | X_2 = x_2) \leq \sum_{x \in X_2} p_{X_2}(x) C_{su} \left( \frac{\rho_1}{1 + |x|^2} \right) \) \( \leq \sum_{x \in X_2} p_{X_2}(x) C_{su} (\rho_1) = C_{su} (\rho_1) \), where the last inequality is achieved with equality if \( p_{X_2}(0) = 1 \), i.e. if user 2 is silent. By \( C_{su}(\rho) \) we denote the capacity of the single user fading channel with no channel state information, for a particular SNR= \( \rho \). Thence, the point \( C_{su}(\rho_1) \) is achievable and it is the highest rate that can be achieved by user 1, using the channel while user 2 is silent. That is one point on the boundary of the capacity region, namely the extreme point on the \( R_1 \)-axis. From symmetry, the same is true for user 2, i.e. the extreme point on the \( R_2 \)-axis is \( C_{su}(\rho_2) \).

After finding both extreme points, let us find the maximum sum rate. It is shown in [8] that if the propagation coefficients take on new independent values for every symbol (i.i.d.), then the total throughput capacity for any number of users larger than 1, is equal to the capacity if there is only one user. Hence, time division multiple access (TDMA) is an optimal scheme for multiple users. In that case the sum rate is given by \( \Theta = a C_{su} (\rho_1 / a) + (1 - a) C_{su} (\rho_2 / (1 - a)) \leq C_{su} (\rho_1 + \rho_2), \) with \( a \in [0, 1] \). Note that the maximum throughput cannot be larger than \( C_{su}(\rho_1 + \rho_2) \), the capacity which is achieved if both users fully cooperate, and is equivalent to the single user capacity for SNR= \( \rho_1 + \rho_2 \). The latest is achieved with equality for \( a = \rho_1 / (\rho_1 + \rho_2) \). This is an upper bound of the
Fig. 2. Lower and upper bounds of the capacity region, for given $\rho_1$ and $\rho_2$.

capacity region, namely the pentagon $\{(R_1, R_2) \in \mathbb{R}^2_+ : R_1 \leq C_{su}(\rho_1), R_2 \leq C_{su}(\rho_2), R_1 + R_2 \leq C_{su}(\rho_1 + \rho_2)\}$ (Fig. 2). A straightforward lower bound is the region obtained by connecting the points that are achievable (dash-dot line in Fig. 2). Better lower bound is the time-sharing region (dashed line in Fig. 2). It is obtained by allowing user 1 to use the channel $aT$ seconds and user 2, $(1-a)T$ seconds. Because of the average power constraint the power used during the active period is normalized. Hence, the proposed lower bound of the capacity region parameterized by $a \in [0,1]$ is given by

$$R_1(a) = a \cdot C_{su}(\rho_1/a)$$
$$R_2(a) = (1 - a) \cdot C_{su}(\rho_2/(1 - a)).$$

The capacity region touches the upper bound in the following three points $(C_{su}(\rho_1),0), (0,C_{su}(\rho_2))$ and $(p_1C_{su}(\rho_1+\rho_2), p_2C_{su}(\rho_1+\rho_2))$. Note that a trivial upper bound that is much looser is the capacity region of the same channel, with perfect channel state information at the receiver.

4 Comparison

Comparing the bounds for different SNRs [1], it can be seen that for low and high SNR they are closer then for the some medium SNR. How to measure the “tightness” of the bounds? We propose comparing the volumes of the corresponding regions. For the two user case the volume is $V_2 = \int_{R_1} R_2 dR_1$. It is easy to compute the volume of the upper bound in terms of the single-user capacities. For $\rho_1 = \rho_2 = \rho$, $V_{UB}(\rho) = \frac{1}{2} \cdot \left[C_{su}(2\rho)\right]^2 - \left[C_{su}(2\rho) - C_{su}(\rho)\right]^2$. The volume of the lower bound is $V_{LB}(\rho) = \int_0^{C_{su}(\rho)} R_2 dR_1 = \int_0^1 R_2(a)\hat{R}_1(a) da$, where $R_1(a)$ and $R_2(a)$ are given by (4), and $\hat{R}_1(a)$ is the first derivative of $R_1$ with respect to $a$. It can be seen that for low SNR the lower and the upper bound are very close and as the SNR increases they diverge up to some SNR ($\sim 3$ dB), where the
lower and the upper bound are at maximum “distance”. In this case the ratio $V_{LB} \simeq 0.925 V_{UB}$. As SNR increases above 3 dB, the bounds approach again, i.e. the ratio of $V_{LB}$ and $V_{UB}$ increases and tends to 1. The results can be easily extended for an $M$–user case.

5 Conclusions

The single user Rayleigh fading channel with no side information has attracted some attention since it is useful for modelling different wireless channels. In this paper we get some insight for the multiple access Rayleigh fading channel with no CSI. We give bounds of the capacity region of the two-user Rayleigh multiple access channel. We see that the sum rate is maximized by time-sharing among users and in that case we achieve the boundary of the capacity region by giving to each user an amount of time that is proportional to its input average power constraint multiplied by the variance of the fading. This is not the case with multiple access channels with perfect CSI at the receiver only. However it is the case with the Gaussian MAC. We also see that the inner bound is always within 92.6 % (in terms of the volume of the capacity region) of the outer bound. As an open problem for future research we leave the improvement of the inner and the outer bound.
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Abstract. In this work we propose adaptive decision feedback (DF) multiuser detectors (MUDs) for DS-CDMA systems using recurrent neural networks (RNN). A DF CDMA receiver structure is presented with dynamically driven RNNs in the feedforward section and finite impulse response (FIR) linear filters in the feedback section for performing interference cancellation. A stochastic gradient (SG) algorithm is developed for estimation of the parameters of the proposed receiver structure. A comparative analysis of adaptive minimum mean squared error (MMSE) receivers operating with SG algorithms is carried out for linear and DF receivers with FIR filters and neural receiver structures with and without DF. Simulation experiments including fading channels show that the DF neural MUD outperforms DF MUDs with linear FIR filters, linear receivers and the neural receiver without interference cancellation.

1 Introduction

In third generation wideband direct-sequence code-division multiple access (DS-CDMA) systems high data rate users can be accommodated by reducing the processing gain \(N\) and using a low spreading factor [1]. In these situations, the multiaccess interference (MAI) is relatively low (small number of users), but the intersymbol interference (ISI) can cause significant performance degradation. The deployment of non-linear structures, such as neural networks and decision feedback (DF), can mitigate more effectively ISI, caused by the multipath effect of radio signals, and MAI, which arises due to the non-orthogonality between user signals. Despite the increased complexity over conventional multiuser receivers with FIR linear filters, the deployment of neural structures is feasible for situations where the spreading factor is low and the number of high data rate users is small. In this case, the trade-off between computational complexity and superior performance is quite attractive. Neural networks have recently been used in the design of DS-CDMA multiuser receivers [2]-[5]. Neural MUDs employing the minimum MMSE [2]-[5] criterion usually show good performance and have simple adaptive implementation, at the expense of a higher computational complexity. In the last few years, different artificial neural networks structures have been used in the design of MUDs: multilayer perceptrons (MLP) [2], radial-basis functions (RBF) [3], and RNNs [4,5]. These neural MUDs employ non-linear functions to create decision boundaries for the detection of transmitted symbols, whilst conventional MUDs use linear functions to form such
decision regions. In this work, we present an adaptive DF MUD, using dynamically driven RNNs in the feedforward section and FIR linear filters in the feedback section, and develop stochastic gradient (SG) algorithms for the proposed DF receiver structure. Adaptive DF and linear MMSE MUDs are examined with the LMS algorithm and compared to the DF and non-DF neural MUDs operating with SG algorithms. Computer simulation experiments with fading channels show that the DF neural MUDs outperforms linear and DF receivers with the LMS and the conventional single user detector (SUD), which corresponds to the matched filter.

2 DS-CDMA System Model

Let us consider the uplink of a symbol synchronous DS-CDMA system with $K$ users, $N$ chips per symbol and $L_p$ propagation paths. The baseband signal transmitted by the $k$-th active user to the base station is given by:

$$x_k(t) = A_k \sum_{i=-\infty}^{\infty} b_k(i) s_k(t - iT)$$ (1)

where $b_k(i) \in \{\pm 1\}$ denotes the $i$-th symbol for user $k$, the real valued spreading waveform and the amplitude associated with user $k$ are $s_k(t)$ and $A_k$, respectively. The spreading waveforms are expressed by $s_k(t) = \sum_{n=1}^{N} a_k(i) \phi(t - nT_c)$, where $a_k(i) \in \{\pm 1/\sqrt{N}\}$, $\phi(t)$ is the chip waveform, $T_c$ is the chip duration and $N = T/T_c$ is the processing gain. Assuming that the receiver is synchronised with the main path, the coherently demodulated composite received signal is

$$r(t) = \sum_{k=1}^{K} \sum_{l=0}^{L_p-1} h_{k,l}(t) x_k(t - \tau_{k,l})$$ (2)

where $h_{k,l}(t)$ and $\tau_{k,l}$ are, respectively, the channel coefficient and the delay associated with the $l$-th path and the $k$-th user. Assuming that $\tau_{k,l} = lT_c$ and that the channel is constant during each symbol interval, the received signal $r(t)$ after filtering by a chip-pulse matched filter and sampled at chip rate yields the $N$ dimensional received vector

$$r(i) = \sum_{k=1}^{K} A_k H_k(i) C_k b_k(i) + n(i)$$ (3)

where the Gaussian noise vector is $n(i) = [n_1(i) \ldots n_N(i)]^T$ with $E[n(k)n^T(i)] = \sigma^2 I$, where $(.)^T$ denotes matrix transpose and $E[.]$ stands for expected value, the $k$-th user symbol vector is given by $b_k(i) = [b_k(i) \ldots b_k(i - L_s + 1)]^T$, where $L_s$ is the ISI span. The $(L_s \times N) \times L_s$ user $k$ code matrix $C_k$ is described by

$$C_k = \begin{bmatrix}
    s_k & 0 & \ldots & 0 \\
    0 & s_k & \ddots & 0 \\
    \vdots & \ddots & \ddots & \vdots \\
    0 & \ldots & \ldots & s_k
  \end{bmatrix}$$ (4)
where $s_k = [a_k(1) \ldots a_k(N)]^T$ is the signature sequence for the $k$-th user, and the $N \times (L_s \times N)$ channel matrix $H_k(i)$ for the user $k$ is expressed by

$$H_k(i) = \begin{bmatrix} h_{k,0}(i) & \ldots & h_{k,L_p-1}(i) & 0 & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & \ldots & h_{k,0}(i) & \ldots & h_{k,L_p-1}(i) \end{bmatrix}$$

The MAI comes from the non-orthogonality between the received signature sequences, whereas the ISI span $L_s$ depends on the length of the channel response, which is related to the length of the chip sequence. For $L_p = 1$, $L_s = 1$ (no ISI), for $1 < L_p \leq N$, $L_s = 2$, for $N < L_p \leq 2N$, $L_s = 3$.

## 3 Conventional Decision Feedback MUD

Consider a one shot DF MUD (the receiver observes and detects only one symbol at each time instant), whose observation vector $u(i)$ is formed from the outputs of a bank of matched filters, where $u(i) = S^T r(i)$ with $S = [s_1 \ldots s_K]$. The observation vector is represented by:

$$u(i) = [u_1 \ldots u_K]^T$$

The detected symbols for an one shot DF multiuser receiver using FIR linear filters are given by:

$$\hat{b}_k(i) = \text{sgn}(w_k^T(i)u(i) - f_k^T \hat{b}(i))$$

where $w_k(i) = [w_1 \ldots w_K]^T$ and $f_k(i) = [f_1 \ldots f_K]^T$ are, respectively the feedforward and feedback weight vectors for user $k$ for the $i$-th symbol in a system with $K$ users. The feedforward matrix $w(k)$ is $K \times K$, the feedback matrix $f(k)$ is $K \times K$ and is constrained to have zeros along the diagonal to avoid cancelling the desired symbols. In this work, we employ a full matrix $f(k)$, except for the diagonal, which corresponds to parallel DF [6]. The MMSE solution for this MUD can be obtained via an adaptive algorithm, such as the LMS algorithm [7], which uses the error signal $e_k(i) = b_k(i) - w_k^T(i)u(i) + f_k^T(i)\hat{b}(i)$, and is described by:

$$w_k(i+1) = w_k(i) + \mu_w e_k(i)u(i)$$

$$f_k(i+1) = f_k(i) - \mu_f e_k(i)\hat{b}(i)$$

where $b_k(i)$ is the desired signal for the $k$-th user taken from a training sequence, $u(i)$ is the observation vector, $\hat{b}(i) = [\hat{b}_1(i) \ldots \hat{b}_K(i)]$ is the vector with the decisions, $\mu_w$ and $\mu_f$ are the algorithm step sizes.

## 4 Proposed DF Neural Receiver

In this section we present a decision feedback CDMA receiver that employs recurrent neural networks as its feedforward section and linear FIR filters, similar to the DF MUD described in the preceeding section, as its feedback section. The decision feedback
CDMA receiver structure, depicted in Fig. 1, employs dynamically driven RNNs in the feedforward section for suppressing MAI and ISI and FIR linear filters in the feedback section for cancelling the associated users in the system. With respect to the structure, RNNs have one or more feedback connections, where each artificial neuron is connected to the others. These neural networks are suitable to channel equalisation and multiuser detection applications, since they are able to cope with channel transfer functions that exhibit deep spectral nulls, forming optimal decision boundaries [8].

![Fig. 1. Proposed DF neural receiver: RNNs are employed in the feedforward section for MAI and ISI rejection and FIR filters are used in the feedback section for cancelling associated interferers.](image)

To describe the proposed neural DF system we use a state-space approach, where the $K \times 1$ vector $x_k(i)$ corresponds to the $K$ states of the artificial neural network for user $k$, the $K \times 1$ vector $u(i)$ to the channel $K$ user symbols output observation vector and the output of the DF neural MUD $\hat{b}_k(i)$ is given by:

\[ \xi_k(i) = [x_k^T(i - 1) u^T(i)]^T \]  
\[ x_k(i) = \varphi(W_k^T(i) \xi_k(i)) \]  
\[ \hat{b}_k(i) = \text{sgn}(Dx_k(i) - f_k^T(i)\hat{b}(i)) \]

where the matrix $W_k(i) = [w_{k,1}(i) \ldots w_{k,j} \ldots w_{k,K}]$ has dimension $2K \times K$ and whose $K$ columns $w_{k,j}(i)$, with $j = 1, 2, \ldots, K$ have dimension $K \times 1$ and contain the coefficients of the RNN receiver for user $k$, $D = [1 0 \ldots 0]$ is the $1 \times K$ matrix that defines the number of outputs of the network, $\varphi(.)$ is the activation function of the neural network, the feedback matrix $f(k) = [f_1(i) \ldots f_K(i)]$ is $K \times K$ and as in the conventional MUD case is constrained to have zeros along the diagonal to avoid
cancelling the desired symbols. Note that this type of interference cancellation provides uniform performance over the user population. In particular, we have only one output \( \hat{b}_k(i) \) per observation vector \( u(i) \), which corresponds to the one shot approach.

5 Adaptive Algorithms for the Neural DF Receiver

In order to derive an SG adaptive algorithm that minimizes the mean squared error (MSE) for the proposed DF receiver structure, we consider the following cost function:

\[
J(W_k(i), f_k(i)) = E[e_k^2(i)] = E[(b_k(i) - (Dx_k(i) - f_k^T(i)\hat{b}(i)))^2]
\]

where \( e_k(i) = b_k(i) - (Dx_k(i) - f_k^T(i)\hat{b}(i)) \). A stochastic gradient algorithm can be developed by computing the gradient terms with respect to \( w_{k,j} \), \( j = 1, 2, \ldots, K \), and \( f_k \) and using their instantaneous values. Firstly, we consider the first partial derivative of \( J(W_k(i), f_k(i)) \) with respect to the parameter vector \( w_{k,j}(i) \) with dimension \( 2K \times 1 \), which forms the matrix \( W_k \):

\[
\frac{\partial J(W_k(i), f_k(i))}{\partial w_{k,j}(i)} = \left( \frac{\partial e_k(i)}{\partial w_{k,j}(i)} \right) e_k(i) = -D \left( \frac{\partial x_k(i)}{\partial w_{k,j}(i)} \right) e_k(i) = -DA_{k,j}(i)e_k(i)
\]

where the \( K \times 2K \) matrix \( A_{k,j}(i) \) contains the partial derivatives of the state vector \( x_k(i) \) with respect to \( w_{k,j}(i) \). To obtain the expressions for the updating of the matrix \( A_{k,j}(i) \), we consider the update equations for the state vector \( x_k(i) \) given through (10) and (11). Using the chain rule of calculus in (11), we obtain the following recursion that describes the dynamics of the learning process of the neural receiver:

\[
A_{k,j}(i + 1) = \Phi_k(i) \left( W_k^{1:K}(i)A_{k,j}(i) + U_{k,j}(i) \right), \ j = 1, 2, \ldots, K
\]

where the \( K \times K \) matrix \( W_k^{1:K} \) denotes the submatrix of \( W_k \) formed by the first \( K \) rows of \( W_k \), the \( K \times K \) matrix \( \Phi_k(i) \) for user \( k \) has a diagonal structure where the elements correspond to the partial derivative of the activation function \( \varphi(\cdot) \) with respect to the argument in \( w_{k,j}^T(i)\xi_k(i) \) as expressed by:

\[
\Phi_k(i) = diag \left( \varphi'(w_{k,1}^T(i)\xi_k(i)), \ldots, \varphi'(w_{k,j}^T(i)\xi_k(i)), \ldots, \varphi'(w_{k,K}^T(i)\xi_k(i)) \right)
\]

and the \( K \times 2K \) matrix \( U_{k,j}(i) \) has all the rows with zero elements, except for the \( j \)-th row that is equal to the vector \( \xi_k(i) \):

\[
U_{k,j}(i) = \begin{bmatrix} 0^T \\ \xi_k(i) \\ 0^T \end{bmatrix}, \quad j = 1, 2, \ldots, K
\]

The update equation for the feedforward parameter vector \( w_{k,j} \) of the decision feedback receiver is obtained via a stochastic gradient optimisation that uses the expression obtained in (14) to update the parameters using the gradient rule \( w_{k,j}(i + 1) = \)
\[ w_{k,j}(i) - \mu_n \frac{\partial J(W_k(i), f_k(i))}{\partial w_{k,j}(i)} \] which yields the recursion for the neural section of the receiver:

\[ w_{k,j}(i+1) = w_{k,j}(i) + \mu_n D \Lambda_{k,j}(i) e_k(i) \tag{18} \]

where \( \mu_n \) is the step size for the algorithm that adjusts the feedforward section of the proposed MUD. To compute the update rule for the feedback parameter vector \( f_k \) of the decision feedback receiver, we compute the gradient of \( J(W_k(i), f_k(i)) \) with respect to \( f_k \) and obtain the following gradient-type recursion:

\[ f_k(i+1) = f_k(i) - \mu_f e_k(i) \hat{b}(i) \tag{19} \]

where \( \mu_f \) is the step size of the algorithm that updates the feedback section.

6 Simulation Experiments

In this section we assess the BER and the convergence performance of the adaptive receivers. The DS-CDMA system employs Gold sequences of length \( N = 15 \). The carrier frequency of the system was chosen to be 1900 MHz. It is assumed here that the channels experienced by different users are statistically independent and identically distributed. The channel coefficients for each user \( k (k = 1, \ldots, K) \) are \( h_{k,l}(i) = p_l |\alpha_{k,l}(i)| \), where \( \alpha_{k,l}(i) \) (\( l = 0, 1, \ldots, L_p - 1 \)) is a complex Gaussian random sequence obtained by passing complex white Gaussian noise through a filter with approximate transfer function \( \beta/\sqrt{1 - (f/f_d)^2} \) where \( \beta \) is a normalization constant, \( f_d = v/\lambda \) is the maximum Doppler shift, \( \lambda \) is the wavelength of the carrier frequency, and \( v \) is the speed of the mobile [9]. For each user, say user \( k \), this procedure corresponds to the generation of \( L_p \) independent sequences of correlated, unit power (\( E[|\alpha_{k,l}(i)|^2] = 1 \)), Rayleigh random variables and has a bandwidth of 4.84 MHz, which corresponds to the data rate of 312.2 kbps. The simulations assess and compare the BER performance of the DF and linear receivers operating with the LMS, DF and non-DF neural MUDs operating with the algorithms of Section V, the SUD and the single user bound (SU-Bound), which corresponds to the SUD in a system with a single user (no MAI). Note that for the neural receiver without DF we make \( f = 0 \) in the structure and algorithms of Sections IV and V. The parameters of the algorithms are optimised for each situation and we assume perfect power control in the DS-CDMA system. The activation function \( \varphi(.) \) for the neural receiver is the hyperbolic tangent (i.e. \( \tanh(.) \)) in all simulations. The receivers process \( 10^3 \) data symbols, averaged over 100 independent experiments in a scenario where the mobile terminals move at 80km/h. The algorithms are adjusted with 200 training data symbols during the training period and then switch to decision directed mode in all experiments. We remark that the BER performance shown in the results refers to the average BER amongst the \( K \) users.

6.1 Flat Rayleigh Fading Channel Performance

The BER and the BER convergence performance of the receivers were evaluated in a flat Rayleigh fading channel (\( L_p = 1, p_0 = 1 \)) with additive white gaussian noise (AWGN). The BER convergence performance of the MUDs is shown in Fig. 2, where the proposed
Fig. 2. BER convergence performance of the receivers in a flat Rayleigh fading channel with AWGN, $E_b/N_0 = 8$ dB and with $K = 4$ users. The parameters of the algorithms are $\mu_w = 0.005$, $\mu_n = 0.005$ and $\mu_f = 0.0015$.

Fig. 3. BER performance of the receivers in a flat Rayleigh fading channel with AWGN, $E_b/N_0 = 8$ dB and with a varying number of users. The parameters of the algorithms are $\mu_w = 0.005$, $\mu_n = 0.005$ and $\mu_f = 0.0015$.

Fig. 4. BER performance versus $E_b/N_0$ for the receivers in a flat Rayleigh fading channel with AWGN and $K = 3$ users. The parameters of the algorithms are $\mu_w = 0.005$, $\mu_n = 0.005$ and $\mu_f = 0.0015$.

Fig. 5. BER convergence performance of the receivers in a two-path Rayleigh fading channel with AWGN, $E_b/N_0 = 10$ dB and with $K = 4$ users. The parameters are $\mu_w = 0.0025$, $\mu_n = 0.0025$ and $\mu_f = 0.0015$.

Fig. 6. BER performance versus number of users for the receivers in a two-path Rayleigh fading channel with AWGN, $E_b/N_0 = 8$ dB. The parameters of the algorithms are $\mu_w = 0.0025$, $\mu_n = 0.0025$ and $\mu_f = 0.0015$.

Fig. 7. BER performance versus $E_b/N_0$ for the receivers in a two-path Rayleigh fading channel with AWGN and $K = 3$ users. The parameters of the algorithms are $\mu_w = 0.0025$, $\mu_n = 0.0025$ and $\mu_f = 0.0015$. 
DF neural MUD achieves the best performance, followed by the neural receiver without DF, the DF MUD with linear FIR filters, the linear receiver and the SUD. In Figs. 3 and 4 the BER performance versus the number of users (K) and versus $E_b/N_0$, respectively, is illustrated. The results show that the novel DF neural MUD achieves the best BER performance, outperforming the neural MUD, the DF MUD, the linear MUD and the SUD.

6.2 Multipath Rayleigh Fading Channel Performance

The BER and the BER convergence performance of the receivers are now assessed in a frequency selective Rayleigh fading channel with AWGN. The channel is modeled as a two-path ($L_p = 2$) and the parameters are $p_0 = 0.895$ and $p_1 = 0.447$ for each user. The BER convergence performance is shown in Fig. 5, whereas the BER performance versus the number of users (K) and versus $E_b/N_0$ is depicted in Figs. 6 and 7, respectively. The results show that the new DF neural MUD has the best BER performance, outperforming the neural MUD, the DF MUD, the linear MUD and the SUD.

7 Concluding Remarks

In this paper we proposed adaptive DF multiuser receivers for DS-CDMA systems using recurrent neural networks. We developed SG adaptive algorithms for estimating the parameters of the feedforward and feedback sections of the new receiver. A comparative analysis through computer simulation experiments was carried out for evaluating the BER performance of the proposed receiver and algorithms. The results have shown that the novel DF neural MUD receiver outperforms the other analysed structures.
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Abstract. In this paper, we consider the use of filterbank based multi-carrier modulation for VDSL transmission. We compare two filterbank optimization criteria, i.e. the maximization of the time-frequency localization and the minimization of the out-of-band energy and we show that filterbank optimized according to the time-frequency criterion achieve better rates and allow the use of reduced size equalizers.

1 Introduction

Filterbanks have been extensively considered in the last decade for multicarrier communications \cite{1,2} in a way to improve the frequency separation between the subcarriers. Different kind of filters have been proposed \cite{3,4}. Most of these families of filters leave room for some optimization of the actual filters to be used. The optimization may use different criteria (such as synchronization properties or spectral selectivity for better narrowband interference rejection) but the most usual objective is to increase the achievable bit rate. However a direct optimization of the bit rate is not feasible, and would be channel dependent. So classically the filters are optimized according to a simple criterion like the out-of-band energy, which is supposed to provide interesting features for various system aspects \cite{5}.

In this contribution, we compare two possible criteria of filter optimization and analyze how the achievable bit rate and the required receiver complexity are influenced by the choice of this criterion. The family of filters considered here is limited to the cosine modulated orthogonal filters \cite{6}, and their performance are compared in a VDSL (very high bit rate digital subscriber lines) environment. The receiver is a SIMO (single input multiple output) equalizer \cite{5,7}. Within these specifications, it is shown that the time-frequency localization criterion provides better results than the minimum out-of-band energy criterion. The improvement is observed both on the achievable bit rate and on the reduction of the required equalization complexity.
2 Filterbank Based Multicarrier Modulation for VDSL Transmission

We denote by $I_p(m)$ the symbols of the $N_t$ parallel input data streams with baud rate $1/N_t T$. These $N_t$ symbol streams enter synthesis filters with impulse responses denoted by $g_p(n)$. These filterbank output samples are shaped by the transmitter filter with impulse response $p(t)$ and sent over the channel with impulse response $c(t)$ at the rate $1/T$. The signal is corrupted by an additive white Gaussian noise (AWGN) denoted $n(t)$. After the receiver band-limiting filter $f(t)$, the received signal is sampled at the rate $M/T$ ($M$ stands for a possible fractionally spaced processing). We denote by $h(t) = p(t) * c(t) * f(t)$ (where $*$ stands for convolution) the overall channel impulse response. The discrete-time transmitted signal $s(n)$ is given by

$$s(n) = \sum_{p=0}^{N_t-1} \sum_{m=-\infty}^{\infty} I_p(m) g_{p,f,eq}(n T / M - m N_t T + \epsilon) + n_f(nT/M + \epsilon)$$  \hspace{1cm} (1)

where $n_f(t)$ is the AWGN filtered by $f(t)$, $g_{p,f,eq}(t)$ are the waveforms resulting from the cascade of the band-specific synthesis filters $g_p(n)$ and $h(t)$, i.e.

$$g_{p,f,eq}(t) = \sum_{n=-\infty}^{\infty} g_p(n) h(t - nT).$$  \hspace{1cm} (2)

The receiver structure for which timing errors are investigated has been proposed in [7]. It is a single input multiple output (SIMO) fractionally spaced linear equalizer (FSLE) possibly modified into a SIMO fractionally spaced decision feedback (FSDF) equalizer. The SIMO equalizer computes estimates of symbols transmitted over the different branches. For band $p'$, this estimate is computed by

$$\hat{I}_{p'}(m') = \sum_{n'=-K_1}^{K_2} c_{p'}(n') s(m' N_t M - n')$$  \hspace{1cm} (3)

where $c_{p'}(n)$ denotes the impulse response of the $p'$th branch of the SIMO equalizer, and it is assumed that each impulse response is made of $K_1 + K_2 + 1$ taps. The computations were achieved in a VDSL (very high speed digital subscriber lines) context which means high bit rate applications on copper lines. ANSI document [8] specifies the line models and the noise environment to be used for performance evaluation of modulation schemes. In this paper, we focus on the VDSL1 line model, with a 24-gauge loop of 1.0 km. The used bandwidth is assumed to be 10 MHz (starting around 375 kHz). According to standard specifications, the transmit power spectral density (PSD) is constrained to be lower than -60 dBm/Hz. The additive white noise has a constant PSD of $-140$ dBm/Hz.
Fig. 1. Orthogonal prototype filters maximizing the time-frequency localization (solid line, $\xi = 0.91, J = 3.8 \times 10^{-2}$) and minimizing the out-of-band energy (dashed line, $\xi = 0.55, J = 1.9 \times 10^{-2}$), for $N_t = 32$ carriers and $L = 64$ coefficients.

Fig. 2. Orthogonal prototype filter maximizing the time-frequency localization (solid line, $\xi = 0.97, J = 1.6 \times 10^{-2}$), and minimizing the out-of-band energy (dashed line, $\xi = 0.81, J = 2.0 \times 10^{-3}$), for $N_t = 32$ carriers and $L = 128$ coefficients.

3 Design Criteria and Filter Examples

The most common criterion for the design of prototype filters is the minimization of the out-of-band energy [6], [9]. More recently, it was also noticed that the maximization of the time-frequency localization could be an adequate criterion in the case of multicarrier transmission through time-frequency dispersive channels, as for instance the wireless mobile channel [10,11,12]. In this paper, both criteria are applied to a family of orthogonal filters and the results obtained by using the corresponding filters are compared. The filterbank considered here is the set of cosine modulated filterbanks [6]. They are based on a prototype filter $p(n)$ of length $L = 2mN_t$ for some parameter $m$. The filters are then derived from that prototype and have the same length.

1 It is usual [9] to impose the orthogonality property in such systems although it can be shown that only biorthogonality is required [13,14].
Fig. 3. Influence of the optimization criterion and of the filter length \((N_t = 32, m = 1\) and \(m = 2\)). The solid line is for the time-frequency criterion with short filters \((m = 1)\), dash-dotted line for the out-of-band energy criterion with \(m = 1\), small-dotted line for the rectangular prototype \((m = 1)\), big-dotted line for the time-frequency criterion with long filters \(m = 2\), and dashed line for the out-of-band energy criterion with \(m = 2\).

3.1 Minimization of the Out-of-Band Energy

The out-of-band energy can be expressed as a function of the prototype filter \(p\)

\[
J(p) = \frac{E(f_c)}{E(0)} \text{ with } E(x) = \int_x^{\frac{1}{2}} |P(e^{j2\pi\nu})|^2 d\nu, \tag{4}
\]

where \(f_c\) is the cutoff frequency, \(\nu\) is the normalized frequency and \(0 \leq J(p) \leq 1\). It is worthwhile noting that, as mentioned in [15], and due to the power complementarity property of the orthogonal filterbank, the minimization of \(J(p)\), also guarantee that \(|P(e^{j2\pi\nu})|\) is nearly constant in its passband, i.e. in the range of frequency \(\nu \in [0, f_c]\). In the case of a filterbank based multicarrier VDSL system, we use \(f_c = \frac{1}{N_t}\), which represents the double of the band that would be allocated if the filters were perfectly separated in frequency. This large cutoff frequency is used to allow a slow decrease of the frequency response and hence make it possible to get a good out-of-band rejection.

3.2 Maximization of the Time-Frequency Localization

The so-called time-frequency localization for discrete-time signal can be directly derived, as in [16], from the expressions for continuous-time signals of the second
order time and frequency moments. Here we do not explicitly refer to continuous-time functions, we prefer to use a localization measure specifically dedicated to discrete-time signals [17]. Let $x$ be a discrete-time real-valued signal, with a norm denoted $\| \cdot \|$, defined by $\| x \| = \left( \sum_{k=-\infty}^{+\infty} x^2[k] \right)^{\frac{1}{2}}$. Following Doroslovački [17], the gravity center in time is defined by

$$ T(x) = \frac{\sum_{k=-\infty}^{+\infty} (k-1/2)(x[k]+x[k-1])^2}{\sum_{k=-\infty}^{+\infty} (x[k]+x[k-1])^2}, $$

and the second order moments in frequency and in time are defined by

$$ M_2(x) = \frac{1}{\| x \|^2} \sum_{k=-\infty}^{+\infty} (x[k]-x[k-1])^2, \quad (5) $$

and

$$ m_2(x) = \frac{1}{\| x \|^2} \sum_{k=-\infty}^{+\infty} \left( k - \frac{1}{2} - T(x) \right)^2 \left( \frac{x[k]+x[k-1]}{2} \right)^2, \quad (6) $$

**Fig. 4.** Influence of the number of carriers ($m=1$ and time-frequency criterion). The solid line is for $N_t=16$ subcarriers, dashed line for $N_t=32$ and dash-dotted line for $N_t=64$. 
respectively. Then, the time-frequency localization measure of the prototype filter $p$ can be defined as

$$\xi(p) = \frac{1}{\sqrt{4m_2(p)M_2(p)}}.$$  \hspace{1cm} (7)

Similarly to [10], the normalization used here implies that $0 \leq \xi(p) \leq 1$, $\xi(p) = 1$ being the optimum.

### 3.3 Filter Examples

Using the optimization procedure described in [18], a large variety of filters satisfying the orthogonality property can be designed with a nearly optimal time-frequency localization or out-of-band energy. When using a filterbank based multicarrier modulation, a small number of carriers is acceptable (cf. [5]) contrary to wireless applications like DVB-T (Digital Video Broadcasting - Terrestrial) for example. That is why we have restricted our simulations to a maximum of 64 carriers. Figures 1 and 2 give the time and frequency responses of optimized prototype filters for $N_t = 32$ carriers and $L = 64$ coefficients, and $L = 128$, respectively. It is worthwhile noting that prototypes obtained for a different number of carriers (e.g. 16 or 64) have very similar time and frequency responses. In order to emphasize the frequency response around the center of the band, we have restricted ourself to $0 \leq \nu \leq \frac{8}{N_t}$. One can notice that time-frequency optimized filters seem to have a smallest out-of-band energy than frequency optimized ones. But it is not the case in fact because frequency-optimized filters better match the allocated band: they have a smaller cut-off frequency even if the decrease is slower afterwards.

### 4 Simulation Results

The performance of the filters presented above are now compared in a VDSL environment. The setup can be found in [7]. The performance measure is the achievable bit rate of the system as a function of the equalizer length. Fig. 3 shows the achievable bit rates with filters designed with the two criteria, for $m = 1$ and $m = 2$. They are also compared with a simple rectangular prototype. This figure clearly shows the improvement brought by the time-frequency criterion. The achievable bit rate is higher whatever the complexity used in the equalizer.

This figure also shows the influence of the length of the prototype on the system. The achievable bit rate at very long equalizers gets higher with long prototypes (and thus long filters) but the minimal equalizer length necessary to obtain an acceptable result is much higher. Besides, for reasonable equalizer lengths, the shorter filters provide much better results. Hence it appears that the use of long filters is practically never a good choice, except perhaps for systems aiming at very high performance and not restricted in complexity. Note that, for this family of filters, it is not possible to get a smaller length than
\( L = 2N_t \) \((m = 1)\). Fig. 4 shows the effect of changing the number of carriers in the system. Again, the criterion used here is the time-frequency criterion, and the filters are of length \( L = 2N_t \) \((m = 1)\). Similarly to the effect of the filter length, it appears that larger number of carriers can reach higher performance at very high complexity, but the smaller number of carriers is usually better at reasonable equalizer lengths.

5 Conclusion

Two criteria of optimization have been compared for the choice of filters in multi-carrier modulation in a VDSL environment. It has been shown that the criterion based on the time-frequency localization provides better results than the out-of-band energy criterion (frequency localization) in every analyzed situation. Other important aspects in the design of the system have also been analyzed such as the number of carriers and the length of the filters.
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Abstract. Several code-aided algorithms for phase estimation have recently been proposed. While some of them are ad-hoc, others are derived in a systematic way. The latter can be divided into two different classes: phase estimators derived from the expectation-maximization (EM) principle and estimators that are approximations of the sum-product message passing algorithm. In this paper, the main differences and similarities between these two classes of phase estimation algorithms are outlined and their performance and complexity is compared. Furthermore, an alternative criterion for phase ambiguity resolution is presented and compared to an EM based approach proposed earlier.

1 Introduction

This paper deals with iterative code-aided algorithms for phase estimation and phase ambiguity resolution in a communications receiver. Coded channel input symbols are transmitted in frames of $L$ symbols. We consider a channel model of the form

$$Y_k = X_k e^{j\Theta} + N_k,$$

where $X_k$ is the coded channel input symbol at time $k \in \{1, \ldots, L\}$, $Y_k$ is the corresponding received symbol, $\Theta$ is the unknown (constant) phase, and $N_k$ is white complex Gaussian noise with (known) variance $2\sigma^2_N$, i.e., $\sigma^2_N$ per dimension. For the sake of definiteness, we assume that the channel input symbols $X_k$ are M-PSK symbols and are protected by a low-density parity check (LDPC) code. It is convenient to break $\Theta$ into two contributions:

$$\Theta = \Phi + Q \frac{2\pi}{M}$$

with $0 \leq \Phi < 2\pi/M$ and $Q \in \{0, \ldots, M-1\}$. Accordingly, the problem of estimating $\Theta$ can be decomposed in two subproblems: the problem of estimating
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\( \Phi \), referred to as “phase estimation”, and the problem of determining \( Q \), which is called “phase ambiguity resolution”.

Several turbo-synchronization algorithms have recently appeared that deal with constant phase rotations [1]–[5]. In [1], phase estimators are derived from the expectation-maximization (EM) principle. In [2], [3] and [4], phase estimation algorithms are presented that are approximations of the sum-product message passing algorithm applied to factor graphs of the channel model. An EM based algorithm for phase ambiguity resolution is proposed in [5].

In this paper, we compare the sum-product based phase estimators of [3] to the EM based phase estimator [1]. To this end, we formulate also the EM based estimator as a message passing algorithm. We refer to [6] for a classical exposition of the EM algorithm. We then compare the EM based phase estimator to several sum-product based algorithms in terms of performance and complexity. We also propose an alternative criterion for phase ambiguity resolution and compare it to the one proposed by Wymeersch et al. [5].

This paper is structured as follows. In Section 2, we briefly explain the factor graph we use to represent channel (1). In Section 3, we review both types of phase estimators and elaborate on the main differences between them. Section 4 considers the problem of phase ambiguity resolution. In Section 5, we investigate the computational complexity of the various estimation algorithms. In Section 6, we present simulation results.

2 Factor Graphs of the Channel Model

We use Forney-style factor graphs (FFG), where nodes (boxes) represent factors and edges represent variables. A tutorial introduction to such graphs is given in [7]. The system described in Section 1 is easily translated into the FFG of Fig. 1, which represents the factorization of the joint probability function of all variables. The upper part of the graph is the indicator function of the LDPC code, with parity check nodes in the top row that are “randomly” connected to equality constraint nodes (“bit nodes”). The nodes below the bit nodes represent the deterministic mapping \( f \) of the bits \( B_k^{(1)}, \ldots, B_k^{(\log_2 M)} \) to the symbol \( X_k \). These nodes correspond to the factors

\[
\delta_f \left( b_k^{(1)}, \ldots, b_k^{(\log_2 M)}, x_k \right) \triangleq \begin{cases} 1, & \text{if } f \left( b_k^{(1)}, \ldots, b_k^{(\log_2 M)} \right) = x_k; \\ 0, & \text{otherwise.} \end{cases}
\]

In Fig. 1, the variable \( S \) is defined as \( S \triangleq e^{j\Theta} \). The equality constraint node imposes the constraint \( S_k = S, \forall k \). Furthermore, \( Z_k \) is defined as \( Z_k \triangleq X_k S_k \). The row of “multiply nodes” represents the factors \( \delta(z_k - x_k s_k) \). The bottom row of the graph represents the factors \( p(y_k|z_k) \triangleq \frac{1}{N} e^{-||y_k - z_k||^2/2\sigma_N^2} \).
3 Phase Estimation Through Message Passing

Both in the sum-product based algorithms and in the EM based algorithm (which we will also view as message passing in the factor graph), the messages are updated according to the following schedule. First, the bottom row in Fig. 1 is updated, i.e., messages are sent from the received symbols $Y_k$ towards the phase model. Then, one alternates between

1. An update of the messages along the $S_k$ edges, which can be scheduled as a horizontal (left-to-right) sweep.
2. A subsequent horizontal (left-to-right) sweep for updating both the messages $\mu_{\square \rightarrow x_k}(X_k)$ out of the multiply nodes along the $X_k$ edges and the messages $\mu_{f \rightarrow b_k}(B_k)$ out of the mapper nodes along the $B_k$ edges.
3. Several iterations of the LDPC decoder.

In both algorithms, the messages out of the mapper nodes and inside the graph of the LDPC code are computed according to the standard sum-product rule [7]; we will therefore only consider the computation of the messages related to the phase $\Theta$. First, we briefly elaborate on how the messages are computed according to the sum-product rule, then we consider the EM rule.

Straightforward application of the sum-product rule to compute the messages along the $S_k$ edges leads to (intractable) integrals. Several methods to approximate these integral (or, equivalently, to represent the messages along the $S_k$ edges) are proposed in [3] and [4]: numerical integration, particle methods, canonical distributions (Fourier, Gaussian and Tikhonov) and gradient methods (“steepest descent”); each of these methods leads to a different phase estimator.

The EM based phase estimator of [1] may be viewed as a message passing algorithm that is similar to the steepest descent sum-product based estimator.
In both algorithms, the message $\mu_{S_k \rightarrow X}(s_k)$ is represented by an estimate $\hat{S}$. In the EM based phase estimator, this estimate is computed according to the rule [1]:

$$\hat{S} = \arg \max_s \sum_i \left( \sum_x \mu_{X_i \rightarrow X}(x) \mu_{X_i \rightarrow X}(x) \log \mu_{Z_i \rightarrow X}(xs) \right). \quad (4)$$

The rule (4) is similar to the sum-product rule [3]

$$\hat{S} = \arg \max_s \sum_i \log \left( \sum_x \mu_{X_i \rightarrow X}(x) \mu_{Z_i \rightarrow X}(xs) \right). \quad (5)$$

Note the difference in the position of the logarithm. In addition, the update rule (4) involves both the incoming messages $\mu_{X_i \rightarrow X}(x)$ and the outgoing messages $\mu_{Z_i \rightarrow X}(x)$; in the expression (5), only the incoming messages $\mu_{X_i \rightarrow X}(x)$ occur. In this particular case, the EM rule can be evaluated analytically [1]. In more complicated problems, this is not the case. One then typically uses steepest descent to compute a hard estimate. In this case, the similarity between EM based and steepest descent sum-product based synchronizers is even stronger.

### 4 Phase Ambiguity Resolution

The algorithms presented in the previous section make estimates of $\Phi$ (see Eq. (2)); they are not able to resolve the phase ambiguity, i.e., to detect $Q$. We determine $Q$ by hypothesis testing. For each possible value of $Q$, we apply the algorithms presented in the previous section. We restrict the domain of the $S_k$ messages to the set $\{ \exp j\theta : \theta \in [Q2\pi/M, (Q + 1)2\pi/M) \}$. We subsequently...
select the most likely hypothesis. Wymeersch et al. [5] derived the following EM rule for selecting $Q$:

$$
\hat{Q} = \arg \max_q \sum_i \left( \sum_x \mu_{X_i \rightarrow s_k}(x) \mu_{s_k \rightarrow X_i}(x) \log \mu_{Z_i \rightarrow s_k}(x \hat{s}_k(q)) \right),
$$

(6)

where $\hat{s}_k(q)$ is the estimate of $S_k$ under hypothesis $Q$. The rule (6) is an approximation of the MAP detector

$$
\hat{Q} = \arg \max_q \log \sum_i \int_{\phi} p(x, y, \phi, q) d\phi.
$$

(7)

We propose as alternative approximation

$$
\hat{Q} = \arg \max_q \sum_i \log \sum_x \mu_{X_i \rightarrow s_k}(x) \mu_{s_k \rightarrow X_i}(x).
$$

(8)

If the messages $\mu_{S_k \rightarrow s_k}(s_k)$ are represented as single values, then the rule (8) reduces to

$$
\hat{Q} = \arg \max_q \sum_i \log \sum_x \mu_{X_i \rightarrow s_k}(x) \mu_{Z_i \rightarrow \hat{s}_k}(x \hat{s}_k(q)),
$$

(9)

which is very similar to the expression (6). One observes the same differences and similarities between the expressions (6) and (9) as between the expressions (5) and (4). The criterion (8) is more general than (6): the phase messages need not to be represented as single values.

5 Computational Complexity

The computational complexity of the phase estimators is directly related to the way the phase messages are represented. Both in the EM algorithm and in the steepest descent sum-product algorithm, the phase messages are single real numbers. As a consequence, the complexity of both algorithms is similar and very low. The complexity of the approach based on numerical integration and particle filtering is much larger: it is proportional to the number of quantization levels and particles respectively, which is typically choosen between 100 and 1000. It is well known that numerical integration becomes infeasable in higher dimensions. Particle filtering on the other hand scales much better with the dimension of the system.

6 Simulation Results and Discussion

We performed simulations of the sum-product based as well as the EM based algorithms for joint phase estimation and phase ambiguity resolution. We used a fixed rate 1/2 LDPC code of length 100 that was randomly generated; we did not optimize the code for the channel at hand. The symbol constellation was
Gray-encoded 4-PSK. We iterated three times between the LDPC decoder and the phase estimator, each time with hundred iterations inside the LDPC decoder. We did not iterate between the LDPC decoder and the mapper. In the particle filtering (sum-product based) algorithm, the messages were represented as lists of 100 samples; in the numerical integration (sum-product based) algorithm, the phase is uniformly quantized over 100 levels.

Fig. 2 presents the FER (frame error rate) of the presented algorithms for joint phase estimation and ambiguity resolution. We include the FER for perfect synchronization, i.e., for the case in which the phase $\Theta$ is known. Moreover, we show the FER resulting from the M-law phase estimator assuming perfect phase ambiguity resolution. We observe that the M-law estimator gives rise to a degradation of up to 0.5 dB compared to perfect synchronization. Both the EM estimator as well as the sum-product based estimators are able to reduce most of this degradation. The particle filtering and numerical integration (sum-product based) estimators have slightly lower FER than the EM algorithm and steepest descent sum-product based algorithm, but their complexity is higher.
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Abstract. The performance of multiple-input-multiple-output (MIMO) systems over flat fading channels by calculating the Union Bound (UB) was analyzed. Based on the original idea of Verdu’s theorem, a new tighter UB by excluding the redundant code-matrices is introduced. The new tighter bound is calculated by the summation of the Pairwise Error Probabilities (PEPs) of code-matrices that belong to an irreducible set.

1 Introduction

The increasing requirement for faster and more reliable wireless communication links has brought systems with multiple antennas at the transmitter and the receiver, these systems are so called multiple-input multiple-output (MIMO) systems, to be considered ([1],[2]). Several papers analyze the performance of MIMO systems with different type of designs such as BLAST [1] and coded space time systems ([4], [6]). The Union Bound with simplified form is the popular method that we can use to theoretically evaluate the performance of MIMO systems but it shows the useless results for the low Eb/No. In this paper, we derive new tight bound for MIMO systems [1] over flat fading channels based on Verdu’s theorem [3], this theorem introduces how to refine the Union Bound by excluding the redundant terms then makes it tighter. Our proposed bound can be archived with less complexity of computation in comparison with the conventional Union Bound due to the computations are done over the irreducible set that is the subset of the codebook. The paper is organized as follows: in Section 2, we study ML detection criteria for MIMO channels and analyze the performance of MIMO systems with different type of designs such as BLAST [1] and coded space time systems ([4], [6]). In Section 3 we introduce the way to tighten the Union Bound for MIMO systems based on Verdu’s theorem [3]. Our summary and conclusions are presented in section 4.

2 ML Detection and Union Bound

2.1 ML Detection

Consider a MIMO system has \( M_t \) transmitting and \( M_r \) receiving antennas, respectively. Assume that a space-time system, adhering to [1], is used. The
transmitted signal with a block length $N$ is represented as $[x_1, ..., x_N]$, where $x_i = [x_1^i, ..., x_M^i]^T$, and transmitted over the flat fading channel as the model shown by Fig. 1. The received signal is expressed as the matrix $Y_{M_r \times N}$

$$Y_{M_r \times N} = \sqrt{\frac{E_s}{M_t}} H_{M_r \times M_t} X_{M_t \times N} + E_{M_r \times N}$$

where $E_{M_r \times N} = [e_1, ..., e_N]$ is the matrix of zero-mean complex Gaussian random variables with zero mean and independent real and imaginary parts that having the same variance $N_0/2$ (i.e., circular Gaussian noise). The channel is defined as the matrix $E_{M_r \times M_t}$ whose entries $h_{ij}$ are independent complex Gaussian variables, and $E_s$ denotes the transmitted symbol energy. Under the assumption of the Channel State Information (CSI) is perfectly known to the receiver, and of AWGN, the ML detection scheme is applied, the decoded code-matrix is chosen to meet the following criteria

$$\bar{X}_{M_t \times N} = \arg \min_{X_{M_t \times N}} \| Y_{M_r \times N} - \sqrt{\frac{E_s}{M_t}} H_{M_r \times M_t} X_{M_t \times N} \|_F^2,$$

where we define the square of Frobenius norm of a matrix $A_{m \times n}$ with the elements $a_{ij}$ as

$$\| A \|_F^2 = \sum_{i=1}^{m} \sum_{j=1}^{n} |a_{ij}|^2 = Tr(AA^H) = Tr(A^H A).$$

Suppose that $X_{M_t \times N}^{(i)}$ and $X_{M_t \times N}^{(j)}$ are the transmitted and decoded code-matrices respectively, an incorrectly decoding decision in favor of $X_{M_t \times N}^{(i)}$
$X^{(j)}_{Mt\times N}$ is made if only if

$$\left\| Y_{Mt\times N} - \sqrt{\frac{E_s}{Mt}} HX^{(j)}_{Mt\times N} \right\|_F^2 < \left\| Y_{Mt\times N} - \sqrt{\frac{E_s}{Mt}} HX^{(i)}_{Mt\times N} \right\|_F^2. \quad (4)$$

Let us define $\overline{X} = X^{(j)}_{Mt\times N} - X^{(i)}_{Mt\times N}$, after some steps of manipulation, the inequality (4) is equivalent to

$$2\text{Re}\left\{ E^H \sqrt{\frac{E_s}{Mt}} HX \right\} < -\frac{E_s}{Mt} HXX^H H^H. \quad (5)$$

Moreover, on the other hand we can easily obtain the mean and variance values of the left hand side of the inequality (5) as follows

$$\begin{align*}
\mathbb{E}\left[ 2\text{Re}\left\{ E^H \sqrt{\frac{E_s}{Mt}} HX \right\} \right] &= 0 \\
\text{Var}\left[ 2\text{Re}\left\{ E^H \sqrt{\frac{E_s}{Mt}} HX \right\} \right] &= 2N_0 E_s Mt HXX^H H^H. \quad (6)
\end{align*}$$

It follows that $2\text{Re}\left\{ E^H \sqrt{\frac{E_s}{Mt}} HX \right\}$ is a Gaussian random variable as

$$2\text{Re}\left\{ E^H \sqrt{\frac{E_s}{Mt}} HX \right\} \sim N\left(0, 2N_0 E_s Mt HXX^H H^H\right), \quad (7)$$

and hence, by simplified $X^{(a)}_{Mt\times N} = X^{(a)}$ $(a$ is an arbitrary index$)$, the pairwise error probability (PEP) with respect to the case of fixed channel $H$ can be calculated by

$$P\left( X^{(i)} \rightarrow X^{(j)} \mid H \right) = Q\left( \sqrt{\frac{E_s}{Mt}} \left\| H(X^{(i)} - X^{(j)}) \right\|_F^2 / 2N_0 \right). \quad (8)$$

When the channel $H$ is regarded as random channel, the probability of incorrect decision [4] (taken as the average over $H$) can be bounded as follows

$$P\left( X^{(i)} \rightarrow X^{(j)} \mid H \right) = \varepsilon_H \left[ Q\left( \sqrt{\frac{E_s}{Mt}} \left\| HX \right\|_F^2 / 2N_0 \right) \right]$$

$$= \left[ \frac{1}{\det(I + \frac{E_s}{4MtN_0} XX^H H^H HX)} \right]^{Mr}. \quad (9)$$

To obtain the final result in the inequality (9), during manipulation we apply the fact that $\det(I+AB) = \det(AB+I)$. 

### 2.2 Union Bound

Let us define the codebook that contains all valid code-matrices as the set \( \{ \Omega \} \) for any \( i, \ 0 \leq i \leq |\Omega| - 1 \), where \( |\Omega| \) presents the cardinality of the codebook. Assuming that all code-matrices are equally likely to be transmitted over the fixed channel \( H \), the total error probability can be obtained via the Union Bound and then upper bounded as

\[
P(e) = \sum_{\mathbf{X}^{(i)}, \mathbf{X}^{(j)} \in \Omega; i \neq j} P(\mathbf{X}^{(i)} \rightarrow \mathbf{X}^{(j)}|H)
\leq \frac{1}{|\Omega|} \sum_{\mathbf{X}^{(i)} \in \Omega} \sum_{\mathbf{X}^{(j)} \in \{\Omega\}|\{\mathbf{X}^{(i)}\}} Q\left(\sqrt{\frac{E_s \|H\mathbf{X}\|^2_F}{2N_0}}\right).
\]

(10)

In the equations (9) and (10), we have the term \( \|H\mathbf{X}\|_F \) standing for Euclidean distance between two code-matrices, and also can derive the average error probability of a MIMO system over the random channel in favor of Union Bound as follows

\[
P(e) \leq \varepsilon_H \left[ \frac{1}{|\Omega|} \sum_{\mathbf{X}^{(i)} \in \Omega} \sum_{\mathbf{X}^{(j)} \in \{\Omega\}|\{\mathbf{X}^{(i)}\}} P(\mathbf{X}^{(i)} \rightarrow \mathbf{X}^{(j)}|H) \right]
\]

\[= \frac{1}{|\Omega|} \sum_{\mathbf{X}^{(i)} \in \Omega} \sum_{\mathbf{X}^{(j)} \in \{\Omega\}|\{\mathbf{X}^{(i)}\}} \left[ \frac{1}{\det(I + \frac{E_s}{4MtN_0}\mathbf{X}^H\mathbf{H}^H\mathbf{H}\mathbf{X})} \right]^{M_r}.
\]

(11)

Let consider the all zero code-matrice \( \mathbf{X}^0 = [0]_{Mt \times N} \) as the transmitted code-matrice, the Union Bounds in inequalities (10) and (11) can be simplified as following equations in terms of fixed and random channels, respectively

\[
P(e) \leq \sum_{\mathbf{X}^{(j)} \in \Omega; j \neq 0} Q\left(\sqrt{\frac{E_s \|H\mathbf{X}^{(j)}\|^2_F}{2N_0}}\right),
\]

(12)

and

\[
P(e) \leq \sum_{\mathbf{X}^{(j)} \in \Omega; j \neq 0} \left[ \frac{1}{\det(I + \frac{E_s}{4MtN_0}(\mathbf{X}^{(j)})^H\mathbf{H}^H\mathbf{H}\mathbf{X}^{(j)})} \right]^{M_r}.
\]

(13)

From the inequality (13) we clearly see that the performance of MIMO systems in terms of error probability critically is depended on the number of received antenna which is regarded as diversity order. We also observe that the error probability of MIMO systems is closely related to the Euclidean distance between each pair of transmitted and received code-matrices. Equations (12) and (13) show that if the transmitted code-matrice is all zero matrix then the error performance depends on the distance spectrum of code-matrices belonging to codebook when CSI is known perfectly to the receiver.
3 Tighten Union Bound by Applying Verdu’s Theorem

3.1 Generalization Verdu’s Theorem for MIMO Systems

In the inequalities (12) and (13), the Union Bound are bounded by using the sum of the probabilities of all the individual error events instead of a union of all the probability of error events. If one of the pairwise error region (PER) caused by the decoded code-matrice, let say \( X = \{ X^{(j)} \in \Omega \mid \| Y_{M \times N} - \sqrt{\frac{E_s}{M_t}} H X^{(j)} \|_F^2 < \| Y - \sqrt{\frac{E_s}{M_t}} H X^{(0)} \|_F^2 \} \), is included in the union of some of the remaining PERs then it can be excluded out of the union or the sum in the right hand side of the inequalities (12) and (13). Therefore, in principle, we can exclude all the terms that do not correspond to the hyperplanes that form the faces of the Voronoi region of the transmitted all zero code-matrice. The method toward the elimination of these terms - let say the redundant terms - out of the Union Bound was derived by Verdu [3] in the case of binary antipodal transmission over the ISI Gaussian channel. A generalization of the Verdu’s theorem for coding theory was presented by Biglieri et al. [5], it shows a sufficient condition for excluding a redundant PEP out of the Union Bound. By applying a similar manner as in [5], we propose the method to exclude all the redundant code-matrices out of the codebook to form the irreducible set for calculating the tightened Union Bound of MIMO systems. Given codebook \( \Omega = \{ X^{(0)}, ..., X^{(\lfloor \log_2 p \rfloor - 1)} \} \) of all the valid code-matrices that can be the outputs of MIMO systems, then there exists the irreducible set which belongs to \( \Omega \) denoted by \( \chi = \{ \chi^0, ..., \chi^{p-1} \} \); \( \chi \in \Omega \), where \( p \) denotes the size of this set and any \( X^{(k)} \in \Omega \) that satisfies the conditions

\[
\begin{align*}
X^{(k)} &\notin \chi \\
X^{(k)} &= X^{(0)} + \alpha_j \sum_{j=0}^{p-1} (\chi^{(j)} - X^{(0)}), \quad \alpha_j = 0, 1; \quad \chi^{(j)} \in \chi \\
X^{(0)} &\text{ : transmitted code-matrice (all zero code-matrice)}
\end{align*}
\] (14)

or any code-matrice \( X^{(k)} \) can be represented as the sum of some elements of \( \chi \), all the elements of \( \chi \) can not be decomposed further. Then the PEP \( P(X^{(i)} \rightarrow X^{(j)}) \) can be expurgated out of the Union Bound defined in inequalities (12) and (13), respectively.

3.2 Tightened Union Bound for MIMO Systems

Consequently, the code-matrices of the codebook except the cardinality of the irreducible set will be excluded. Simply put, the Union Bound in cases of fixed and random channels in the inequalities (12) and (13) can be tightened respectively as follows

\[
P(e) \leq \sum_{\chi^{(j)} \in \chi} P(\chi^{(j)} \rightarrow X^{(0)} | H) = \sum_{\chi^{(j)} \in \chi} Q \left( \sqrt{\frac{E_s}{M_t} \left\| H(\chi^{(j)} - X^{(0)}) \right\|_F^2} \right)
\]
Fig. 2. Simulation result and analytical bounds.

\[ P(e) \leq \sum_{\chi^{(j)} \in \chi} \left[ \det(I + \frac{E_s}{4M_tN_0}(\chi^{(j)})^H H^H H\chi^{(j)}) \right]^{M_r}. \]  

It is easy to realize the above bounds yield the tighter approximation in comparison with the conventional Union Bound in the inequalities (12) and (13), respectively. To demonstrate this conclusion, we show the simulation results of MIMO systems \((N = 2, M_r = 2, M_t = 2\) and BPSK modulation scheme) and the Tightened Union Bound (as inequality (16)) as well as the conventional Union Bound (Union Bound is approximately calculated by the exponential function of inequality (13)) for random channel on Fig. 1. It is clear that the Tightened Union Bound is tighter than the Union Bound. In the area of \(Eb/N_0\) greater than 15dB, the new tighter bound is better than the simulation results due to using of exponential function (as the Chernoff bound).

4 Conclusions

In this paper we studied the BER performance of MIMO systems over the flat fading channels using Union Bound. We also derived the error probabilities of MIMO systems based on ML criteria for both cases of fixed and random MIMO channels. The significant step is that we base on the theorem derived by Verdu [3] and the irreducible set of MIMO code-matrices to calculate the new tighter bound. The bound is not only tighter than Union Bound but also simpler in terms of the computation complexity.
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Abstract. High code rate Block Turbo Codes (BTC) using Bose-Chaudhuri-Hocquenghem (BCH) codes have already demonstrated near Shannon performances for Quadrature Phase-Shift Keying (QPSK) over Additive White Gaussian Noise (AWGN) channel. We show here that reliable transmission can be achieved at less than 1 dB from Shannon limit with very low complexity Reed-Solomon (RS) BTC under the same transmission condition. This is due to a proper choice of RS component codes used to construct RS product codes. Furthermore the size of the coded blocks required for RS-BTC to achieve a given code rate is much smaller than for BCH-BTC which is very attractive for practical considerations.

1 Introduction

The introduction of Convolutional Turbo Codes (CTC) in 1993 [1] has considerably modified our approach to channel coding in the last ten years. The general concept of iterative Soft-Input-Soft-Output (SISO) decoding has been extended to Block Turbo Codes (BTC) [2] and also to Low Density Parity Check (LDPC) [3] codes. BTC are very efficient for high code rate (R>0.7) applications. BTC using concatenated Bose-Chaudhuri-Hocquenghem (BCH) codes can achieve reliable transmission using Quadrature Phase-Shift Keying (QPSK) over AWGN channel at less than 1 dB from Shannon limit with very high decoding speed and reasonable decoding complexity [4]. The main limitation for BCH-BTC is that very large coded blocks (>65,000 bits) are required to achieve high code rates (R>0.9).

Our motivation here was to investigate the performance of non-binary BTC. The most widely used non-binary code is Reed-Solomon (RS) code which has Maximum Distance Seperable (MDS) property. RS-BTC has already been investigated with QPSK modulation over AWGN channel in [5] and the results were declared not as good as BCH-BTC with respect to Shannon limit. After a theoretical analysis, we give here a proper choice of RS component codes used to construct RS product codes. The so constructed RS-BTC can achieve near
Shannon performances with QPSK modulation over AWGN channel using a very low complexity turbo decoder. In addition, the block size is almost three times smaller than BCH-BTC of similar high code rate.

The paper is organized as follows. In Section II we recall the basic concepts of RS product code and turbo decoding. Section III is dedicated to a theoretical performance analysis of product codes based on different BCH and RS component codes. Different RS Product codes are simulated in Section IV to verify the theoretical conclusion in Section III. After taking the simulation results into account, a good trade-off between complexity and performance is obtained. Section V draws some general conclusions and presents some future work on RS-BTC.

2 Iterative Decoding of RS-BTC

The concept of product code introduced by P. Elias [6] is a simple and efficient method to construct powerful codes. Product codes are obtained by means of serial concatenation of two (or more) linear block codes $e_1$ having parameters $(n_1,k_1,\delta_1)$ and $e_2$ having parameters $(n_2,k_2,\delta_2)$. $n_i$, $k_i$ and $\delta_i$ ($i=1,2$) stand respectively for code length, code dimension and Minimum Hamming Distance (MHD) of each component code. The parameters of the constructed product code $P$ are given by $n=n_1 \times n_2$, $k=k_1 \times k_2$, $\delta=\delta_1 \times \delta_2$. The code rate of $P$ is $R=R_1 \times R_2$ where $R_i$ ($i=1,2$) is the code rate of its component code. It is shown [7] that all $n_1$ rows of the product code are code words of $e_2$ just as all $n_2$ columns are code words of $e_1$ by construction.

RS codes are a subclass of non-binary BCH codes. RS$(n,k,\delta)$ is a Maximum Distance Seperable (MDS) code which has the highest code rate for a given error correcting capability $t$ and code length $n$. RS product codes are constructed from $k_1 \times k_2$ $Q$-ary information symbols ($k_1 \times k_2 \times q$ data bits) where $Q=2^q$. Serial concatenation is realised by coding $Q$-ary symbols along rows and columns successively. Our RS product code $P$ is constructed by using two identical component codes $e_1=e_2=RS(n,k,\delta)$. Each element of the Galois Field GF($Q$) can be represented by $q$ bits with the help of the Galois field generator polynomial [8]. Thus the so constructed RS product code can be described by a matrix $[E]$ having $n$ rows and $n \times q$ columns after a $Q$-ary to binary decomposition, as shown in Fig. 1.

The transmission with QPSK modulation over AWGN channel can be regarded as the superposition of two independent Binary Phase-Shift Keying (BPSK) applied respectively on the in-phase and orthogonal carrier. Each bit of the RS product code matrix $[E]$ is associated with a binary symbol according to the mapping rule ($0 \rightarrow -1$, $1 \rightarrow +1$). At channel output, the bit level Log Likelihood Ratio (LLR) is computed and fed to the following turbo decoder.

The turbo decoder is made up of several cascaded Soft-Input-Soft-Output (SISO) decoders. Each SISO decoder is used for decoding rows and columns of the received matrix $[R]$. A SISO decoder can be divided into a Soft-Input-Hard-Output (SIHO) decoder and a reliability estimator of each decoded bit at the output of SIHO decoder. The Chase algorithm [9] is extended to construct the SIHO
decoder for RS\((n, k, \delta)\) over GF\((Q)\). Let the vector \(R_v = (r_1, r_2, ..., r_i, ..., r_{qn})\) be the normalized bit level LLR sequence after soft demodulation for one received word and \(Y = (y_1, y_2, ..., y_i, ..., y_{qn})\) be the hard-decision estimation of the transmitted sequence with the relationship \(y_i = 0.5 \times [\text{sign}(r_i) + 1] \ (1 \leq i \leq q \times n)\). First \(s\) least reliable positions corresponding to components with the smallest absolute values in vector \(R_v\) are determined. Test patterns of length \(qn\) of weight 0 to \(s\) with the ‘1’ restricted to the least reliable positions are added to the sequence \(Y\) to obtain new binary sequences. For each new binary sequence, a corresponding \(Q\)-ary sequence \(H = (h_1, ..., h_i, ..., h_n)\) is then obtained after the binary to \(Q\)-ary conversion. The algebraic RS decoder processes these \(Q\)-ary sequences and produces a code word set \(U\) containing at most \(2^s\) different code words at its output. Each code word in \(U\) has its binary representation after converting every \(Q\)-ary symbol into \(q\) bits. For each code word, its binary representation is used to calculate its corresponding Euclidean Distance (ED) with respect to \(R_v\). The Maximum-Likelihood (ML) RS code word \(D\) which has the minimum ED among all code words in \(U\) is selected as the output of SIHO decoder. At each bit position \(j\) \((1 \leq j \leq qn)\), the code words in \(U\), whose binary representations have an opposite bit with respect to \(d_j\), will be considered. Among these code words, the code word \(C\) which has the minimum ED to \(R_v\) is of interest. This code word \(C\) is called as the concurrent code word of \(D\). If the search of such a concurrent code word \(C\) is successful, the soft output \(r'_j\) for bit \(d_j\) \((1 \leq j \leq qn)\) is given by [2]:

\[
r'_j = \left(\frac{M_C - M_D}{4}\right) \times d_j
\]

where \(M_D\) is ED from \(D\) to \(R_v\) and \(M_C\) is ED from \(C\) to \(R_v\). Else we use the predefined or optimised value \(\beta\) and the following relation:

\[
r'_j = r_j + \beta \times d_j
\]

The difference between the soft output value \(r'_j\) and soft input value \(r_j\) is the extrinsic information \(w_j\) for bit \(d_j\) \((1 \leq j \leq qn)\). The extrinsic information \(w_j\) as well as the channel output value \(r_j\) are used to obtain the input to the next SISO decoder at position \(j\) by means of equation (3):

---

**Fig. 1.** RS product codes with \(Q\)-ary symbol concatenation
where $\alpha$ is the coefficient used to reduce the influence of extrinsic information in the first iterations.

In practice, a very simple and efficient stopping criterion based on syndrome check is integrated in turbo decoding process to reduce the average number of iterations [10]. If all the rows (or columns) before row (or column) decoding at a given iteration are codewords, then the decoding algorithm has converged and the decoding is stopped. However, if the algorithm has converged to a wrong code word, these errors will be taken into account in the determination of the number of errors in the subsequent iterations. A counter is used to cumulate the syndromes of $Y$ during row (or column) decoding. Iterative decoding is stopped when counter is null at the end of row (or column) decoding. Thus the additional complexity of this stopping criterion is very low.

3 Shannon Limit of BCH and RS Product Codes

Prior to turbo codes, the Asymptotic Coding Gain (ACG) was regarded as the major parameter to evaluate the error correction capability of a code. It is defined as follows [11]:

\[ G_a = 10 \times \log(R\delta) \]  

where $R$ is the code rate and $\delta$ is MHD of the code. Although this parameter is important, it has the disadvantage of depending only on the code itself and shows only the asymptotic performance. Shannon limit is a more general parameter. It takes code length, code dimension, target error rate and the used modulation, which is independent of the code [12], into consideration. Thus we shall consider Shannon limit to compare the theoretical performance of different BCH and RS product codes.

Shannon limit of different BCH and RS product codes are given in Table 1. We consider BCH and RS product codes using classical single-error-correcting codes and their extended and expurgated versions as component codes. In order to compare the performance of codes with similar code rate, BCH and RS product codes are constructed over different Galois Fields. Differences in Shannon limit are calculated by taking product code based on classical single-error-correcting component codes as reference.

We observe that when replacing classical RS($t=1$) component codes by their extended or expurgated versions, there is a significant reduction in both code rate and Shannon limit at product code level. As for BCH product codes of similar code rates, the reductions of these two parameters are negligible. Thus the adoption of extended or expurgated BCH codes as component codes to construct product codes is not attractive for RS product code case. This is because the penalty in terms of code rate and Shannon limit is too high in the latter case.
Table 1. Shannon Limit of Different BCH Product Codes

<table>
<thead>
<tr>
<th>Code</th>
<th>$n^2$ (bits)</th>
<th>$k^2$ (bits)</th>
<th>$R$</th>
<th>$SH$ (dB)</th>
<th>$\Delta$ (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCH(31, 26)$^2$</td>
<td>961</td>
<td>676</td>
<td>0.7034</td>
<td>2.379</td>
<td>0</td>
</tr>
<tr>
<td>BCH(32, 26)$^2$</td>
<td>1024</td>
<td>676</td>
<td>0.6602</td>
<td>2.089</td>
<td>-0.29</td>
</tr>
<tr>
<td>BCH(31, 25)$^2$</td>
<td>961</td>
<td>625</td>
<td>0.6504</td>
<td>2.069</td>
<td>-0.31</td>
</tr>
<tr>
<td>RS(15, 13)$^2$</td>
<td>900</td>
<td>676</td>
<td>0.7511</td>
<td>2.739</td>
<td>0</td>
</tr>
<tr>
<td>RS(16, 13)$^2$</td>
<td>1024</td>
<td>676</td>
<td>0.6602</td>
<td>2.089</td>
<td>-0.65</td>
</tr>
<tr>
<td>RS(15, 12)$^2$</td>
<td>900</td>
<td>576</td>
<td>0.64</td>
<td>2.049</td>
<td>-0.69</td>
</tr>
<tr>
<td>BCH(255, 247)$^2$</td>
<td>65025</td>
<td>61009</td>
<td>0.9382</td>
<td>4.079</td>
<td>0</td>
</tr>
<tr>
<td>BCH(256, 247)$^2$</td>
<td>65536</td>
<td>61009</td>
<td>0.9309</td>
<td>3.929</td>
<td>-0.15</td>
</tr>
<tr>
<td>BCH(255, 246)$^2$</td>
<td>65025</td>
<td>60516</td>
<td>0.9307</td>
<td>3.919</td>
<td>-0.16</td>
</tr>
<tr>
<td>RS(63, 61)$^2$</td>
<td>23814</td>
<td>22326</td>
<td>0.9375</td>
<td>4.139</td>
<td>0</td>
</tr>
<tr>
<td>RS(64, 61)$^2$</td>
<td>24576</td>
<td>22326</td>
<td>0.9084</td>
<td>3.569</td>
<td>-0.57</td>
</tr>
<tr>
<td>RS(63, 60)$^2$</td>
<td>23814</td>
<td>21600</td>
<td>0.9070</td>
<td>3.549</td>
<td>-0.59</td>
</tr>
</tbody>
</table>

Although the ACG of product codes based on modified RS component codes can be increased, the optimum decoding complexity for these codes increases significantly. Let us consider the SISO decoder using Chase-II algorithm. In order to achieve reliable transmission with the extended (or expurgated) RS product code, a much larger number of test patterns will be required. As a result, it will reduce its practical interest. To summarize, the best trade off between complexity and performance is to use single-error-correcting RS component codes in the construction of RS product codes.

4 Simulation Results

Following the above conclusion, four different single-error-correcting classical RS codes based on four different Galois Field $GF(8)$, $GF(16)$, $GF(32)$, $GF(64)$ have been considered for constructing RS product codes. These four product codes are noted as $RS(7, 5)^2$, $RS(15, 13)^2$, $RS(31, 29)^2$ and $RS(63, 61)^2$ and are transmitted with QPSK modulation over AWGN channel.

The Bit Error Rate (BER) is evaluated by using Monte Carlo simulation technique for different $E_b/N_o$ values. The number of test patterns in the simulation is limited to 16 in order to keep the turbo decoder at a very low complexity level. These performance curves are shown in Fig. 2 for 8 iterations with stopping criterion. The BER is given for 400 matrices having at least one erroneous Q-ary symbol after decoding down to a BER of $10^{-5}$. As a comparison, we consider RS product codes based on double-error-correcting RS component codes. These RS product codes are $RS(7, 3)^2$, $RS(15, 11)^2$, $RS(31, 27)^2$ and $RS(63, 59)^2$. The same simulation conditions are applied to these codes. These performance curves are shown in Fig. 3. The influence of the test pattern number on the performance of RS-BTC is also evaluated. We increased the number of test patterns from 16 to 32 for all above codes while keeping other simulation conditions unchanged. The curves are also shown in Fig. 2 and Fig. 3.
Table 2. $\Delta$SH for RS-BTC over AWGN Channel

<table>
<thead>
<tr>
<th></th>
<th>16 test patterns</th>
<th>32 test patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td>$RS(7,5)^2$</td>
<td>0.9 dB</td>
<td>0.90 dB</td>
</tr>
<tr>
<td>$RS(15,13)^2$</td>
<td>0.8 dB</td>
<td>0.80 dB</td>
</tr>
<tr>
<td>$RS(31,29)^2$</td>
<td>0.8 dB</td>
<td>0.75 dB</td>
</tr>
<tr>
<td>$RS(63,61)^2$</td>
<td>0.8 dB</td>
<td>0.70 dB</td>
</tr>
<tr>
<td>$RS(7,3)^2$</td>
<td>2.05 dB</td>
<td>1.76 dB</td>
</tr>
<tr>
<td>$RS(15,11)^2$</td>
<td>1.85 dB</td>
<td>1.52 dB</td>
</tr>
<tr>
<td>$RS(31,27)^2$</td>
<td>1.77 dB</td>
<td>1.47 dB</td>
</tr>
<tr>
<td>$RS(63,59)^2$</td>
<td>1.64 dB</td>
<td>1.37 dB</td>
</tr>
</tbody>
</table>

The gaps to Shannon limit with 16 and 32 test patterns in the SISO decoder are computed and shown in Table 2. We can see that the improvements are negligible for $RS(t=1)$ based product codes when the number of test patterns is doubled. Thus the number of test patterns equal to 16 can achieve a good trade-off between complexity and performance for these RS-BTC. For $RS(t=2)$ based product codes, there are significant performance improvements when the number of test patterns is increased to 32. But even in this case, the gaps to Shannon limit are still greater than 1.35 dB. We thus need a more sophisticated turbo decoder with a larger number of test patterns to achieve reliable transmission with these codes.

Fig. 2. $RS(t=1)$ based RS-BTC with QPSK over AWGN channel
The performances of RS-BTC are compared to those of BCH-BTC with similar code rates. Three parameters: block information size $K$, code rate $R$ and the gap to Shannon limit $\triangle SH$ are used as comparison guidelines. They are given in Table 3 for codes with different block size. It shows that both BCH-BTC and RS-BTC can exhibit near Shannon performance with QPSK modulation over AWGN channel. When we consider the codes of similar code rates, RS-BTC have data blocks $K$ in the order of three times smaller than those of BCH-BTC. This observation is valid for codes with different block sizes and code rates.

### 5 Conclusion

In this paper we show that product codes using single-error-correcting RS component codes can achieve reliable transmission at less than 1 dB from theoretical Shannon limit. Previous contribution [5] on RS-BTC considered the extended (or expurgated) RS component codes which introduce a significant penalty in
terms of code rate and require the use of very large number of test patterns in the SISO decoder to achieve optimum performance. We thus propose to use classical RS($t = 1$) code as component code which yields to a product code with MHD equal to 9. With this choice of RS component codes, a very low complexity turbo decoder using only 16 test patterns can guarantee a good trade-off between complexity and performance.

The proposed RS product codes exhibit a much smaller block size than BCH product codes of similar code. As the encoding/decoding delay and memory size in hardware implementation is proportional to the size of data block, this gives a serious advantage to the newly proposed RS-BTC over BCH-BTC for high code rate applications. In addition, the RS encoder/decoder is based on $Q$-ary symbol processing instead of bit processing. Thus coding/decoding speed can be greatly accelerated. Future work will consider practical applications for these RS-BTC.
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Abstract. An authentication, authorization and accounting (AAA) system is one of the most important components for internet service providers (ISPs) and wireless service providers (WSPs). For QoS management of accounting data in a Diameter-based AAA system, the current paper proposes an updated accounting protocol based on a sub-session state machine, instead of the original (RFC) stateless accounting framework on the server side. As such, the proposed design and implementation strategy can effectively apply the Diameter AAA system to a Mobile IP roaming user with different service levels. For co-operation between authentication, the authorization state machine, and the base protocol state machine on the AAA client side, the current paper proposes an updated accounting state machine (current standard is not clearly defined). For the interface between the Mobile IP protocol part and the AAA client of the accounting state machine, an new designed sub-session based accounting state machine is also proposed on the client side and a sub-session-based scenario demonstrated using the accounting protocol. This paper enhance new IP based accounting techniques to support soft-guaranteed QoS in a wireless Internet architecture.

1 Introduction

With the rapid growth of access network technologies and dramatic increase in subscribers, Internet service providers (ISPs) and communication service vendors are facing some difficult challenges in providing and managing network access security. To provide better services, vendors must be able to verify and keep account of mobile service subscribers’ service levels. Furthermore, vendors need to be able to measure the connection time to the network for billing and resource planning purposes. One solution that meets these requirements is authentication, authorization, and accounting (AAA).

In wired network, needs of the QoS for multimedia service has been increased and algorithms of prioritizing among packet classes and delivering time sensitive packets in existing bandwidth has been studied[1].
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In addition, QoS (Quality of Service) via wireless networks is expected to become a crucial part of the mobile service provider (MSP)’s service area[2]. As an AAA protocol, IETF AAA WG was developed to overcome the shortcomings and deficiencies of the RADIUS protocol. Distinct from RADIUS, Diameter adopts a base protocol that is a kind of engine that works with Diameter applications. However, the Diameter base and application protocol [3-4], as defined by current accounting standards, which constitute a fully operable protocol suite in a real environment, still have some implementation problems for accounting that need to be solved and require enhancements for various wireless applications. For co-operation between authentication and authorization in the AAA framework, i.e. real-time accounting transfers should adopt a state machine based accounting protocol. In addition, the accounting mechanism of Diameter should be able to specify a service quality for maintaining and transporting policy-based accounting records until the mobile user disconnects[4].

Thus, the current paper proposes and implements an accounting protocol that has a new sub-session based accounting state machine on both the server side and the client side. The remainder of this paper consists of a brief introduction to the AAA protocol in Chapter 2, the architecture of the proposed AAA in Chapter 3, and some final conclusions in Chapter 4.

2 Diameter AAA Protocol

The Diameter’s Mobile IP application allows an AAA server to authenticate, authorize, and collect accounting information for a Mobile IP service rendered to a mobile node. The major differences between Diameter and RADIUS include:

- Peer-to-peer nature
- Explicit support for intermediaries
- Extensibility
- Built-in failover support
- Larger attribute space
- Bit to indicate mandatory status of data
- Application-layer ACKs and error messages
- Unsolicited server messages
- Peer discovery
- Negotiation capabilities

The AAA infrastructure verifies the user’s credentials and provides a service policy to the serving network for which the user is authorized. The AAA infrastructure can also provide a reconciliation of charges between the serving and home domains. In the model in Fig. 1, the AAA server authenticates, i.e. authorizes the mobile node (once its identity has been established) to use Mobile IP and certain specific services in a foreign network, and takes account of the usage information.

The basic concept in the Diameter AAA standard is to provide a base protocol framework that can be extended to provide AAA application services to
various access networks. The base protocol provides a common functionality to a set of applications, such as the capability for negotiation, delivery of command codes (messages), peer link management and fault recovery (Watch dog), user session management, basic accounting functions, and others. The application protocols of the AAA standard have been built with massive scaling, flexibility of comprehensive attributes, and incorporated applicable level accounting support for each application service. The application of NASREQ (EAP), Mobile IPv4, Mobile IPv6, and IP-based multimedia and others is shown in Fig. 2.

The Foreign (serving) authentication server (AAAF) requests proof from the external home authentication server (AAAH) that the external mobile node has acceptable credentials for the Mobile IP registration process. The Mobile IP registration message (RRQ) from the mobile node is sent by FA through the AAAF (and through the AAAB) to the AAAH server. The FA translates the Mobile IP registration protocol into the Diameter protocol and transports the message to the AAA server. If the user is able to access the required network, the Diameter Client sends an Acct start request message to the home Diameter Server. On receipt of the Acct start request message, the home Diameter Server answers the request via an Acct start answer message. As an option, during an Acct session, the Diameter Client can send snapshot accounting data in an interim record to the home Diameter Server. There is a disparate session identifier between a Foreign Agent and the home Diameter Server, and between
the home Diameter Server and a Foreign Agent[3]. When the home Diameter Server that performs the Auth service identifies a new session, it creates an Accounting-Multi-Session-Id. Yet, when the Home Agent decides that the new session is caused by the movement of a mobile node (Foreign Agent Handoff), it overwrites the value of the Accounting-Multi-Session-Id received from home the Diameter Server in a Home-Agent-MIP-Request to the old value used before the movement. The Home Agent then sends the changed Accounting-Multi-Session-Id in a Home-Agent-MIP-Answer to the home Diameter Server, which sends the Accounting-Multi-Session-Id to the Foreign Agent in an AA-Mobile-Node-Answer. The AAA servers must perform authentication and authorization during the initial Mobile IP registration step. Thereafter, accounting as a next step must performed. An all accounting message must including the Accounting-Multi-Session-Id and the AVP is used to merge the accounting data from multiple accounting sessions.

3 Proposed Accounting Protocol for Mobile IP Service

User

3.1 Protocol Descriptions

This section introduces the redesigned sub-session based accounting protocol and the test environment for specified accounting in a Mobile IP service based on QoS. In the Diameter accounting protocol, the accounting protocol is based on a server-directed model with capabilities for the real-time delivery of accounting information. One of the requirements for the AAA service is to support a detailed accounting service for the Mobile IP. The accounting function must maintain and transport the session-based interim and realtime accounting records until the mobile user disconnects[3-4]. Interim accounting provides protection against the loss of session summary data by providing checkpoint information that can be used to reconstruct the session record in the event that the session summary information is lost.

Therefore accounting is a crucial factor in the protocol design and implementation of the AAA. As such, the following accounting functions can be placed on the AAA service:

- Real-time Accounting
- Accounting-related services (Prepaid cards, Postpaid cards) Support (Billing Applications)
- End-to-End Security
- QoS or flow-based Accounting using sub-session scheme
- Package or usage-based accounting
- Fault resilience accounting
- Periodic transporting protocol based on accounting interim interval

Basically diameter protocol provide two different types of services to applications. The first involves authentication and authorization, and can optionally
make use of accounting. The second only makes use of accounting. So, accounting state machine was none in the first case and independent accounting state machine was defined for second case.

In this paper, we defined co-operating scenario and state machine for flexible and coupled accounting. Fig. 3 describes the co-operating scenario for authentication, authorization and accounting in a case initiated state of an authentication session connection, where an open state and connecting accounting protocol is established and comes to the accounting state machine. This scenario is a connection scenario with a Mobile IP application process. The state machine starts when it receives a request from a user application. The Diameter Client sends an Auth request to the home Diameter Server. On receipt of the request, the home Diameter Server responds to the Diameter Client. Then an Auth session is started, and the state is Pending. If a successful service-specific authentication and authorization answer is received with a non zero auth-lifetime, the next state is Open. To obtain interaction between the authentication and authorization and the accounting part, the proposed accounting architecture must support the same session-based connection and a procedure for exchanging the state information and session information for a series of Authentication, Authorization and Accounting (AAA) services. The accounting state machine can also reach to the Open state of authentication and authorization.

Fig. 3. Co-operative State Machine

In this paper, we present a new accounting mechanism of AAA providing mobile networks. In standard, QoS or different service level based accounting is not clearly defined up to date. So, another new sub-session mechanism can be used for specific service of different service level based on user session. We introduce another some bit for different service level in sub-session ID field. The fields of sub-session ID Avp are consist of 3 part, Diameter Avp head, Service level and Session ID.
\[ \text{Sub - SessionIDAvp} \] ::= \[ \text{Diameter - Avp - Header : Code, Flag, length} \]

\[ \text{Sub - Session - Id} \] 
\[ \text{QoS - Code} \]

The QoS-Code field in Sub-session ID avp is type unsigned64 and contains the accounting sub-session’s QoS code. It is used for the different service level as user select. If a specified interim interval exists, the Diameter client must produce additional records between the Start Record and Stop Record, Interim Record and an sub-Start Record for sub-session, sub-Stop Record for sub-session and sub-Interim Record for sub-session, and the AAA server must store all kinds of marked sub session records periodically for different service levels, as shown in Fig. 4. The subsequent procedures of session-based accounting and sub-session-based accounting are shown in Fig. 4.

![Fig. 4. Accounting process for different service level](image)

Figs. 5 and 6 show the re-design of the client state machine and server state machine based on the original AAA protocol that is not clearly defined. Fig 5 shows the design of a session-based accounting state machine as well as a sub-session-based accounting state machine. A sub-session represents a distinctly different service that has a different level, plus it can be included in a given session. These services can occur concurrently or serially.

As shown in Fig. 6, the Diameter Client sends an Accounting raw data request message to the Mobile IP protocol part. The Mobile IP protocol part responds (sends counted volume of the used traffic data of the user), then the procedure of making the ACR Accounting packet is started. While performing the user application service, the ACR accounting messages continue to be sent. When a session is moved to the Idle state, any resources that were allocated in authentication, authorization, and accounting for the particular session must be released. The states PendingS, PendingI, PendingL, PendingE and PendingB stand for pending states to wait for an answer to an accounting request related to a Start, Interim, Stop, Event or buffered record, respectively.
3.2 System Architecture for Implementation

Our system model can be applied to the wireless environments including 3G like CDMA-2000 and UMTS, and 802.1x networks. As shown in Fig. 7, AAA in mobile environment is based on a set of client and server. The implementation protocol stacks of AAA servers are shown in Fig. 7. To address the privacy problem in wireless mobile computing, we introduce TLS protocol and to endure...
Fig. 6. Updated State Machine of AAA Accounting (FA/HA): sub-session state is omitted for want of space

the robust communication also adapt SCTP transport protocol in low layer protocol section.

Table 1 shows system description of the test environment of Diameter based AAA for Mobile IP. Fig. 8 shows the real implementation environment of the MIP-based AAA System.
Fig. 7. Protocol Stacks of AAA servers for Implementation

Fig. 8. Implementation Environment

Table 1. System Configuration

<table>
<thead>
<tr>
<th>System</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAA Server and Client platform</td>
<td>ZION LINUX SYSTEM(2CPU, Intel Zeon 700MHz)</td>
</tr>
<tr>
<td>AAA Server and Client OS</td>
<td>Red Hot Linux 6.2(Kernel v. 2.2.19)</td>
</tr>
<tr>
<td>Mobile Node platform</td>
<td>Embedded Linux for MN</td>
</tr>
</tbody>
</table>

4 Results of Implementation

The proposed accounting system has five sub modules (blocks) used for storing accounting records, processing accounting messages, controlling sessions(sub-
sessions), and monitoring in/out inter-block messages, as shown in Fig. 9. To address the QoS specified accounting in wireless mobile computing, we introduce QoS code point table to transport and to endure the QoS based inter-network communication also adapt accounting mechanism of different service level for different administration-domain.

Following shows information description of the QoS based accounting of Diameter based AAA for Mobile IP in inter-network communication.

- Service Type
- Sub-Session-ID
- QoS-Level of Providing Service
- Accounting Information for Specified Service

We measured the time (processing time) spent for the authentication step and the time spent for the accounting step at AAAH, and the CPU load average of sub-session based accounting. Clearly, the accounting took more time than duration of the authentication and authorization and 3 sub-session based accounting from FA and HA has more sever system load than simple accounting’s. Table 2 also shows the specified processing time of the authentication, authorization and accounting in AAAH. Table 3 also shows the averaged count of the CPU load in sub-sessions based accounting and simple accounting. The value of the CPU load average means averaged waiting job count in Linux based system.

**Table 2.** Comparison of processing-time in Authentication, Authorization and Authentication

<table>
<thead>
<tr>
<th>Processing Time in AAAH (sec)</th>
<th>Authentication and Authorization</th>
<th>Accounting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.10 - 1.36</td>
<td>3.7 - 4.6</td>
</tr>
</tbody>
</table>
Table 3. Comparison of System Load in the Sub-session based Accounting

<table>
<thead>
<tr>
<th>Load Average</th>
<th>Simple Accounting</th>
<th>Sub-Session based Accounting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3.7 - 4.7</td>
<td>6.5 - 8.53</td>
</tr>
</tbody>
</table>

Proposing this solution for AAA and QoS Mobility Management issues, this study aims to contribute to the technical innovation of the 3G systems by exploiting the potential of IP-based wireless mobile multimedia networking in evolution towards 4G systems. The sub-session-based accounting had a significant effect on the accounting system load. If lots of sub-sessions exist, the Diameter client must produce more additional records between the Start Record and Stop Record, Interim Record for sub-session, and the AAA server must endure sever system load for different service levels. To support a robust AAA network for a nationwide ISP (Internet Service Provider), a cautious accounting server-model design would seem to be very important. Furthermore, the accounting process must be robust to the system load, if QoS-based accounting or flow-based accounting is needed. So, we should solve this problem as a batch accounting method for QoS-based and flow-based accounting.

1. Initially, a parent accounting session is established
2. User want to start multimedia service with different service level
3. QoS-based inner sub-session is also established as marked different service level
4. Each accounting Data is counted for specified processing
5. Each accounting Request Message is send to peer
6. The sub-session is over as user’s multimedia service is finished
7. Parent session is also finished

The authentication and authorization functions only occur during the network access time, then the system load of AAA (Authentication, Authorization, and Accounting) usually determines the accounting process thereafter. Thus, management of the accounting function allows a Diameter server, which maintains a robust AAA session, to provide a stable service. And in this research, we can state that everything was designed to take a more advanced approach in QoS base accounting. From a macro prospective, we get confirmation of some divided sub-session using level of different services, so, a QoS accounting method.

5 Conclusion

The current paper proposed and implemented a new accounting protocol for different service levels in a Diameter-based AAA system. We also showed the newly designed sub-session based accounting protocol. For different service level, we have introduced a QoS bit in sub-session ID and state machine with sub-session. In addition, we also tested accounting system with sub-session for Mobile IP user and presented the result that showed robust AAA system can perform the QoS based Accounting service due to system load. And we can state that our research was designed to take a more advanced approach in QoS base accounting.
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Abstract. Dynamic pricing schemes in telecommunication networks were traditionally employed to create users' incentives in such a way that the overall utilization is improved and profits are maximized. However, such schemes create frustration to users, since there is no guarantee that they would get services at the anticipated prices. In this paper, we propose a pricing scheme for priority telephony systems that provides alternatives to users. Users can choose between a) a dynamic price scheme that provides a superior quality of service or b) a fixed low price with acceptable performance degradation. Our results verify that the proposed pricing scheme improves the overall system utilization and yet guarantees users’ satisfaction.

1 Introduction

In long-haul communications, network resources are critical commodities that require an efficient allocation mechanism to users. In recent years, researchers have been focusing on resource allocation schemes, so that network resources can be utilized efficiently and total profit from resource usage is maximized. However, it is well known that network users act independently and sometimes “selfishly”, regardless of the current network traffic conditions. Therefore, even with advanced resource allocation schemes in place, it is hard to avoid congestion. As a result, congestion reduces the total system utilization. Mechanisms that give users incentives to behave in ways that improve the overall utilization and performance of the network are needed. In commercial networks, pricing had been proved an effective mean to resolve the problem of scarce resource allocation.

Network users are inherently price sensitive. Via prices, the network could send signals to the users, providing them with incentives that influence their behavior [1]. Pricing thus becomes an effective mean to perform traffic management and congestion control. Such schemes are known as dynamic pricing schemes. In a dynamic pricing scheme, call prices change as demand fluctuates [2]. It rises in accord with demand, deterring additional users from accessing the network or holding network resources for long periods during congestion time. Therefore, such schemes create users’ incentive for efficient network utilization. In addition, during the off-peak hours, the price drops from its nominal level; this will serve as an incentive to generate more traffic to an otherwise under-utilized network [3].
However, despite the beneficiary of dynamic pricing, it has major drawbacks. Dynamic pricing schemes create frustration to users. Since price fluctuates according to demand, there is no guarantee to final charges. Users with low price expectations would risk being blocked, during congestion periods.

In this paper, we propose a middle ground where users have choices in the way they are priced: they can either accept a) a dynamic pricing scheme, where prices changes according to the system congestion levels, or b) a fixed pricing scheme, where the provider charges a low price, with users experiencing an acceptable performance degradation.

The paper is organized as follows: In Section 2, we describe the traditional dynamic pricing used in a Priority Telephony System. In Section 3, we present our priority queuing system, where the appropriate parameters are defined. Section 4 shows numerical results and how our proposed pricing scheme can improve the call admission control mechanism of the network. Discussion on the results is also taking place in that section. In Section 5, we draw the conclusion of our work.

2 Dynamic Pricing in Priority Telephony System

In telephony networks, whenever congestion occurs, the incoming telephone calls can either be blocked from the system or placed into a buffer (queue), waiting to be served whenever the telephone trunks are free. In the latter case, the Quality of Service (QoS) metric used for measuring the performance of the system is the delay that users experience in the queue. The shorter the time users spend in the queue, the better for them.

In queuing networks, users experience delay according to their priority agreement with the system, which can be described by a Priority Queuing Model. In a priority queuing system, users who require more attention are distinguished from those who can endure the quality of conventional services. Usually, the QoS required by priority users is higher and therefore should be served faster than the average (conventional) users. The price charged to priority users is clearly higher.

Currently, the service charge for telephone users is either fixed per call or flat. One of the advantages of these schemes is the simple billing and accounting processes [4, 5]. However, since users act independently and sometimes in a “selfish” manner, they utilize the system regardless of its traffic condition. Such pricing schemes do not provide incentives for users to avoid congestion during peak hours and cannot react effectively to the dynamics of the network. With dynamic pricing schemes, prices change depending on the network conditions. Users who require access to the network during peak hours and are able to afford higher prices, will be admitted to the network, while users who are not able to afford such prices are blocked. However, we argue that blocked users during congestion time (even though their pricing requirements for being prioritized are not met) would result in reality to highly dissatisfied users. By using a queue to delay, instead of block, call requests during time of congestion, it is likely that users would be more satisfied and it can potentially yield to a better network operation.
3 Model for Priority Queue with Priority Call Admission Control

Call admission control (CAC) is widely used as an effective mean to prevent overloading in telecommunication networks. According to our model, during system congestion time, admitted calls are required to meet a certain pricing requirement. In this context, a new type of CAC is introduced here, namely, the Priority Call Admission control (PCAC). PCAC’s main function is to control the amount of incoming calls, based on users’ priorities that are regulated by pricing criteria.

As shown in Fig 1, the system consists of two types of queues: one for the priority users and the other for the conventional ones. Both queues store incoming call requests and feed them to the telephone trunk group. The key elements in this system model are two functional blocks: the pricing block and the PCAC block. The pricing block acts as a price broadcasting point to incoming users. In this particular system, users who refuse to pay a higher price are placed in the queue for conventional users and wait until get served. Priority users who meet the higher price requirement, are placed into the priority queue, which would be served faster than the conventional one. The above procedure will only take place when the system experiences congestion. If the congestion level is not met, all calls will be placed in the conventional queue and served as soon as the system is ready.

The PCAC block can be characterized as a QoS controller that allocates system resources according to call requests coming from both queues. Since priority users require more attention than conventional users, the priority queue is served by the PCAC block in such a way that certain QoS is met. At the same time, conventional users are also served by PCAC with a QoS that is obviously inferior to the priority users. The objective of this system is to adjust system resources in such a way that we can meet the QoS constraints of both queues and maximize the number of calls being served by the system.

During peak hours, users who attempt to access the system will find themselves facing two choices: One is to accept a high price according to dynamic pricing theory, as they will enjoy the higher QoS of priority callers. The second choice is to deny the high price and be charged by a fixed low pricing scheme. As a result, in the second case, users will experience longer delays before being served, depending on the existing traffic conditions. The call procedure of the system can be described as follows:

![Fig. 1. Priority Queue with Pricing Alternatives](image-url)
Call Procedure

1. Users dial in numbers and wait for a system response.
2. The current status of the system is identified. If the system is not congested, the call requests will be placed in the conventional queue waiting for available trunks.
3. If the system is congested, the system will notify users the approximated time they have to wait for service. Then, it announces the price for those users who consider priority status and ask for their choice (be prioritized or stay on the line).
4. If the answer is positive, the users’ requests for call are placed in the priority queue where users are served with superior QoS.
5. For those who stay on the line, their call requests will be placed in conventional queues.

![Call Procedure Diagram]

**Fig. 2.** Call procedure in the proposed pricing model

### 3.1 Directing Traffic

An important parameter used by the PCAC block is the priority factor \((P_s)\), i.e., the portion of total resources that is assigned to the priority queue. With a higher \(P_s\), more resources would be dedicated to priority queues. \(P_s\) can be adjusted regularly based on the users’ QoS constraints and the incoming traffic for both user types. We assume that the average holding time of priority users is shorter than that of the conventional users. Since they are willing to pay extra, it is unlikely to spend much time in the
system. Both types of users share the same resources (telephone trunks in this case). Therefore, the average holding time that the system experiences from both call types would be the weighted sum of the holding time by the priority users and conventional users, i.e.,

$$T_{\text{avg}} = P_s T_{\text{avg}_{-p}} + (1 - P_s) T_{\text{avg}_{-c}}$$

where $T_{\text{avg}_{-p}}$ is the average holding time of priority users and $T_{\text{avg}_{-c}}$ is the average holding time of conventional users. The $P_s$ parameter controls the amount of network resource assigned to priority users; the remaining resources are assigned to conventional users. With this model in mind, we can assume that the trunk group is logically divided into two groups. One group is assigned for priority users and the other group is assigned for conventional users. Both of them can be studied independently. Hence, the number of trunks assigned to priority users is $N_p = P_s \cdot N$ whereas the number of trunks assigned to conventional users is $N_c = (1 - P_s) \cdot N$, with $N$ being the total number of telephone trunks.

### 3.2 Dynamic Prices

The price that is broadcasted to users when the system experiences congestion, can be derived from the demand function. The demand function describes the users’ reaction to the price changes. We use the demand function that appears in [7] since it is used for different priority users, which fits our model. The demand function is as follows:

$$q = \left(\frac{p_h}{p_0}\right)^{-1} \quad p_h \geq p_0$$

where $p_0$ is the price charged to conventional users, $p_h$ is the price charged to priority users, and $q$ is the percentage of priority users who are willing to pay this higher price. From (2),

$$p_h = p_0 + \frac{p_0 \sqrt{-4 \ln(q)}}{2}$$

The percentage of incoming users ($q$) gives us information regarding the number of users who are placed in each queue. We assume that the performance of each type of queue can be considered independently. The model consists of two basic queuing models, with average holding times given by (1), and arrivals dictated by the demand function (2) at a given price. Basically, these basic queuing systems form a M/M/m system which can be studied by the Erlang-C formula, i.e.

$$C^{-1}(N, a) = B^{-1}(N, a) + B^{-1}(N - 1, a)$$

where

$$B(N, a) = \frac{N!}{\sum_{i=0}^{N} a^i i!}$$

(Erlang-B formula)
The QoS can be characterized by the user delay experienced in the queues. More specifically, by the tail of a delay distribution, i.e. $P[\text{user delay} > R \text{ seconds}]$ is less than a QoS requirement, e.g., 1%. Therefore, using the Erlang-C formula and the fact that we can consider both queues independently, we can identify the QoS requirement as follows:

\[ P[W > t_p] = C(N_p, a_p) e^{-N_p \mu (1 - \rho_p) t_p} \]

\[ P[W > t_c] = C(N_c, a_c) e^{-N_c \mu (1 - \rho_c) t_c} \]

where

\[ a_p = q \cdot a_{\text{total}} \]
\[ \rho_p = a_p / N_p \]
\[ a_c = (1 - q) \cdot a_{\text{total}} \]
\[ \rho_c = a_c / N_c \]
\[ a_{\text{total}} = \lambda(t) \cdot T_{\text{avg}} \]

$C(N,a)$ is given by the erlang-C formula, $W$ is the user delay (time in queue), $a_i$ is the load imposed by each type of users, $N_i$ is the number of trunks logically assigned to each type of users, $\mu$ is average departure rate of users ($1/T_{\text{avg}}$), $\rho_i$ is the load per server for each type of users, and $t_p$ and $t_c$ are delay constraints for the priority and conventional queues respectively. We assume that $t_p$ should be a lot less than $t_c$, when the system experiences congestion. Utilization of the overall system is given by

\[ \text{Utilization} = \frac{\lambda(t) \cdot T_{\text{avg}}}{N} \]  

where $\lambda(t)$ is the arrival rate in the telephone system at time $t$.

### 3.3 Optimal Call Arrival Rate

As the system operates, the system resources are shared in a way that the QoS requirements for each user type can be achieved. An important parameter here is the maximum number of users that the network can accommodate. The number of users need to conform to the QoS constraints of both queues. This parameter is influenced by the optimal call arrival rate ($\lambda_{\text{opt}}$), which is the maximized overall arrival rate of the system. We know that $\lambda_{\text{opt}}$ is embedded in (5) and (6). For different percentages of priority users ($q$) and priority factors ($P_s$), we can achieve a certain arrival rate. The $\lambda_{\text{opt}}$ can be obtained when we find that arrival rate that maximizes the utilization of the system.

To obtain $\lambda_{\text{opt}}$, we need to consider equations (5) and (6). The QoS constraint in (5) and (6) can be set at a certain probability level, depending upon the user requirement. $\lambda_{\text{opt}}$ can be found by setting probabilities in (5) and (6) as the QoS constraint (1% in this case). Here, we obtain the maximum arrival rate ($\lambda$) numerically, by changing $P_s$ and $q$. Therefore, for a certain value of $q$, we can find that $P_s$ that yields maximum call arrival rate or $\lambda_{\text{opt}}$. That is
\[ \lambda_{\text{opt}} \text{ for certain } (q) = f(P_s^*, q) \]  

where \( P_s^* \) satisfies the condition \( \frac{df(P_s, q)}{dP_s} = 0 \)

4 Performance Analysis

In section 4.1, we describe the basic assumptions and parameters used in the priority queuing system. The results of our analysis are shown in section 4.2.

4.1 Assumptions and Parameters

We assume for the sake of simplicity that the considering network is a circuit-switched telephone network. The arrivals are modeled using the Poisson law (exponentially distributed inter-arrival times). The system queues are first-come first-serve (FCFS). The parameters used throughout our analysis are as follows:

1. The number of telephone trunks equal 30. Trunks assigned to each queue are regulated by the parameter \( P_s \).
2. The average call holding time for priority users \( (T_{\text{avg},p}) \) and conventional users \( (T_{\text{avg},c}) \) are exponentially distributed with mean 120 seconds and 300 seconds respectively.
3. Regarding the QoS parameters:
   a. Probability of priority users kept waiting in the queue for more than 1 minutes \( (t_p) \) is less than 1%; and
   b. Probability of conventional users kept waiting in the queue for more than 10 minutes \( (t_c) \) is less than 1%.
4. The normal charging rate for conventional users using the trunks \( (P_o) \) is 8 cents per minutes. The charging rate for priority users \( (P_h) \) depends on the demand function and it is broadcasted upon arrival.

4.2. Numerical Results

Figure 3 shows the relationship between the arrival rate and priority factor \( (P_s) \). For a certain percentage of priority users, there is apparently an optimal call arrival rate (the peak of the curve) that maximizes the number of calls and still maintains a QoS requirement of both queues. As \( q \) increases, the optimal call arrival rate is increased. Figure 3 also shows the improvement in call accommodation. Without our pricing scheme, the optimal arrival rate is 5.6 calls/sec. When our scheme is used, the optimal arrival rate increases to 8.5 calls/sec, with a \( q \) of 80%. We can achieve a higher optimal call arrival rate, by degrading the QoS requirements of either type of users.

In terms of utilization, Figure 4 shows the utilization of the system. Apparently, the utilization of the system is roughly the same regardless of \( q \). This is because the utilization of the system depends only on arrival rate \( \lambda(t) \) and priority factor \( (P_s) \). Therefore, we are able to achieve high utilization of the system with minimum
Fig. 3. Optimal arrival rate for certain percentage of priority users

Fig. 4. The total utilization VS priority factor and percentage of priority users

Fig. 5. Revenue with Priority Call Admission Control ($ per hour per trunk)
amount of user who is willing to be priority users. In addition, without the proposed pricing scheme, the utilization required to achieve optimal call arrival rate is 93% (from (7)). However, The system utilizes only 75% of its resources with our pricing scheme.

Figure 5 compares the revenue generated from each trunk by using the proposed scheme vs. the revenue under the traditional fixed pricing scheme, for the same amount of traffic. The revenue stream consists of the sum of the revenue created by the priority users and conventional users with their respective price factor. We observe that there is a significant revenue increase due to our way of pricing. However, the effect of the percentage of priority users ($q$) to the revenue is not significant. Therefore, we can operate at a level of low percentage of priority users, and still generate higher revenue.

5 Conclusion

Our proposed pricing model provides incentive for users to use system resource more efficiently. Furthermore, users will be satisfied with the fact that they can choose their pricing schemes based on their expected quality of service. The proposed system is also flexible enough to adapt to the fluctuating traffic by adjusting the pricing factor and the users’ QoS requirements. In addition, our pricing model is general enough and has been proposed for voice services in mobile networks [8].
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Abstract. The changes occurring in the mobile telephony industry, both at legislative and technological level, have affected the competitive scenario in various national contexts. The main aim of this paper is to highlights the results of price discrimination strategy in terms of market shares and profits in order to identify incumbent behaviours able to inhibit competition.

1 Introduction

The increasing volume of mobile phone calls and the relative growing number of carriers are transforming mobile telecommunications from a traditional monopoly into a market with growing competitive pressure [1]. In our paper we analyse the relationship between market share and profit resulting from a strategy of price discrimination. In particular, the policy of price discrimination in the mobile telephone market is based on the possibility for the carriers to set different prices for calls originating on the carrier’s own network, finish on the same network (on net) or on the network of the rival carrier (off net) [2], [3], [4]. The carriers price discrimination strategy has the aim to induce customer migration towards their own networks. This goal assumes a relevant role in the Italian mobile telecommunications industry, where the penetration rate is very high and very close to a context of full participation of customers. In particular, it is possible to observe two phases: the first in which the market was in full expansion and whereby carriers had the goal of attracting customers that still had not decided to participate in the market. The second phase, in which the market is saturated and the competitive strategy is based on attracting customers from rival networks. The decision by customers to migrate on other carriers is based on two considerations. The first one is related to the effective price level: customers search to migrate towards those carriers that have adopted a system of lower prices. The second
refers to the relative dimensions of market shares. For example, even if a carrier fixes its their on net price relatively low, but has a market share of small dimension, migration would not therefore be convenient for customers that would have a very low probability of carrying out calls on net. The focus of this paper is the analysis, with respect to the Italian market, of the convenience by mobile telephone carriers to choose a price discrimination strategy. The goal of such analysis is that of verifying if the price discrimination strategy causes a different impact in terms of profits and market shares according to relative dimensions, improving a previous analysis [5]. In particular, an extension to three carriers and interconnection between mobile and fixed is here presented. The paper is organized as follows. In the next section, we describe the competitive scenario in which operate three mobile carriers, through the analysis of traffic flow and market variables (market shares and profits). In the third section we analyse the convenience of carriers to adopt a price discrimination strategy, in terms of profits and market shares. Finally, in the last section, we present the main conclusions of our work.

2 The Model

In order to represent the Italian mobile telephony market, we consider only three operators, $i, j, k$ with the following traffic flows:

1. Mobile-mobile on net.
3. Mobile-fixed.

The net surplus $w_i$ of generic customer, belonging to the network $i$, is given by:

$$w_i = [u - p_{on-net}^i S_i q \Delta - p_{off-net}^i (1 - S_i) q \Delta - p_{mf}^i q (1 - \Delta)]$$

and the market shares, obtained through an extension of Hotelling model, have the following expressions:

$$S_i = \frac{1 + 2 \beta + \alpha}{3} + \frac{2 \sigma}{3} (2w_i - w_j - w_k); \quad S_j = \frac{1 - \beta + \alpha}{3} + \frac{2 \sigma}{3} (2w_j - w_i - w_k)$$

$$S_k = \frac{1 - \beta - 2 \alpha}{3} + \frac{2 \sigma}{3} (2w_k - w_i - w_j)$$

where:

- $u$ is the utility function of subscriber;
- $p_{on-net}$ is the price of on-net call;
- $p_{off-net}$ is the price of off-net call;
- $p_{mf}$ is the price to connect mobile with fixed network;
- $\Delta$ is the share of calls that terminate on mobile network;
- $q$ is the quantity of calls per customer $q = Q / N$ where $Q$ is the total calls volume and $N$ is the number of customers.

The parameters $\beta$ and $\alpha$ measure the degree of asymmetry among networks, in terms of brand loyalty. Particularly, $\beta$ refers to the market leader and depends on the brand loyalty; $\alpha$ is related to the follower $j$ and it depends on the competitive advantage.
towards the carrier $k$. The variable $\sigma$ is the degree of substitutability among the networks, and therefore the switching cost of customer. When $\beta$ and $\alpha$ are equal to 0 and $\sigma$ is equal to 1, operators have no brand loyalty and there are not customer barriers to exit. In this case, market shares depend only on the prices. The call volume is split in on net and off net volumes as a function of market shares. The use of the market share as a proxy of termination calls probability is suitable when the aspect of the relative dimensions of operators represents a key variable of the analysis. Other modelling approaches [6] [7] split the calls traffic in on net and off net as a function of a generic probability since the focus of the analysis is not the relative dimensions among carriers. In fact, in such models, the market shares of operators are considered symmetric. For the mobile-mobile termination is necessary to distinguish among on-net and off-net calls. Particularly, the marginal cost of off net calls includes the interconnection charge, the price a carrier must pay to destination carrier to terminate its call. The interconnection charge of off-net traffic, denoted with $t$, in the current settlement agreements assumes a common value for the three competitors. The termination cost of the mobile-fix traffic, the parameter $f$ of the model, is imposed by the Italian Communications Authority. Moreover $c_o$ is the marginal cost for originating the call, $c_t$ is the marginal cost for terminating the call, $T$ is the interconnection charge paid by fixed operators to terminate the call on mobile network and $Q_f$ is the total fixed to mobile calls volume. Following the above assumptions, the profit function of carrier $i$ is given by:

\[ \Pi_i = \Delta Q S_i S_i (p_{on-net} - c_o - c_t) + \Delta Q S_i S_j (p_{off-net} - c_o - t) + \Delta Q S_i S_k (p_{off-net} - c_o - t) + \Delta Q S_j S_i (t - c_t) + \Delta Q S_k S_i (t - c_t) + (1 - \Delta_i) \Delta Q S_i (p_{mf} - c_o - f) + Q_f S_i (T_i - c_t) \]

with $i \neq j \neq k$ (3)

- $\Delta Q S_i S_i (p_{on-net} - c_o - c_t)$ is the profit deriving from the on-net calls;
- $\Delta Q S_i S_j (p_{off-net} - c_o - t)$ and $\Delta Q S_i S_k (p_{off-net} - c_o - t)$ are the profits deriving from the off-net calls;
- $\Delta Q S_j S_i (t - c_t)$ and $\Delta Q S_k S_i (t - c_t)$ are the profits deriving from the interconnection charge paid from carriers $j$ and $k$;
- $(1 - \Delta_i) \Delta Q S_i (p_{mf} - c_o - f)$ is the profit originated by mobile-fix calls;
- $Q_f S_i (T_i - c_t)$ is the profit deriving from the traffic volume originated on fixed network.

### 3 Simulations

The starting simulation point is represented by the current carriers prices. In order to analyse the different impact of a price discrimination strategy, a price variation is simulated. Particularly, the aim of the analysis is to verify if a price discrimination strategy causes an improvement on profit or on market share or on both, with respect to the relative dimensions of carriers. The bold lines of tables 1-2 are the incumbent starting simulation point, the former monopolist, that fixes a discriminatory prices, with 49% of the market. The price reduction of on net calls from the current level can cause an increase of the leader market share as shown in table 1. Such increase is
greater in comparison to that generated by the price reduction of off net calls, as we can observe in table 2. By decreasing the price of on net calls, the leader increases its own market share.

### Table 1. Carrier market shares and profits variations with leader price discrimination strategy.

<table>
<thead>
<tr>
<th>$P_{\text{on-net}}$ €-cent</th>
<th>$S_i$</th>
<th>$S_j$</th>
<th>$S_k$</th>
<th>$\Pi_i$ (000.000€)</th>
<th>$\Pi_j$ (000.000€)</th>
<th>$\Pi_k$ (000.000€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>57%</td>
<td>30%</td>
<td>13%</td>
<td>1.207</td>
<td>791</td>
<td>349</td>
</tr>
<tr>
<td>11</td>
<td>55%</td>
<td>31%</td>
<td>14%</td>
<td>1.217</td>
<td>808</td>
<td>369</td>
</tr>
<tr>
<td>12</td>
<td>54%</td>
<td>31.7%</td>
<td>14.3%</td>
<td>1.223</td>
<td>825</td>
<td>389</td>
</tr>
<tr>
<td>13</td>
<td>52%</td>
<td>32.5%</td>
<td>15.5%</td>
<td>1.225</td>
<td>841</td>
<td>409</td>
</tr>
<tr>
<td>14</td>
<td>50.6%</td>
<td>33.3%</td>
<td>16.1%</td>
<td>1.224</td>
<td>858</td>
<td>429</td>
</tr>
<tr>
<td>15</td>
<td>49%</td>
<td>34%</td>
<td>17%</td>
<td>1.223</td>
<td>877</td>
<td>452</td>
</tr>
<tr>
<td>16</td>
<td>47.4%</td>
<td>34.8%</td>
<td>17.8%</td>
<td>1.211</td>
<td>890</td>
<td>469</td>
</tr>
<tr>
<td>17</td>
<td>46%</td>
<td>35.6%</td>
<td>18.4%</td>
<td>1.200</td>
<td>906</td>
<td>489</td>
</tr>
<tr>
<td>18</td>
<td>44.4%</td>
<td>36.4%</td>
<td>19.2%</td>
<td>1.186</td>
<td>921</td>
<td>509</td>
</tr>
<tr>
<td>19</td>
<td>43%</td>
<td>37%</td>
<td>20%</td>
<td>1.169</td>
<td>937</td>
<td>528</td>
</tr>
<tr>
<td>20</td>
<td>41%</td>
<td>38%</td>
<td>21%</td>
<td>1.149</td>
<td>952</td>
<td>547</td>
</tr>
</tbody>
</table>

### Table 2. Carrier market shares and profits variations related to carrier $i$ off-net prices.

<table>
<thead>
<tr>
<th>$P_{\text{off-net}}$ €-cent</th>
<th>$S_i$</th>
<th>$S_j$</th>
<th>$S_k$</th>
<th>$\Pi_i$ (000.000€)</th>
<th>$\Pi_j$ (000.000€)</th>
<th>$\Pi_k$ (000.000€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>51%</td>
<td>33%</td>
<td>16%</td>
<td>1.232</td>
<td>855</td>
<td>425</td>
</tr>
<tr>
<td>41</td>
<td>51%</td>
<td>33%</td>
<td>16%</td>
<td>1.230</td>
<td>859</td>
<td>430</td>
</tr>
<tr>
<td>42</td>
<td>50%</td>
<td>33%</td>
<td>16%</td>
<td>1.229</td>
<td>864</td>
<td>436</td>
</tr>
<tr>
<td>43</td>
<td>50%</td>
<td>34%</td>
<td>16%</td>
<td>1.227</td>
<td>868</td>
<td>441</td>
</tr>
<tr>
<td>44</td>
<td>49%</td>
<td>34%</td>
<td>17%</td>
<td>1.225</td>
<td>873</td>
<td>446</td>
</tr>
<tr>
<td>45</td>
<td>49%</td>
<td>34%</td>
<td>17%</td>
<td>1.223</td>
<td>877</td>
<td>452</td>
</tr>
<tr>
<td>46</td>
<td>49%</td>
<td>34%</td>
<td>17%</td>
<td>1.221</td>
<td>881</td>
<td>457</td>
</tr>
<tr>
<td>47</td>
<td>48%</td>
<td>35%</td>
<td>17%</td>
<td>1.219</td>
<td>886</td>
<td>463</td>
</tr>
<tr>
<td>48</td>
<td>48%</td>
<td>35%</td>
<td>18%</td>
<td>1.217</td>
<td>890</td>
<td>468</td>
</tr>
<tr>
<td>49</td>
<td>47%</td>
<td>35%</td>
<td>18%</td>
<td>1.215</td>
<td>895</td>
<td>473</td>
</tr>
<tr>
<td>50</td>
<td>47%</td>
<td>35%</td>
<td>18%</td>
<td>1.213</td>
<td>899</td>
<td>479</td>
</tr>
</tbody>
</table>

In fact, already having an elevated catchment area, the leader can capture many customers from the other operators, attracted by the great probability that the phone call originates and terminates on the same network. Notice that the impact of the discrimination strategy carried out by the leader is more intensive for the smallest carrier in terms of market share ($\Delta S_k = -28.6\%$), whose customers have the lowest brand loyalty. The follower $j$ also suffers a market share loss ($\Delta S_j = -11.8\%$). An efficient strategy for the operator $j$ is to reduce the price of off net calls, as we can observe in the tables 3 and 4. The reduction of the price of off net calls causes an increase of the market share greater than that in obtained by reducing the on net price. Therefore, for the follower $j$ it is not convenient to choose a discrimination strategy as a function of the network destination. Moreover, the profit increase is greater in the case of off net
Table 3. Carrier market shares and profits variations with carrier $j$ price discrimination strategy.

<table>
<thead>
<tr>
<th>$P_{on-net}$ €-cent</th>
<th>$S_i$</th>
<th>$S_j$</th>
<th>$S_k$</th>
<th>$\Pi_i(000.000\text{€})$</th>
<th>$\Pi_j(000.000\text{€})$</th>
<th>$\Pi_k(000.000\text{€})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>46%</td>
<td>41%</td>
<td>13%</td>
<td>1.168</td>
<td>937</td>
<td>363</td>
</tr>
<tr>
<td>11</td>
<td>46.2%</td>
<td>39.8%</td>
<td>14%</td>
<td>1.178</td>
<td>928</td>
<td>378</td>
</tr>
<tr>
<td>12</td>
<td>46.7%</td>
<td>38.7%</td>
<td>14.6%</td>
<td>1.187</td>
<td>920</td>
<td>393</td>
</tr>
<tr>
<td>13</td>
<td>47.3%</td>
<td>37.5%</td>
<td>15.2%</td>
<td>1.196</td>
<td>911</td>
<td>408</td>
</tr>
<tr>
<td>14</td>
<td>47.9%</td>
<td>36.4%</td>
<td>15.7%</td>
<td>1.206</td>
<td>900</td>
<td>423</td>
</tr>
<tr>
<td>15</td>
<td>48.4%</td>
<td>35.2%</td>
<td>16.3%</td>
<td>1.214</td>
<td>888</td>
<td>437</td>
</tr>
<tr>
<td>16</td>
<td>49%</td>
<td>34%</td>
<td>17%</td>
<td>1.223</td>
<td>877</td>
<td>452</td>
</tr>
<tr>
<td>17</td>
<td>49.6%</td>
<td>32.9%</td>
<td>17.5%</td>
<td>1.232</td>
<td>858</td>
<td>466</td>
</tr>
<tr>
<td>18</td>
<td>50.2%</td>
<td>31.8%</td>
<td>18%</td>
<td>1.241</td>
<td>841</td>
<td>481</td>
</tr>
<tr>
<td>19</td>
<td>50.8%</td>
<td>30.6%</td>
<td>18.6%</td>
<td>1.249</td>
<td>822</td>
<td>495</td>
</tr>
<tr>
<td>20</td>
<td>51.3%</td>
<td>29.5%</td>
<td>19.2%</td>
<td>1.257</td>
<td>802</td>
<td>510</td>
</tr>
</tbody>
</table>

Table 4. Carrier market shares and profits variations related to carrier $j$ off-net prices.

<table>
<thead>
<tr>
<th>$P_{off-net}$ €-cent</th>
<th>$S_i$</th>
<th>$S_j$</th>
<th>$S_k$</th>
<th>$\Pi_i(000.000\text{€})$</th>
<th>$\Pi_j(000.000\text{€})$</th>
<th>$\Pi_k(000.000\text{€})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>43.7%</td>
<td>44.8%</td>
<td>11.5%</td>
<td>1.132</td>
<td>983</td>
<td>312</td>
</tr>
<tr>
<td>36</td>
<td>44.8%</td>
<td>42.6%</td>
<td>12.6%</td>
<td>1.150</td>
<td>965</td>
<td>340</td>
</tr>
<tr>
<td>37</td>
<td>45.8%</td>
<td>40.5%</td>
<td>13.7%</td>
<td>1.168</td>
<td>945</td>
<td>368</td>
</tr>
<tr>
<td>38</td>
<td>46.9%</td>
<td>38.4%</td>
<td>14.7%</td>
<td>1.186</td>
<td>923</td>
<td>395</td>
</tr>
<tr>
<td>39</td>
<td>50%</td>
<td>36.2%</td>
<td>15.8%</td>
<td>1.203</td>
<td>900</td>
<td>422</td>
</tr>
<tr>
<td>40</td>
<td>49%</td>
<td>34%</td>
<td>17%</td>
<td>1.223</td>
<td>877</td>
<td>452</td>
</tr>
<tr>
<td>41</td>
<td>50%</td>
<td>32%</td>
<td>18%</td>
<td>1.235</td>
<td>846</td>
<td>476</td>
</tr>
<tr>
<td>42</td>
<td>51.2%</td>
<td>29.8%</td>
<td>19%</td>
<td>1.251</td>
<td>815</td>
<td>503</td>
</tr>
<tr>
<td>43</td>
<td>52.2%</td>
<td>27.7%</td>
<td>20.1%</td>
<td>1.266</td>
<td>781</td>
<td>529</td>
</tr>
<tr>
<td>44</td>
<td>53.3%</td>
<td>25.5%</td>
<td>21.2%</td>
<td>1.281</td>
<td>744</td>
<td>555</td>
</tr>
<tr>
<td>45</td>
<td>54.4%</td>
<td>23.4%</td>
<td>22.2%</td>
<td>1.295</td>
<td>704</td>
<td>582</td>
</tr>
</tbody>
</table>

Table 5. Carrier market shares and profits variations with carrier $k$ price discrimination strategy.

<table>
<thead>
<tr>
<th>$P_{on-net}$ €-cent</th>
<th>$S_i$</th>
<th>$S_j$</th>
<th>$S_k$</th>
<th>$\Pi_i(000.000\text{€})$</th>
<th>$\Pi_j(000.000\text{€})$</th>
<th>$\Pi_k(000.000\text{€})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>47.6%</td>
<td>32.7%</td>
<td>19.7%</td>
<td>1.197</td>
<td>845</td>
<td>505</td>
</tr>
<tr>
<td>16</td>
<td>47.9%</td>
<td>33%</td>
<td>19.1%</td>
<td>1.202</td>
<td>851</td>
<td>494</td>
</tr>
<tr>
<td>17</td>
<td>48.2%</td>
<td>33.2%</td>
<td>18.6%</td>
<td>1.206</td>
<td>857</td>
<td>484</td>
</tr>
<tr>
<td>18</td>
<td>48.5%</td>
<td>33.5%</td>
<td>18%</td>
<td>1.211</td>
<td>862</td>
<td>473</td>
</tr>
<tr>
<td>19</td>
<td>48.7%</td>
<td>33.8%</td>
<td>17.5%</td>
<td>1.215</td>
<td>868</td>
<td>461</td>
</tr>
<tr>
<td>20</td>
<td>49%</td>
<td>34%</td>
<td>17%</td>
<td>1.223</td>
<td>877</td>
<td>452</td>
</tr>
<tr>
<td>21</td>
<td>49.3%</td>
<td>34.4%</td>
<td>16.3%</td>
<td>1.225</td>
<td>880</td>
<td>437</td>
</tr>
<tr>
<td>22</td>
<td>49.6%</td>
<td>34.6%</td>
<td>15.7%</td>
<td>1.228</td>
<td>885</td>
<td>425</td>
</tr>
<tr>
<td>23</td>
<td>49.9%</td>
<td>34.9%</td>
<td>15.2%</td>
<td>1.232</td>
<td>891</td>
<td>412</td>
</tr>
<tr>
<td>24</td>
<td>50.1%</td>
<td>35.2%</td>
<td>14.7%</td>
<td>1.236</td>
<td>897</td>
<td>399</td>
</tr>
<tr>
<td>25</td>
<td>50.4%</td>
<td>35.5%</td>
<td>14.1%</td>
<td>1.240</td>
<td>902</td>
<td>386</td>
</tr>
</tbody>
</table>
prices reduction then the on net one. This result is due to the great sensibility of network j subscribers to the variations in off-net price. In fact, the carrier j customers send the off net traffic volume higher than on net one. Carrier j off net prices reduction impact is particularly intensive on carrier k (the smallest one); in fact the carrier j market share increase is due to the consumers migrating from carrier k. On the contrary, this strategy has a low impact on carrier i because of its high level of brand loyalty. In tables 5 and 6 is shown that this strategy is absolutely not profitable for the smallest carrier k; his best competitive behaviour is to set the same price for off-net and on-net calls not differentiating at all.

4 Conclusions

The analysis of competition of mobile telecommunications market shows that the price discrimination strategy may have a different impact on market shares and profits depending on the carrier relative market dimensions. In fact, for the leader, the discriminating prices choice with respect to the destination network, has the aim to increase it own market share; in such way, as a consequence on its own market power, it imposes exit barriers for consumers and entry barrier for the potential new entrant. Thus, this price discrimination strategy represent a threat for the other carriers, especially for the smallest ones. For these reasons, the intervention of Regulation Authority is particularly requested. The price discrimination strategy is inefficient for followers, both in terms of profits and in terms of market shares.
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Abstract. The congestion control and avoidance algorithms can be divided into source and link algorithms. The source algorithms are based on ‘pipe’ model; which includes TCP Tahoe, TCP Reno, TCP NewReno, SACK and TCP Vegas. In this paper, we present a novel congestion control source algorithm-FAV(Forecast And Verify), which measures packets delay to forecast whether there will be congestion in network, and uses ECN to verify whether the forecast is precise or not. Experiments are performed by ns2 to compare FAV with TCP Reno and TCP Vegas, and the results imply that FAV algorithm can decrease loss rate and link delay efficiently, and keep link utilization high. We think FAV can control the congestion better than other source algorithms.

1 Introduction

Controlling network traffic and decreasing congestion are the efficient methods to increase network performance. The early TCP congestion control and avoidance algorithms [1],[2] regard the network as ‘black box’. The data source increases the traffic by enlarging the sending window size continually till some packets are dropped by router, and the source uses this method to judge congestion. This type of algorithm has to suffer relatively high end-to-end delay and loss rate.

ECN[3] is presented to notify congestion explicitly. It uses the CE bit defined in TOS field of IP packet head to imply that congestion has taken place in the network, instead of using packet dropping simply. However, because of link delay, ECN can’t notify currently network congestion condition.

In order to perceive congestion earlier and control sending rate efficiently, we have designed an algorithm to notify congestion ahead in which destination uses forecast mechanism to judge the queue length change trend of congestion node.

The paper is organized as follows. Section II introduces related works. Section III describes FAV algorithm. Section IV presents our experiments using ns2 [4] and result analysis. At last, we draw a conclusion and introduce future works.

* This work was supported by the Natural Science Foundation of China (No 90104002, 60203025, 60303006, 60373010) and National 973 Project Fund of China (No 2003CB314801).
2 Related Works

Wang and Crowcroft’s DUAL algorithm [5] is based on reacting to this increase of the round-trip delay. The congestion window normally increases as in Reno, but every two round-trip delays the algorithm checks to see if current RTT is larger than the average of maximum and minimum RTTs. If it is, then the algorithm decreases the congestion window by one-eighth.

Jain’s CARD (Congestion Avoidance using Round-trip Delay) algorithm [6] is based on an analytic derivation of an optimum window size for a deterministic network.

Some of other algorithms are based on the flattening of the sending rate. In Wang and Crowcroft’s Tri-S scheme[7], they increase the window size by one segment and compare the throughput with the last one. If the difference is less than one-half of the throughput achieved when the first segment is in transit, they decrease the window by one segment.

TCP Vegas algorithm [8],[9] is a better approach with good performance. It is based on controlling the amount of extra data, not only on dropped segments. Vegas does the judgment at the source, so that the judgment based on the measurement of RTT can’t imply the congestion link direction correctly.

3 FAV Algorithm

3.1 Basic Model

Let us suppose that it is DropTail queue in gateways of network. The source A sends packets by average rate $\lambda$, and the length of packets is $L_p$. The middle of the network is the congestion node B, and C is the destination. We suppose that the forwarding rate of node B is $R_f$, and let $R_f$ be $\mu$ (normally $R_f$ can be looked as a static value). (see Fig 1).

In this model, we suppose the congestion takes place at bottleneck node B, and the rest of the network will never be congested. $\tau_1$ and $\tau_2$ are link delay, and $\tau_3$ is ACK packets delay. The maximum of node B queue length is N. After the queue length exceeds threshold X, the packets will be marked CE. In this paper, we use
several terms: the *queue length of packet k* means the queue length of congestion node when the packet k enters queue. *Average queue length of forecast group* means the average queue length of the forecast group.

### 3.2 Ingroup Forecast Formula

Because we suppose $R_f = \mu$ (it is a static variable), the forward time of a packet is $\frac{L_p}{R_f}$. The queue length when the packet enters the queue is in direct proportion to the queuing delay in the congestion node.

At the same time, the clock of the source shows $C_s$ and the clock of the destination shows $C_r$; The time-stamp of packet is $T_s$; The time at which the destination receives the packet is $T_r$; When the packet $n$ arrives at congestion node $B$, the length of queue in node $B$ is $l_n$; The length of every packet is $L_p$; If the clock of source and destination is completely synchronous, the packets that have been sent from node $A$ will be delayed by $T_{d_n}$ and arrive at $C$.

$$T_{d_n} = \tau_1 + \tau_2 + \ell_n \times \frac{L_p}{R_f}$$

Because the clock of $A$ and $C$ may not be synchronous, the delay result we measure is

$$T_{d_n}' = T_{d_n} + \zeta = \tau_1 + \tau_2 + \ell_n \times \frac{L_p}{R_f} + \zeta \quad (\zeta = C_r - C_s)$$

In order to eliminate the clock error $\zeta$ and link delay $\tau_1$ and $\tau_2$, we make difference with nearby packets delay.

$$T_{d_n}' - T_{d_n} = (\ell_n - \ell_{n-1}) \times \frac{L_p}{R_f}$$

we can get recursion to dispel parameters $R_f$ and $L_p$.

$$K_n = \frac{T_{d_n}' - T_{d_n}'_{n-1}}{T_{d_n}'_{n-1} - T_{d_n}'_{n-2}}$$ and $\ell_n - \ell_{n-1} = K_n \times (\ell_{n-1} - \ell_{n-2})$

We define the forecast formula within group as:

$$\ell_n = (K_n + 1) \times \ell_{n-1} - K_n \times \ell_{n-2} \quad (\ell_0 = 0, \ell_1 = 1)$$

We use the formula to forecast the queue length of congestion node when the packet $n$ enters the queue.

### 3.3 Intergroup Forecast Formula

To judge whether the average queue length of next forecast group will be over threshold $X$, we calculate the average queue length of forecast group $n$ by this formula.
\[
E[\ell]_n = \frac{\sum_{k=1}^{S} \ell_k}{S}, \quad S \text{ is the number of packets received within forecast group } n, \text{ and } \\
\ell_k \text{ is the forecast queue length of packet } n. \text{ We define the intergroup forecast formula as } E[\ell]_{n+1} = E[\ell]_n. \text{ It is based on the calculation of average queue length of current group to forecast the network traffic within next RTT.}
\]

### 3.4 FAV Algorithm

FAV algorithm runs in the destination and controls the source-sending rate by marking ACK. The goal of FAV algorithm is to keep average queue length within a forecast group nearby the ECN mark threshold, but we can’t know the threshold \( X \). So we use \( \bar{X} \) to approximate \( X \).

When the destination receives data packets, it computes \( K_n \) and \( \ell_n \) by measuring \( Td_n \). If \( \bar{X} \) is larger than \( \ell_n \) and \( P_{CE} \), we let \( \bar{X} \) be \( \ell_n - 1 \). If \( \bar{X} \) is smaller than \( \ell_n \) and \( P_{\overline{CE}} \), we let \( \bar{X} \) be \( \ell_n + 1 \). At the beginning of the algorithm we initialize \( \bar{X} \) with 0. We modify \( \bar{X} \) by comparing the forecast result and CE-marked packet. We use \( P_{CE} \) to denote that the packet isn’t CE-marked, and use \( P_{\overline{CE}} \) to denote that the packet is CE-marked.

Before the destination sends ACK, it computes \( E[\ell]_n \) and lets \( \text{Diff} \) be the difference of \( E[\ell]_n \) and \( \bar{X} \). If \( \text{Diff} \) is larger than \( \alpha \times E[\ell]_n \), the destination sends \( P_{DEC} \). If \( \text{Diff} \) is smaller than \( -\alpha \times E[\ell]_n \), the destination sends \( P_{NOR} \). If \( \text{Diff} \) is between \( \alpha \times E[\ell]_n \) and \( -\alpha \times E[\ell]_n \), the destination sends \( P_{HOLD} \). The ACK includes: (1) \( P_{NOR} \), which is a normal ACK; (2) \( P_{DEC} \), which is DEC-marked ACK; (3) \( P_{HOLD} \), which is HOLD-marked ACK. The DEC and HOLD can be set in a bit in TOS fields of IP packet head.

When the source receives ACK, if receiving \( P_{NOR} \), the source increases the window by one segment; if receiving \( P_{DEC} \), the source reduces the window by one-eighth; if receiving \( P_{HOLD} \), the source keeps the window unchanged.

### 4 NS Simulation and Result Analysis

The model we used to simulate the FAV algorithm is shown in Fig 2. The \( S_i \) to \( S_n \) are the data sources and \( R_i \) to \( R_n \) are the destinations. We create the TCP connection from every \( S_i \) to \( R_i \) \( (1 \leq i \leq n) \). Those connections share the congestion link that is from router1 to router2. We simulate and compare FAV algorithm with TCP Reno, TCP Vegas, in which all the gateways are DropTail. When we simulate, we set these pa-
rameters: $\alpha = \frac{1}{8}$; the queue length of Router1 is 150; all the sources start at 0s and stop at 60s.

\[\text{Fig. 2. Simulation topology}\]

![Simulation topology](image)

\[\text{Fig. 3. Simulation Result (8Mbps)}\]

\[\text{Table 1. Statistic of Experiment 1}\]

<table>
<thead>
<tr>
<th>Index (average)</th>
<th>FA/V</th>
<th>Vegas</th>
<th>Reno</th>
<th>FAV/Vegas</th>
<th>FAV/Reno</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss Rate (%)</td>
<td>3.5</td>
<td>6.3</td>
<td>14.3</td>
<td>55%</td>
<td>24%</td>
</tr>
<tr>
<td>Utilization (%)</td>
<td>86.5</td>
<td>92.2</td>
<td>90.8</td>
<td>94%</td>
<td>95%</td>
</tr>
<tr>
<td>Delay (ms)</td>
<td>68</td>
<td>85</td>
<td>114</td>
<td>80%</td>
<td>60%</td>
</tr>
</tbody>
</table>

\textbf{Experiment 1.} When congestion link bandwidth is 8Mbps, we measure the Loss Rate, Utilization and Delay in bottleneck link. (See Fig 3 and table 1).
When the congestion link bandwidth is 8Mbps and the number of flows is less than 60, the loss rate of TCP Vegas algorithm is the lowest. But when the number of flows of network increases continually, the loss rate of TCP Vegas and TCP Reno increases very fast. At the same time, the loss rate of FAV still keeps low, and it is half of TCP Vegas’s and quarter of TCP Reno’s. Because FAV flattens the data traffic, the utilization is a little lower than TCP Vegas and TCP Reno. When the number of flows is over 30, the packets delay of FAV will be the lowest.

**Experiment 2.** When congestion link bandwidth is 16Mbps, we measure the Loss Rate, Utilization and Delay in bottleneck link. (See Fig 4 and Table 2).

![Simulation Result (16Mbps)](image)

**Table 2.** Statistic of Experiment 2

<table>
<thead>
<tr>
<th>Index (average)</th>
<th>FAV</th>
<th>Vegas</th>
<th>Reno</th>
<th>FAV/Vegas</th>
<th>FAV/Reno</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss Rate (%)</td>
<td>2.8</td>
<td>5.5</td>
<td>13.1</td>
<td>51%</td>
<td>21%</td>
</tr>
<tr>
<td>Utilization (%)</td>
<td>87.1</td>
<td>84.6</td>
<td>90.0</td>
<td>103%</td>
<td>97%</td>
</tr>
<tr>
<td>Delay (ms)</td>
<td>43</td>
<td>47</td>
<td>63</td>
<td>91%</td>
<td>68%</td>
</tr>
</tbody>
</table>

As we can see, when the congestion link bandwidth is 16Mb and the number of flows is less than 60, the loss rate of TCP Vegas algorithm is still the lowest. But when the number of flows of network increases continually, the loss rate of FAV still keeps low, and it is half of TCP Vegas’s and one-fifth of TCP Reno’s. When the congestion link bandwidth increases, the utilization of FAV remains steady, and is
close to the performance of TCP Vegas and TCP Reno. At the same time the packets delay of FAV will be the lowest.

We can conclude from these experiments that the loss rate of FAV decreases obviously compared with TCP Vegas and TCP Reno. Therefore, the FAV algorithm reduces the retransmission packets and network load efficiently. With the loss rate decreasing, the end-to-end packets delay decreases too. When the congestion bandwidth increases, FAV can achieve relatively high and steady link utilization.

**Experiment 3. Fairness analyzing**

We use the Fairness Index [10] to analyze the algorithm fairness.

\[ F(x) = \frac{\left(\sum x_i\right)^2}{n\left(\sum x_i^2\right)} \]

We do the experiments when congestion bandwidth is 8Mbps, 16Mbps and 32Mbps. (see Fig. 5)

![Fig. 5. Fairness Analyzing Simulation Result](image)

The fairness parameters of FAV algorithm all exceed 0.92, and most of them are larger than 0.95. When the number of flows is over 80, the fairness parameters reach 0.99. So we believe that the fairness of FAV is well.

5 Conclusion and Future Work

Usually, the classical congestion control source algorithms apperceive packet loss or measure packets delay at the source to judge whether the network is congested or not. Because of existing link delay, it is difficult to judge the network congestion condition precisely and control the congestion efficiently. FAV algorithm forecasts the queue length of congestion node by measuring packets delay at destination, and it can forecast whether there will be congestion in the network and uses ECN to verify whether the forecast is precise or not. We believe FAV can control the congestion better. First, FAV reduces the loss rate efficiently using intergroup forecast to control data sending rate; Second, FAV decreases packets delay too; Third, FAV can adapt to the change of network traffic by using ingroup forecast and ECN-based verification mechanism, and it can keep network utilization high; Fourth, FAV can judge whether
the congestion takes place in data sending link precisely by using receiver-drive mechanism.

Our paper is based on forecast idea to study the congestion control. We still need to solve a lot of problems in future work. First, when the lengths of packets are variable, we cannot presuppose the forwarding delay of every packet in the basic model. We must find a novel forecast formula. Second, since we suppose the network only has a single congestion link, in the future we should consider the condition in which the network has multi congestion links; Third, FAV is the source algorithm. If we combine the FAV with link algorithm (e.g. Random Early Detection, RED [11]), it is likely to achieve better performance.
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Abstract. We propose a new approach to fault detection and diagnosis in third-generation (3G) cellular networks using competitive neural algorithms. For density estimation purposes, a given neural model is trained with data vectors representing normal behavior of a CDMA2000 cellular system. After training, a normality profile is built from the sample distribution of the quantization errors of the training vectors. Then, we find empirical confidence intervals for testing hypotheses of normal/abnormal functioning of the cellular network. The trained network is also used to generate inference rules that identify the causes of the faults. We compare the performance of four neural algorithms and the results suggest that the proposed approaches outperform current methods.

1 Introduction

The third generation (3G) of wireless systems promise to provide mobile users with ubiquitous access to multimedia information services, providing higher data rates by means of new radio access technologies, such as UMTS, WCDMA and CDMA2000 [1]. This multi-service aspect brings totally new requirements into network optimization process and radio resource management algorithms, which differ significantly from traditional speech-dominated second generation (2G) approach. Because of these requirements, operation and maintenance of 3G cellular networks will be challenging.

The goal of this paper is to propose straightforward methods to deal with fault detection and diagnosis (FDD) of 3G cellular systems using competitive learning algorithms [2]. We formalize our approach within the context of statistical hypothesis testing, comparing the performance of four neural algorithms (WTA, FSCL, SOM and Neural-Gas). We show through simulations that the proposed methods outperform current standard approaches for FDD tasks. We
also evaluate the sensitivity of the proposed approaches to changes in the training parameters of the neural models, such as number of neurons and the number of training epochs.

The remainder of the paper is organized as follows. In Section 2, we describe the neural models and the data for training them. In Section 3, we introduce a general approach for the fault detection task and a method to generating inference rules from a trained neural model. Computer simulations for several scenarios of the cellular system are presented in Section 4. The paper is concluded in Section 5.

2 Competitive Neural Models

Competitive learning models are based on the concept of winning neuron, defined as the one whose weight vector is the closest to the current input vector. During the learning phase, the weights of the winning neurons are modified incrementally in order to extract average features from the input patterns. Using Euclidean distance, the simplest strategy to find the winning neuron, \( i^*(t) \), is given by:

\[
 i^*(t) = \arg \min_{\forall i} \| x(t) - w_i(t) \| \quad (1)
\]

where \( x(t) \in \mathbb{R}^n \) denotes the current input vector, \( w_i(t) \in \mathbb{R}^n \) is the weight vector of neuron \( i \), and \( t \) symbolizes the iterations of the algorithm. Then, the weight vector of the winning neuron is modified as follows:

\[
 w_{i^*}(t+1) = w_{i^*}(t) + \eta(t)[x(t) - w_{i^*}(t)] \quad (2)
\]

where \( 0 < \eta(t) < 1 \) is the learning rate, which should decay with time to guarantee convergence of the weight vectors to stable states. The competitive learning strategy in (1) and (2) are referred to as Winner-Take-All (WTA), since only the winning neuron has its weight vector modified per iteration of the algorithm. In addition to the plain WTA, we also simulate three simple variants of it, namely: (1) the Frequency-Sensitive Competitive Learning (FSCL) [3], the well-known Self-Organizing Map (SOM) [4], and the Neural-Gas algorithm (NGA) [5].

To evaluate the performance of these competitive models on FDD tasks we need to define a set of KPIs (Key Parameter Indicators), which consist of a number of variables responsible for monitoring the QoS of a cellular system. These KPIs are gathered, for example, from the cellular system’s operator, drive tests, customer complaints or protocol analyzers, and put together in a pattern vector \( x(t) \), which summarizes the state of the system at time \( t \):

\[
 x(t) = [KPI_1(t) \ KPI_2(t) \ \cdots \ KPI_n(t)]^T \quad (3)
\]

where \( n \) is the number of KPIs chosen. Among the huge amount of KPIs available for selection, we have chosen the Number of Users, the Downlink Throughput (in Kb/s), the Noise Rise (in dB), and the Other-Cells Interference (in dBm). The data to train the neural models were generated by a static simulation tool. In addition, each component \( x_j \) is normalized to get zero mean and unity variance.
3 Fault Detection and Diagnosis via Competitive Models

Once we choose one of the neural models presented in Section 2 and train it with state vectors $x(t)$ collected during normal functioning of the cellular network (i.e. no examples of abnormal features are available for training). After the training phase is completed, we compute the quantization error associated to each state vector $x(t)$, $t = 1, \ldots, N$, used during training, as follows:

$$e(t) = \|E(t)\| = \|x(t) - w_{i^*}(t)\|$$

where $E(t)$ denotes the quantization error vector and $i^*$ is the winning neuron for the state vector $x(t)$. In other words, the quantization error is simply the distance from the state vector $x(t)$ to the weight vector $w_{i^*}(t)$ of its winning neuron. We refer to the distribution of $N$ samples of quantization errors resulting from the training vectors as the normality profile of the cellular system.

Using the normality profile we can then define a numerical interval representing normal behavior of the system by computing a lower and upper limits via percentiles. In this paper, we are interested in an interval within which we can find a given percentage $p = 1 - \alpha$ (e.g. $p = 0.95$) of normal values of the variable. In Statistics jargon, the probability $p$ defines the confidence level and, hence, the normality interval $[e_p^-, e_p^+]$ is then called (empirical) confidence interval. This interval can then be used to classifying a new state vector into normal/abnormal by means of a simple hypothesis test:

$$\text{IF } e_{\text{new}} \in [e_p^-, e_p^+] \text{ THEN } x_{\text{new}} \text{ is NORMAL }$$

$$\text{ELSE } x_{\text{new}} \text{ is ABNORMAL}$$

The null-hypothesis, $H_0$, and the alternative hypothesis, $H_1$, are defined as:

- $H_0$: The vector $x_{\text{new}}$ reflects the NORMAL activity of the cellular system.
- $H_1$: The vector $x_{\text{new}}$ reflects the ABNORMAL activity of the cellular system.

Once a fault has been detected, it is necessary to investigate which of the attributes (KPIs) of the problematic input vector are responsible for the fault. From the weight vectors of a trained competitive neural model it is possible to extract inference rules that can determine the faulty KPIs in order to invoke the cellular network supervisor system to take any corrective action.

All the previous works generate inference rules through the analysis of the clusters formed by a subset of the NORMAL/ABNORMAL state vectors [6]. This approach is not adequate for our purposes, since the state vectors reflect only the normal functioning of the cellular network. We propose instead to evaluate the absolute values of the quantization errors of each KPI, computed for each training state vector:

$$\text{ABS} (E(t)) = \begin{pmatrix} |E_1(t)| \\ |E_2(t)| \\ \vdots \\ |E_n(t)| \end{pmatrix} = \begin{pmatrix} |x_1(t) - w_{i^*_1}(t)| \\ |x_2(t) - w_{i^*_2}(t)| \\ \vdots \\ |x_n(t) - w_{i^*_n}(t)| \end{pmatrix}$$
This approach is similar to that used in the fault detection task, but now we built \( n \) sample distributions using the absolute values of each component of the quantization error vector, \( \mathbf{E} \). For the detection task we used only one sample distribution built from the norm of the quantization error vector, as described in (4). Then, for all the sample distributions, \( \{|E_j(t)|\}, t = 1, \ldots, N \) and \( j = 1, \ldots, n \), we compute the corresponding confidence intervals \( [|E^-_j|, |E^+_j|] \), where \( |E^-_j| \) and \( |E^+_j| \) are the lower and upper bounds of the \( j \)-th interval.

Thus, whenever an incoming state vector \( \mathbf{x}^{\text{new}} \) is signalized as abnormal by the fault detection stage, we take the absolute value of each component \( E^{\text{new}}_j \) of the corresponding quantization error vector and execute the following test:

\[
\text{IF} \quad |E^{\text{new}}_j| \in [|E^-_j|, |E^+_j|],
\]

\[
\text{THEN} \quad x_j \text{ is normal.}
\]

\[
\text{ELSE} \quad x_j \text{ is one (possible) cause of the fault.}
\]

In words, if the quantization error computed for the KPI \( x_j \) is within the range defined by the interval \( [|E^-_j|, |E^+_j|] \), then it is not responsible for the fault previously detected, otherwise it will be indicated as a possible cause of the detected fault. If none of the KPIs are found to be faulty, then a false alarm will be discovered and then corrected. Confidence levels of 95\% and 99\% are used.

4 Computer Simulations

The 3G cellular environment used for system simulations is macrocellular, with two rings of interfering cells around the central one, resulting in a total of 19 cells. Other configurations are possible, with 1, 7 or 37 cells. All base stations use omnidirectional antennas at 30 meters above ground level, and the RF propagation model is the classic Okumura-Hata for 900MHz carrier frequency. Quality parameters, such as \( E_b/N^T \) and maximum Noise Rise level are set to 5dB and 6dB, respectively. The number of initial mobile users is 60, which can be removed from the system by a power control algorithm. For each Monte Carlo simulation (drop) of the cellular environment, a set of KPIs is stored and used for ANN training/testing procedures.

The first set of simulations evaluates the performance of the neural models, by quantifying the occurrence of false alarms after training them. The chosen network scenario corresponds to 100 mobile stations initially trying to connect to 7 base stations. No shadow fading is considered, and only voice services are allowed. Each data set corresponding to a specific network scenario is formed by 500 state vectors (collected from 500 drops of the static simulation tool), from which 400 vectors are selected randomly for training and the remaining 100 vectors are used for testing the neural models.

The results (in percentage) are organized in Table 1, where we show the intervals found for two confidence levels (95\% and 99\%). For comparison purposes, we show the results obtained for the single threshold approach. The error rates were averaged for 100 independent training runs. For all neural models,
Table 1. False alarm (FA) rates and confidence intervals for the various neural models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Proposed Approach</th>
<th>Approach by [7]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CI, FA (95%)</td>
<td>CI, FA (99%)</td>
</tr>
<tr>
<td>WTA</td>
<td>[0.366, 1.534], 12.43</td>
<td>[0.074, 1.836], 5.41</td>
</tr>
<tr>
<td>FSCL</td>
<td>0.214, 1.923, 10.20</td>
<td>0.136, 4.584, 1.80</td>
</tr>
<tr>
<td>NGA</td>
<td>0.277, 1.944, 9.50</td>
<td>0.1651, 4.218, 2.10</td>
</tr>
<tr>
<td>SOM</td>
<td>0.361, 1.815, 8.75</td>
<td>0.187, 2.710, 1.43</td>
</tr>
</tbody>
</table>

Fig. 1. Error rates of false alarms versus (a) the number of neurons (FSCL) and (b) the number of training epochs (SOM).

The second set of simulations evaluates the sensitivity of the neural models to changes in their training parameters. The goal is to understand how the number of neurons and the number of training epochs affect the occurrence of false alarms after training the neural models. The results are shown in Figure 1. For each case, we compare the interval-based approach proposed in this paper with the single threshold presented in [7]. The chosen network scenario corresponds to 120 mobile stations initially trying to connect to 7 base stations, for which fast and shadow fading are considered this time. Voice and data services are allowed. For the sake of simplicity, results are shown for one neural model only, since similar patterns are observed for the others.

For a given value of a parameter (e.g. the number of neurons), the neural model is trained 100 times with different initial weights. For each training
Table 2. Results (in percentage) for the joint fault detection and diagnosis tasks. FA=false alarm, AA=Absence of alarm.

<table>
<thead>
<tr>
<th>Neural Model</th>
<th>$p = 95%$</th>
<th>$p = 99%$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FA</td>
<td>AA</td>
</tr>
<tr>
<td>WTA</td>
<td>5.54</td>
<td>0.00</td>
</tr>
<tr>
<td>FSCL</td>
<td>4.30</td>
<td>0.00</td>
</tr>
<tr>
<td>NGA</td>
<td>5.54</td>
<td>0.00</td>
</tr>
<tr>
<td>SOM</td>
<td>4.67</td>
<td>0.00</td>
</tr>
</tbody>
</table>

run, state vectors are selected randomly for the training and testing data sets. Also, the ordering of presentation of the state vectors for each training epoch is changed randomly. Then, the final value of the false alarm error rate is averaged for 100 testing runs. These independent training and testing runs are necessary to avoid biased estimates of the error rate.

In Figure 1a, the number of neurons is varied from 1 to 200, and each training run lasts 50 epochs. In Figure 1b, the number of epochs is varied from 1 to 100, while the number of neurons is fixed at 30. As a general conclusion, we can infer that in average the proposed approach produces better results than the single threshold method.

The last set of simulations evaluate the proposed methods for generating inference rules from competitive ANNs. Table 2 depicts the obtained results, averaged over 100 Monte Carlo simulations. ERROR I refers to the false-alarm rate, while ERROR II refers to the absence-of-alarm rate. The indicator $\text{PERF} (%)$ denotes the mean accuracy of the FDD system and it is computed as $\text{PERF} = 100 \cdot (1 - \text{ERRORS}/S)$, where $S$ is the total number of state vectors used for testing. For each simulation, there were 8 state vectors corresponding to ABNORMAL conditions of the cellular network, and 52 state vectors reflecting NORMAL conditions. Thus, we have $S = 60$. One can infer that the maximum possible value of $\text{ERRORS}$ is $S$, reached only in the case of a very unreliable FDD system.

Two faulty state vectors per KPI were simulated by adding or subtracting random values obtained from Gaussian distributions with standard deviations greater than 1. The underlying idea of this procedure is to generate random values outside the range of normality of each KPI, and then, to test the sensitivity of the FDD system. It is worth emphasizing that all neural models performed very well, irrespective to their performances in the fault detection task. The only remaining error is the false alarm, which is the less crucial in a cellular network. Even this type of error has presented a very low rate of occurrence. All the ABNORMAL vectors have been found and his causes correctly assigned, i.e., all the faulty KPIs inserted in each ABNORMAL state vector have been detected.
5 Conclusion

In this paper we proposed general methods for fault detection and diagnosis in 3G cellular networks using competitive neural models. Unlike the available qualitative methods [8,9,10], the approach we took is focused on quantitative (numerical) results, more adequate for online performance analysis, being based on a statistically-oriented and widely accepted method of computing confidence intervals. Our methods outperformed current available single-threshold methods for FDD tasks.
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Abstract. We propose to study the performance of an unslotted optical MAN ring operating with asynchronous variable length optical packets. Source stations are connected to the optical ring. They take electronic packets coming from client layers and convert them into optical packets. The MAC protocol is based on the synchronous "empty slot" procedure. The performance model of the ring is based on an M/G/1 queue with multiple priority classes of packets, and a preemptive Repeat-Identical service policy. Using the busy-period analysis technique, joint queue-length probability distribution is computed and exact packet delays at each source are given for different packet length distributions. Practical applications of the model are considered in order to see the impact of input parameters (packet length distributions, rank of the station) on performance measures.

1 Introduction

Packet format is one of the most important issues in the network concept since it has a major influence on the overall Quality of Qervice (QoS) the network is able to deliver to users. Packet format is of prime importance in a network performance in terms of end to end delay and of bandwidth loss. In this paper, we focus on the optical MAN which consists of several unidirectional optical physical rings interconnected by a centralised Hub. A ring within the MAN interconnects several nodes and consists of one or more fibres each operated in DWDM regime. We restrict to the case where all the stations transmit their packets in one wavelength, so for us the ring represents a wavelength. The multi-server case will be addressed in a future work. Sources generate packets (for example IP, or Ethernet packets) and an electronical/optical interface performs several operations which transform a variable length packet from the client domain into an optical packet. An optical packet transport network may work with either synchronous or asynchronous operation, being also called slotted or unslotted network respectively. Of prime importance are the questions of the optical packet format. Structuring the information (payload) into optical packets may be done according to different schemes: fixed length packets or variable length packets. Fixed length packets have been extensively considered with the ATM technology. This packet format is a frequent choice in slotted networks.
all packets have the same size and are transmitted in a single slot. In the case the client packets are too long to be transmitted by a single slot, they are segmented into several packets which are treated as independent entities each with its own header. The advantage of fixed length packets are numerous since all the telecom techniques (traffic shaping, load balancing,...) can be adopted to really support different classes of service. But the problem is the choice of the packet size, and the guard time repetition in consecutive slots which can lead to inefficient bandwidth utilization. Variable length packets can be used in slotted or unslotted networks. In the case of slotted networks, they are called slotted variable length packets or "train of slots" [5]. Packets may have variable sizes as long as they are multiples of a basic time slot. The packet fit a sequence of slots, no slot belonging to other packets can be inserted between them. This choice allows to use a single header for the whole packet, which reduces the waste of bandwidth. In unslotted networks, very few papers have been written about the issues related to the optical packet format. In this case, the packet format can be fixed or variable. For variable length packets, each packet has an arbitrary dimension not necessarily a multiple of a time-unit as slotted variable length packets. So no padding is required as in fixed length packet (slotted or unslotted networks), and slotted variable length packets. This results in higher bandwidth utilisation than previous solutions. Another advantage of asynchronous variable length packets is that the optical network don’t need optical synchronisation. The MAC protocol studied is based on an empty slot procedure in order to avoid collisions at source nodes. The upstream station has the highest priority, so packets can be transmitted on the wavelength at any time. The priority of a station for transmission decreases when we go downstream on the wavelength. A station can transmit a packet if it finds a gap (corresponding to the idle period of previous stations on the ring) large enough to accommodate the packet. This gives advantage to upstream nodes, so a given node can bestarved by transmissions of previous nodes. In addition, gaps can be too short to accommodate any packet. It results a waste in bandwidth and an increase of the waiting times. This phenomenon depends closely on packet length distributions, and imposes a deeper analysis. To the best of our knowledge, there are no published works trying to give modeling tools for this problem. We use mathematical models to solve this problem. We define a queueing model based on the M/G/1 queue with multiple priority classes of packets and preemptive repeat-identical service policy which has been completely solved in [2]. We have stated the stability conditions required in order to have finite queue lengths. Thus queue-length distributions are computed and mean delays at each source are given under various configurations. This paper is organized as follows. In section 2, we present the queueing model which allow us to study the performance of the optical ring. In section 3, we give mathematical equations required to the performance analysis. In section 4, the queueing model is tested and numerical results of the performance measures are showed. Mean packet delays curves of variable length optical packets are plotted and allow us to see the impact of input parameters. Finally, some concluding remarks and prospects for future work are given.
2 Queueing Model

We define an analytical model in order to compute mean packet delays at any source station. The model will provide performance measures for asynchronous variable length packet. It is based on an M/G/1 with multiple priority classes of customers. The service policy is preemptive repeat-identical. Let \( n \) be the number of stations connected to the ring. Each station is identified by an index \( i (1 \leq i \leq n) \) which increases when we go downstream in the ring. We suppose that the arrival rate in each station \( i \) follows a Poisson process with rate \( \lambda_i \). Let \( S_i \) represents the service time of optical packets of station \( i \). Queueing model is based on the M/G/1 with \( n \) priority classes of customers corresponding to the \( n \) source stations. Each station (so its packets) has a level of priority defined by the empty slot protocol. Station 1 contains packets of class 1, it has the highest priority because it is the upstream station in the ring. Any source station \( i \) contains packets of priority \( i \) which is lower than priorities of station 1, \( \ldots, i - 1 \) (corresponding to packets of stations \( 1, \ldots, i - 1 \) ) but higher than priorities \( i + 1, \ldots, n \) (packets of stations \( i + 1, \ldots, n \)).

3 Performance Evaluation Analysis

In the real system, a station \( i \) begins sending when it finds a gap larger than the size of the packet to send. This is equivalent to assume that station \( i \) begins sending as soon as a gap is detected, but it interrupts emission if the gap in not large enough, i.e. as soon as a packet arrives on the ring coming from stations \( 1, \ldots, i - 1 \), and tries again at the next gap: this amounts to represent (without any approximation) a station \( i \) as a M/G/1 system with preemptive repeat-identical service [2] receiving two kinds of customers : packets of class \( i \) and the flow of packets from upstream stations having the highest priority (classes 1, \( \ldots, i-1 \)). The M/G/1 queue with multiple priority classes and preemptive repeat-identical service policy has been already studied, see e.g. [2]. For each station \( i \), we analyze the busy period of the M/G/1 generated by the flows from stations \( 1, 2, \ldots, i - 1 \) (flows \( i + 1, \ldots, n \) have a lower priority and so have no influence). This allows to compute the joint queue-length probability distributions as presented in [2]. According to the model description, the queue-length state of station \( i \) depends especially on the busy period generated by sources \( 1, \ldots, i - 1 \) and the service time policy. So let for each station \( i \) the following random variables : \( H_i \) is the busy period generated by the station, \( C_i \) is the completion time (the elapsed time from the instant that the class \( i \) packet first receives service until the time it completes service), it is the real service time of the packets, \( M_i \) : is the queue-length and \( D_i \) is the packet delay. Queue-length process of any source station \( i \) is completely defined by the busy period density generated by sources \( 1, \ldots, i - 1 \) (denoted \( H_{i-1} \)) and the completion time density \( C_i \). The service policy is preemptive repeat-identical, because an optical packet repeats its service until it finds an uninterrupted time duration of length equal to the service time \( S_i \).
3.1 Mean Marginal Queue-Lengths and Mean Delays

The case of station 1 is easy because it has the higher priority, so it doesn’t depend on the other stations. It amounts to study an M/G/1 with one input flow $\lambda_1$, and completion time as service time $S_1$. In [3], probability distributions of the queue length and the busy period have been presented. $E(M_1)$ is:

$$E(M_1) = \lambda_1 E(S_1) + \frac{\lambda^2_1 E(S_1^2)}{1 - \lambda_1 E(S_1)} \quad (1)$$

We study the case of a station $i$ where $2 \leq i \leq n$. In [2] queue-length probability distributions are computed for any station $i$. A station $i$ can be represented by an M/G/1 with arrivals $\lambda_i$ and $A_{i-1} = \sum_{j=1}^{i-1} \lambda_j$, where $A_{i-1}$ represents the rate arrival of packets which interrupts packet services of station $i$. As $A_{i-1}$ generates a busy period $H_{i-1}$, so probability distribution of $C_i$ depends on the probability distribution of $H_{i-1}$ [2]. $E(C_i)$ is:

$$E(C_i) = \left[ \frac{1}{A_{i-1}} + E(H_{i-1}) \right] [E(e^{A_{i-1}S_i}) - 1] \quad (2)$$

The busy period $H_i$ is either initiated by the arrival of a packet of station $i$, or by packets of stations $1, \ldots, i-1$:

$$E(H_i) = \frac{\lambda_i}{A_{i}} \frac{E(C_i)}{1 - \lambda_i E(C_i)} + \frac{A_{i-1}}{A_{i}} \frac{E(H_{i-1})}{1 - \lambda_i E(C_i)} \quad (3)$$

Probability distributions of completion-time $C_i$ and busy period $H_{i-1}$ lead to the probability distribution equations of $M_i$ [2]. $E(M_i)$ for $i = 2 \ldots, n$ is given as follows:

$$E(M_i) = \lambda_i E(C_i) + A_{i-1} \lambda_i \frac{E(H_{i-1}^2)}{2(1 + A_{i-1} E(H_{i-1})}) + \frac{\lambda^2_i E(C_i^2)}{2(1 - \lambda_i E(C_i))} \quad (4)$$

where $E(C_i^2)$ and $E(H_{i-1}^2)$ are obtained from their probability distributions given in [2]. Using Little theorem, we can derive the delay at each station $i$:

$$E(D_i) = \lambda_i E(M_i).$$

3.2 Stability Condition

We give now necessary and sufficient conditions for all the queues to be stable. As explained in [2], the condition $\lambda_i E(C_i) < 1, i = 1 \ldots, n$ is necessary but not always sufficient in order to have a stable system. The goal of stability condition is to have $E(M_i) < \infty, \forall 1 \leq i \leq n$. So we must have $E(C_i^2)$ and $E(H_{i-1}^2)$ to be finite (we will see that there is no problem with others terms). We present in the following two cases of packet length distributions: deterministic, and general.

- deterministic : stability condition implies that $E(M_1) < \infty, E(H_1) < \infty$, and $E(H_{i-1}^2) < \infty, E(C_i^2) < \infty, E(M_2) < \infty, E(H_2) < \infty, E(H_{i-1}^2) < \infty, E(C_i^2) < \infty, E(M_3) < \infty, \ldots,$ and $\forall i \leq n : E(H_{i-1}^2) < \infty, E(H_{i-1}) < \infty, E(C_i^2) < \infty,
E(M_i) < \infty. So the stability condition is sufficient. It is also necessary because if it is not verified, then the system is instable.

- general case: stability condition implies that: E(M_1) < \infty, E(H_1) < \infty and E(H_i^2) < \infty, and \forall i = 2, \ldots, n E(H_i) < \infty, but not necessarily E(C_i^2) < \infty and E(H_i^2) < \infty. Because exponential terms in E(C_i^2) formula (see [2]) are not always finite. For example, if S_i is an exponential random variable with mean 1/\mu_i, we have to add the condition: \mu_i > 2\Lambda_{i-1}.

We explain now what the stability condition gives as conditions to the input parameters. So we replace E(C_i) by its formula. E(H_i) (i=2, \ldots, n) can be written in the case of preemptive repeat identical service policy as [2]:

\[ E(H_i) = \frac{\rho_1 + \sum_{k=2}^{i} \lambda_k \omega_k}{\Lambda_i[1 - (\rho_1 + \sum_{k=2}^{i} \lambda_k \omega_k)]}, \omega_k = \frac{1}{\Lambda_{k-1}} E(e^{\Lambda_{k-1}S_k} - 1) \]  

and \rho_1 = \lambda_1 E(S_1). Then stability condition will give:

\[ \lambda_i < \frac{\Lambda_{i-1}}{E(e^{\Lambda_{i-1}S_i} - 1)}(1 - (\rho_1 + \sum_{j=2}^{i-1} \lambda_j \omega_j)) \forall i \in [2, \ldots n], \rho_1 < 1 \]  

As explained before, for a deterministic packet length distribution, this condition is necessary and sufficient. But in the general case, it is necessary but not sufficient in order to have finite queue lengths. For example, for exponential distributions of packet lengths we have to add the condition \mu_i > 2\Lambda_{i-1} \forall i \in 2, \ldots, n.

Fig. 1. Mean packet delays (in \(\mu\)s) versus the rank of the station for deterministic packet length distribution.
Fig. 2. Mean packet delays (in $\mu$s) versus the rank of the station for exponential packet length distribution

4 Numerical Results

We present in this section mean packet delays for different values of input parameters. For all figures, we have supposed 10 source stations and a ring transmission rate of 10 Gbit/s. The packet length distribution is the same for each station. Packet delays values are given in $\mu$s. The goal is to see the main parameters that influence packet delays. The rank of the station in the ring has certainly an impact on the delays (rank 1 corresponds to the priority 1, ..., rank 10 to the priority 10). Another parameter to see is the packet length distribution. We have supposed different optical packet lengths obtained from different electronic packet lengths. According to real IP traffic measurements [4], three lengths of electronic packets have been considered: 40 bytes, 552 bytes and 1500 bytes. Optical packets are then defined according to the VLP optical packet format. The optical packet is represented by a payload (filled by an electronic packet), a guard time (50 ns), a packet header of 5 bytes, and synchronisation preamble of 4 bytes. In Fig. 1, mean packet delays versus the rank of the station are showed for deterministic packet length distribution. Each station has an input bitrate of 500 Mbits/s. Three curves are plotted for both figures. The lowest one (resp. the highest one) corresponds to IP packets of length equal to 40 bytes (resp. 1500 bytes). The middle curve shows the real IP packet length distribution [4] defined by: 40 bytes (0.6), 552 bytes (0.25) and 1500 bytes (0.15). We can easily see the impact of the packet length on packet delays. When the size of the packet increases it may be difficult to find a gap large enough to insert the packet. So packet delays increase. Also, when the rank of the station increases (which means that its priority decreases), packet delay increases too. In Fig. 2, assumptions are the same than in Fig. 1, except the packet length distribution which is exponential. We can see that packet delays are higher than in the de-
terministic case especially when the packet length increases (for 1500 bytes). When the input bitrate is 1 Gbits/s, we have remark that mean packet delays are largely higher, and stability conditions were rapidly not verified (for a rank upper than 5).

5 Conclusion

The main contribution of this paper is the definition of a queueing model which provide the performance analysis of an asynchronous optical MAN ring for VLP packets. Results have shown clearly the impact of the packet length distribution on packet delays.
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Abstract. In the highly competitive telecommunications environment of today a service provider must continually evolve its network and enable new revenuergenerating services faster and more cost effectively than the competition. These services should create value for the end users by satisfying all their functional requirements in an efficient manner, and they should be delivered with simplicity and ease of provisioning. This paper focuses on the transition from a requirements capture and analysis phase to a service analysis phase in the framework of an object-oriented service creation methodology, by considering the internal structure and the functionality of a telematic service. After the examination of the main activities that take place in the service analysis phase and the identification of the main artifacts that are produced during them, the overall service development process is highlighted, and the paper attempts to validate, through several service creation experiments, not only the service analysis phase, but also the overall service creation methodology. Finally, the validation results are discussed and further evaluation actions are briefly outlined.

1 Introduction

Increased competition, regulatory changes and the convergence of network technologies are causing service providers to look for innovative telecommunications services (telematic services) to differentiate their offerings and gain a competitive advantage. Telecommunication networks are gradually evolving towards integrated services networks or Multi-Service Networks (MSNs), which are networks capable of supporting a wide range of services. In MSNs, services are viewed as value adding distributed applications, composed using more elementary facilities available underneath through specialised Application Programming Interfaces (APIs) and operating on top of a general purpose communications subsystem.

For this reason, the emphasis is placed on the telecommunication software and on the rapid development of services upon open, programmable networks. Therefore, this paper proposes a structured service creation approach, emphasizing service analysis activities, that offers a viable service paradigm inside an open deregulated multi-provider telecommunications market place and is compatible with and influenced by the state of the art service creation technologies of Open Service Access (OSA), Parlay and Java APIs for Integrated Networks (JAIN) [6], and conformant to the open
service architectural framework specified by the Telecommunications Information Networking Architecture Consortium (TINA-C) [2][8]. The practical usefulness and efficiency of the proposed approach is ensured by extensive validation attempts with various services, involving comparative examination and experimentation with the use of different development environments.

2 Analysing Service Requirements

Service analysis activities constitute the service analysis phase in the service creation methodology, which is proposed to have an iterative and incremental, use case driven character. An iterative service creation life cycle is adopted, which is based on successive enlargement and refinement of a telematic service through multiple service development cycles within each one the service grows as it is enriched with new functions. More specifically, after the requirements capture and analysis phase, service development proceeds in a service formation phase, through a series of service development cycles. Each cycle tackles a relatively small set of service requirements, proceeding through service analysis, service design, service implementation and validation, and service testing. The service grows incrementally as each cycle is completed.

Fig. 1. Service analysis phase artifact dependencies

The aim of the service analysis phase is to determine the functionality needed for satisfying the service requirements and to define the software architecture of the service implementation. For this reason, the focal point shifts from the service boundary to the internal service structure [1]. The most important activities of this phase are examined in the following sections. The dependencies between the artifacts produced can be seen in Fig. 1.

2.1 Definition of Service Conceptual Models

The service analysis phase is the first phase of the service creation process where the telematic service is decomposed into its constituent parts, with the appropriate relationships among them, in an attempt to gain an overall understanding of the service. The resulting (main) service conceptual model involves identifying a rich set of service concepts (Information Objects, IOs) regarding the service under examination by investigating the service domain and by analysing the essential use cases [7].
The main service conceptual model is accompanied by a set of ancillary service conceptual models. These models are derived by (and correspond to) a number of generic information models deduced from the TINA-C service architecture [8] and complement semantically the main service conceptual model with useful session related concepts and structures [3].

The following steps specify the main service conceptual model:

**Step 1: Identify the service concepts.**

A central task when creating a service conceptual model is the identification of the service concepts. Two techniques are proposed for the identification of service concepts. The first is based on the use of a service concept category list, which contains categories that are usually worth considering, though not in any particular order of importance. Another useful technique is to consider the noun phrases in the text of the expanded use cases as candidate service concepts or attributes.

**Step 2: Identify associations between the service concepts.**

After identifying the service concepts, it is also necessary to identify those associations of the service concepts that are needed to satisfy the information requirements of the current use case(s) under development and which aid the comprehension of the service conceptual model. The associations that should be considered in order to be included in a service conceptual model are the associations for which the service requirements suggest or imply that knowledge of the relationship that they present needs to be preserved for some duration (“need-to-know” associations) or are otherwise strongly suggested in the service developer’s perception of the problem domain.

**Step 3: Identify attributes of the service concepts.**

A service conceptual model should include all the attributes of the identified service concepts for which the service requirements suggest or imply a need to remember information. These attributes should preferably be simple attributes or pure data values. Caution is needed to avoid modelling a (complex) service concept as an attribute or relating two service concepts with an attribute instead of an association.

**Step 4: Draw the main service conceptual model.**

Adding the identified type hierarchies, associations and attributes to the initial service conceptual model, forms the main service conceptual model. It has to be noted that a verb phrase should be used for naming an association, in such a way that the association’s name together with the names of the service concepts that it relates create a sequence that is readable and meaningful.

The proposed methodology considers the TINA-C service architecture (which has a direct and significant influence to subsequent service creation technologies) in a critical manner with the intention to extract from it useful concepts and guidelines/techniques. Taking into account the generic TINA-C session related information models [1] and the different types of sessions that can be established between business administrative domains, access sessions can be classified according to the specialisation hierarchy shown in Fig. 2(a). The access session related service IOs and their relationships are depicted in the information model of Fig. 2(b). In this figure, the Domain Access Session (D_AS) service IO is associated with a particular domain and represents the generic information required to establish and support access interactions between two domains. Furthermore, it is specialised into UD_AS (managed by the user), PD_AS (managed by the provider) and PeerD_AS service IOs, as each D_AS is associated with a particular access role.
Fig. 2. Important access session related information models: (a) Classification of the access session, (b) The access session information model

Service sessions can be classified according to the specialisation hierarchy shown in Figure 3(a). The service session related service IOs and their relationships are depicted in the information model of Figure 3(b). Every service session consists of usage and provider service sessions. Each member of a session, i.e. an end-user, a resource or another session, is associated with a usage service session.

Fig. 3. Important service session related information models: (a) Classification of the service session, (b) The service session information model

2.2 Definition of Service Sequence Diagrams and Service Operation Contracts

A service sequence diagram should be done for the typical course of events of each use case and sometimes for the most important alternative courses. It depicts, for a particular course of events within a use case, the external actors that interact directly with the service, the service (as a black box), and the service events that the actors generate. Service events (and their associated service operations) should be expressed in an abstract way, emphasising their intention, and not in an implementation specific manner [7].

The behaviour of a service is further defined by service operation contracts, as they describe the effect of service operations upon the service. Their creation is dependent on the prior development of use cases and service sequence diagrams, and on the identification of service operations. UML contains support for defining service contracts by allowing the definition of pre- and post-conditions of service operations [4].
3 The Validation Approach

The proposed service creation methodology (and thus its service analysis phase) was validated and its true practical value and applicability was ensured as it was applied to the design and development of a real complex representative telematic service (a MultiMedia Conferencing Service for Education and Training, MMCS-ET). More specifically, a variety of scenarios / use cases were considered involving the support of session management requirements (session establishment, modification, suspension, resumption, and shutdown), interaction requirements (audio / video, text, and file communication), and collaboration support requirements (chat facility, file exchange facility, and voting). Due to the incremental and iterative nature of the proposed methodology these use cases were examined in nine (9) service development cycles covering a time period of almost two (2) years.

Further validation attempts of the proposed methodology and examination of its usefulness, correctness, consistency, flexibility, effectiveness and efficiency, involved a variety of service creation activities for different telecommunications services (actually service scenarios) using different development approaches. More specifically, the following telematic services were considered: Distributed collaborative design, distributed case handling, remote monitoring, remote database access, remote database utilisation, remote access to expertise, remote application running, entertainment on demand (pay-per-view), remote consultation, social conversation.

These service scenarios were developed in a small scale (with a maximum of five end-users) in both a business and an academic environment, by three (different) teams of two service developers in three different (object-oriented) manners; namely using the proposed service creation methodology, using an ad hoc approach and using a widely accepted general purpose object-oriented software development methodology (the Unified Process, UP). All service developers had similar knowledge and experience, and a manager monitored the service requirements and the reuse of the specifications and code in all cases in order to keep them at comparable levels during the application of the different service creation approaches for each service scenario.

The parameters that were examined each time a telematic service was developed (some of which are explicitly related to service analysis activities) are the following:

- The total time needed for the development of the service from the beginning of the service project until service deployment.
- The number of problems that were reported by the users of the service (e.g. not supported functions, unsatisfactory operation, unpredictable behaviour, etc.) after using it in a daily basis for two months after its deployment.
- The number of service concepts in the service conceptual models, the number of essential use cases, the number of service sequence diagrams, the number of service operation contracts, and the number of service state diagrams in which changes were performed during the first two months of service operation.
- The number of objects in the service code that was necessary to change during the first two months of service operation.
- The number of lines of service code that were added during the first two months of service operation.
- The total time needed for service maintenance activities during the first two months of service operation.
• The total time that the service was necessary to be inactive due to service maintenance during the first two months of service operation.

From the results of the service creation experiments is evident that the ad hoc approach, although it seems to be fast in some cases, is the less flexible approach with the highest risk in misinterpreting the requirements and the highest possibility to cause maintenance problems. The most important drawback of the UP is its difficulty to be applied in a service creation context, which is reflected by the greater total development time, by the more changes that are needed to service analysis artifacts when performing corrections or extensions and by the relatively verbose service code that it produces. Therefore, the proposed process is the most flexible and cost effective approach (in terms of total development time and maintenance problems), satisfies the requirements of the users (slightly better than UP), and (when considering all the parameters) improves the productivity of the service developers and increases the possibility for the successful completion of a service creation project.

4 Concluding Remarks

The validation attempts described in Section 3 provided strong evidence that the proposed methodology and the corresponding service analysis activities can be used efficiently for the development of new telecommunications services in open, programmable service-driven next-generation networks and that they are correct and effective as they can lead to the desired outcome, i.e. a successful telematic service that satisfies the requirements of its users. However, the proposed methodology, apart from being specialised for service creation purposes in the area of telecommunications service engineering, remains a methodology for the development of systems. Therefore, its evaluation using the Normative Information Model-based Systems Analysis and Design (NIMSAD) framework is suggested [5]. Such an attempt will provide additional confidence on the capabilities and the quality of the proposed service creation process and will support the increased expectations regarding its value and impact.
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Abstract. Application level active networks provide a way of transforming the current network infrastructure into one where new services and protocols are more easily adopted without the need for standardization. In this paper we deal with an application layer active networking system, and address the problem of publishing and distributing software components, provided by trusted service providers, throughout the active network. We propose an network architecture of dedicated servers providing Content Distribution Network (CDN) functionality; this leads to smaller response times to client requests and decreased network traffic. Experimental results from a test network configuration illustrate the benefits obtained from exploiting CDN capabilities, and support the viability of our approach.

1 Introduction

The evolving technology of Active Networking (AN) aims at changing the way computer networks behave. Activeness in networks is an idea proposed in [10], and seeks to address the problem of slow adoption of new technologies and standards, as well as the slow evolution of network services. Activeness entails injecting programmability into the network infrastructure, so as to allow the rapid introduction of many new services inside the network [2].

In this paper we focus on an application level active network. Here, processing of various data flows within the network takes place at the application layer (not at the network layer). The Application Level Active Networking system (ALAN), presented in [5][6][7], has been implemented to provide users with a flexible framework for supporting active services within traditional network boundaries. Software components implementing these services, called proxylets, can be loaded onto service nodes, called active servers, where they are executed on demand. This approach is similar in spirit to the Active Services framework of [1] and the Application Level Active network of [8][9]. In this context, the distribution of service components, provided by trusted third parties, throughout the active network, is of considerable interest, for it directly affects response times to client requests and the volume of network traffic. We herein attempt to address this issue. Consequently, our focus is not on the AN per se, but on the network architecture used for publishing and distributing the service components throughout the active network, so as to better support the desired active functionality. In particular, we exploit the idea of building Content Distribution Net-
works (CDNs) for enabling speedy, uninterrupted, and reliable access to web content; this may well fit in an application layer active networking environment, where service components are requested from specific web servers.

The paper is organized as follows: In Section 2 we describe the structure of the particular application level active network under consideration. In Section 3 we present the architecture for distributing and publishing service components; this is based on forming a Proxylet Distribution Network of servers. In Section 4 we report experimental results from a test network configuration which illustrate the benefits obtained from applying CDN technology and support the viability of this approach.

2 An Application Level Active Network

The application level active networking system presented in this section was developed in the European Commission IST project ANDROID (Active Network Distributed Open Infrastructure Development) and borrows from the ALAN system discussed in [5] [6] [7], while the CDN service is part of ongoing work within the context of IST project mCDN.

In ALAN, clients can place proxylets onto service nodes, and execute them on demand. These nodes provide an Execution Environment for Proxylets (EEP), allowing these proxylets to be run. Requests can be sent to the EEP to load a proxylet, referenced by a URL, and the node will load the proxylet subject to checking the permissions, validity and security. Proxylets can be downloaded from a number of different sources, known as Independent Software Vendors (ISVs), and run on an EEP. Proxylets are Jar files, containing Java classes, placed on a web server and can be referenced via their URL. They are self-describing, so that they can be used effectively in a dynamic environment. This is achieved by specifying appropriate proxylet metadata, expressed in XML, which include the proxylet functional characteristics, their facilities for communicating with other components and the corresponding security policies.

3 Publishing and Distribution of Proxylets

3.1 Content Distribution Network (CDN)

A CDN is an independent network of dedicated servers that web publishers can use to distribute their contents at the edge of the Internet [4]. CDN supports caching, transparent routing of user requests and securing of the contents from modification. CDN infrastructure consists of three main sub-systems: (a) the redirection, (b) the content delivery and (c) the distribution [3]. Redirection sub-system redirects the client request towards a closer, than the content provider, server that can serve the request. Content delivery sub-system transparently delivers content from that closer location. Distribution sub-system moves contents from the origin server to the servers of the content delivery system.

Our effort is focused on building an independent network of servers that implements part of the functionality of a CDN. We call this network a Proxylet Distribution
Network (PDN). The PDN distributes the metadata of the available services, along with the actual services, i.e., the software components implementing those services. Those services are offered by ISVs, through web servers providing the proxylets. The hosts comprising the network, which provides CDN-like functionality, are called Proxylet-Brokers (PBs). One PB is located in each administrative domain, where one or more active servers may exist. PBs could also be placed anywhere in the network, since their services are quite independent from any other procedure. The gathering and distribution of information about services could be seen as an off-line process. PBs do not depend on any other component of the AN. Their network is built independently and its purpose is to serve the clients of the AN. However, PBs need to be close to active servers, where the proxylets are loaded and executed, and close to clients, who need to have quick access to information about the services available on the network.

3.2 Building the Proxylet Distribution Network

The Proxylet Distribution Network (PDN) is built in a step-by-step manner. A new PB contacts a member PB of the PDN and follows a join process. This takes place as follows: (a) the member of the PDN accepts the join request of the new PB and notifies it for all member PBs of the network, (b) the member of the PDN also sends all information it has, if any, about services provided by ISVs in this network, in the form of proxylet metadata. As a result of the join process, all PBs in the PDN have the same view of the services available. Finally, new PB contacts all other members of the PDN and identifies itself. The end result is a completely interconnected network of PBs, the Proxylet Distribution Network. PBs join or leave the PDN as needed. Whenever a new PB comes in, it informs the rest of the PDN about his arrival, whereas if some PB’s failure occurs, it is removed from the list of members of the PDN. Thus, any number of PBs can access the PDN at any time, making the network of brokers a dynamic set that shrinks and stretches in an autonomous manner.

3.3 Proxylet Metadata Publishing

PDN is populated with proxylet metadata provided by ISVs. During this phase an ISV contacts a PB in order to publish the proxylets it provides. ISV sends all proxylet metadata to the PB as a number of XML files, each one representing one proxylet. The PB in turn contacts every other PB of the PDN and distributes the metadata received from the ISV. After that, all PBs know all the available services (proxylets) and associated metadata describing them. Given that one PB resides in every administrative domain, where clients have access to the network and request services from, the gathering of proxylet metadata information close to the client results in a quick browsing of the available services. The benefits of the PDN approach are quantified in Section 4, by comparing response times to client request with and without the PDN. Although the replication of all XML files at all nodes of the PDN seems to be inefficient and consuming both of bandwidth and disk space, this is not really the case. First, most of these file transfers are performed off-line, without aggravating the traffic of the actual active network, and, second, the size of these files is quite small.
3.4 Service Component Request

A client contacts the PDN through an interface to his closest PB and is presented with a list of all available proxylets, and their main characteristics contained in XML metadata files. He then selects the most appropriate service for his application and requests the downloading of the service. PB establishes a URL connection to the appropriate ISV and fetches the proxylet. The proxylet is cached locally and is available to any application. Then, PB informs the rest of the PDN about the fetching of the proxylet so that all other PBs know that the proxylet is available not only from the ISV, but also elsewhere in the PDN. Smaller response times, reduced network traffic and reliability are gained by this approach. Considerable reduction of traffic at the ISV web server is also achieved, as well as continuous reliable provision of the service, even when the ISV is inaccessible because of a possible network failure.

3.5 Update of Distributed Metadata

One of the most important issues is keeping up-to-date all proxylet associated metadata. When a new proxylet appears in an ISV site, or an existing proxylet is modified, ISV announces this change to a PB. ISV sends the new XML file to the PB, who in turn distributes this XML file to all nodes of the PDN. Upon receiving the new XML file, each PB updates its structures where proxylet associated information is stored. It may also be the case that the previous version of the software component represented by the replaced metadata has been downloaded recently. Thus, in order for the new metadata to be compatible with the corresponding Jar file, the PB should re-fetch the proxylet from the appropriate ISV.

4 Performance Evaluation

4.1 Network Topologies and Service Establishment

In order to quantify the benefits obtained by the proposed PDN approach, we measure the performance of two experimental network topologies. In both topologies a client is assumed to issue requests for locating and fetching certain proxylets. A PDN infrastructure is available only in the second case. Both topologies consist of 4 web servers, which act as ISVs, and are located at certain addresses shown in figure 1. Each ISV provides a number of proxylets of different sizes and their metadata. The selected proxylet sizes are between 20KB and 1.5MB. The client requesting the proxylets is located in the same domain as ISV2 and SV4. Fig. 1 depicts the two experimental topologies.

In the non-PDN topology, client maintains a list of ISVs, and queries them in order to locate the desired one proxylets. Client selects an ISV from his list, either based on some policy, or in random. In our experiment the client scans the ISVs sequentially, in the order ISV 1, 2, 3, 4. Client issues HTTP requests to get all metadata (XML files) available from ISV 1. After checking the metadata, if he finds the desired proxylet, he issues one more HTTP request to ISV 1, to retrieve the proxylet. In
case the client does not find the desired proxylet in ISV 1, he proceeds similarly with ISV 2, 3 and 4. We measure the total response time, defined as the time that elapses from the moment the client issues the requests for the XML files to ISV 1, until the moment the desired proxylet is downloaded. We repeat our measurements for all cases where the desired proxylet is each one of all proxylets provided by all ISVs.

In the PDN topology, the client searching relies on the functionality provided by the PDN. The client contacts a PB, who resides in his domain, and hosts all metadata from all ISVs. The connection between the client and the PB is based on socket communication; hence it is faster than HTTP. After examining the XML metadata, client requests a proxylet. The PB subsequently makes an HTTP request to the appropriate ISV providing the proxylet and fetches it locally. We measure the resulting total response time until the proxylet is downloaded. We also measure the response time for the situation where the requested proxylet is already cached in the PB, in which case the ISV does not need to be contacted at all. This process is repeated for all available proxylets.

4.2 Experimental Results and Discussion

We collect the response times obtained from the experiments described above in Fig. 2. Each plot shows the response times for proxylets located in each one of the ISVs vs. the proxylet file size. The three lines in each plot represent the response times for downloading a proxylet, under the following three scenarios: (a) non-PDN topology as described in section 4.1 (scenario Direct-ISV), (b) PDN topology as described as described in section 4.1 (scenario PB-ISV), (c) PDN topology with cached proxylets. The client requests a proxylet that has already been cached by the PB. (scenario PB-cache). We observe that if the desired proxylet is found in either ISV 1 or ISV 2, the response times for Direct-ISV scenario are only slightly lower than those of scenario PB-ISV. That is, the resulting PDN performance is very much comparable even with the case where the client would need to directly query only one or two ISVs in order to retrieve the proxylet. Thus, the top two plots indicate that the overhead associated with the use of the PDN is rather small. Next, for the proxylets located in ISV 3, in which case scenario Direct-ISV requires sequential scanning of ISVs 1, 2, and 3, we see that the use of the PDN already leads to smaller response times than those of scenario Direct-ISV. This is due to the fact that scenario PB-ISV requires only one HTTP connection from the PB to the ISV where the proxylet is located, regardless of the
number of ISVs, as opposed to multiple HTTP requests that may be necessary without the PDN.

This difference between the response times of the Direct-ISV and PB-ISV scenarios becomes more pronounced when the proxylet is located in ISV 4, in which case the client needs to contact all four ISVs if no PDN is available. It is also worth noting that the smallest response times are achieved when the desired proxylet is found at the PB cache, as shown by the PB-cache lines in all four plots. The % response time improvement under the PB-ISV scenario, as compared to the Direct-ISV scenario, is summarised in Table 1.

<table>
<thead>
<tr>
<th>ISV 1</th>
<th>ISV 2</th>
<th>ISV 3</th>
<th>ISV 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>-8.43 %</td>
<td>2.82 %</td>
<td>20.21 %</td>
<td>74.91 %</td>
</tr>
</tbody>
</table>

A further benefit of the PDN approach is that finding the desired proxylet in the PB cache yields a 70.71% response time reduction over the case where the proxylet is fetched using HTTP from ISV 1, i.e., the first ISV contacted by the client under scenario ISV.

In short, the PDN approach offers better performance than direct HTTP when the existing ISVs are three or more. Clearly, the performance gains of the PDN would become far more apparent in an active network with a large number of ISVs. This state of affairs should be typical of a realistic environment, where an increasing number of vendors provide their own proxylets to support add-ons or pure new network services.

5 Conclusions

This paper stresses the need for a content distribution mechanism to spread out the services available on an active networking system. To achieve this, we propose and implement a dedicated network of servers, providing part of a CDN’s functionality. Experiments with the proposed content distribution architecture indicate that it may well offer a promising solution to the problem of distribution of services in an active
networking environment. Information on services and the services themselves are distributed across a network of nodes placed close to users and the active servers, where they can be easily accessed. Reduced network traffic, quick response to applications that use those services and caching of those services are some of the benefits gained by this approach.
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Abstract. This paper presents the comparisons of two single-rate multicast protocol, Active Error Recovery/Nominee Congestion Avoidance (AER/ NCA) and Pragmatic General Multicast Congestion Control (PGMCC). Both protocols use worst receiver mechanism, NACK-based feedback, and window-based transmission rate adjustment. AER/NCA is implemented using the new Active Networks technology, while PGMCC is implemented using the traditional passive network.

We discovered from the simulation results that both protocols are TCP-friendly. The implementation of active networks causes many computations to be done in the network so that it would degrade network performance. However, in high loss rates network, active networks technology could provide fast recovery to loss packets.

1 Introduction

Multicast is one-to-many communication that is suitable for group communications. Using multicast, data packet is only sent once through each link. The packet will be duplicated at intermediate routers then will be passed to the next hop router until it reaches its destination. Multicast data forwarding is done using multicast distribution trees which will exploit the hierarchy of upstream and downstream nodes.

Reliable multicast needs feedback mechanism to know the status of the packet being sent. Both AER/NCA [1] and PGMCC [3] protocols use NACK as its feedback. Single-rate multicast sends data in one transmission rate to the whole group. The transmission rate is adjusted to the receiving capacity of the worst receiver. Therefore, the existence of one slow receiver could drag down the throughput of the whole group. This will cause the drop to zero problem in which the sender estimates the loss rate much higher than the actual loss experienced by the receivers.

Active network is a new concept of network which allows packet to be processed inside the network. Active networks can be implemented in two approaches, integrated approach and discrete approach [7]. AER/NCA uses discrete approach which uses programmable router/switch that already has standard methods in it.
This paper is structured as follows. Section 2 consists of brief description of AER/NCA and PGMCC. Section 3 contains the simulation result for AER/NCA simulations. Section 4 presents the performance comparison of AER/NCA and PGMCC protocols. Section 5 concludes the paper.

2 AER/NCA and PGMCC

The architecture of AER/NCA [1] uses discrete approach in which server is put collocated with router. AER/NCA does not require all nodes in the multicast distribution tree to be active. Active nodes are only put at specific locations in the distribution tree where it is considered useful. Figure 1 shows multicast distribution tree with active nodes support.

PGMCC [3] uses PGM-enabled router which is also called Network Elements (NE). NE provides services such as eliminating NACK and sending NACK Confirmation (NCF) downstream. NE will also help in loss recovery by maintaining retransmit state which lists interfaces from which it received NACK.

Both AER/NCA and PGMCC use the following packet: positive acknowledgement (ACK), negative acknowledgement (NACK), and Source Path Messages (SPM). SPM packet is used to inform receivers about the multicast hierarchy. AER/NCA uses another packet, called Congestion Status Message (CSM) packet which is used to inform sender about the Round Trip Time (RTT) and loss rate estimation from each receiver. For loss recovery, designated server in active node is called repair server (RS). Any receiver that detects loss will wait for a random amount of time and then sends NACK to its upstream. RTT and loss rate information is needed to choose worst receiver. AER/NCA gets it from CSM packet that contains RTT and loss rate estimation from the receiver. PGMCC gets it from field rxw_lead and rx_loss in every ACK/NACK packet. Function to compute throughput estimation is as follows:

\[ T(p, RTT) = \frac{C}{RTT \cdot p} \]  

Where p is loss rate, RTT is round trip time, and C is constant. The worst receiver will be the receiver that has the highest value of function G (G=RTT \cdot \sqrt{p}). Throughput estimation will be computed every time sender receives new information of RTT and loss rate.
3 Simulation Experiment Results and Discussion

Simulation is only done for AER/NCA using the same parameter as PGMCC simulation in [3]. PGMCC simulation is not re-simulated here. Simulation is performed using NS simulator [10] that have been modified to support active networks for AER/NCA.

Unless stated, each simulation is executed 10 times and the simulation time is 500 s. We used generated data between 100-500 s of simulation time. Traffic for AER/NCA is Constant Bit Rate (CBR). Traffic for TCP NewReno is File Transfer Protocol (FTP). All queue use Droptail (FIFO) with the queue buffer of 50 unless stated. Both AER/NCA and TCP use 1000 bytes data packet. CSM and SPM packet are 76 bytes long. An active node is shown as polygon in Figure 2.

The first three sets of simulation use network topology and parameter as shown in Figure 2. These simulations use only AER/NCA session, in which 15 AER/NCA receivers behind node 2 join the session. The propagation delay on L2 is varied from 10 ms to 400 ms with 30 ms interval. The simulation result is shown on Figure 3, together with the result of simulation set 2. As expected, throughput is proportionally inversed with the increase in propagation delay. Propagation delay determines RTT from sender to receiver. The higher the RTT, the longer it takes for the sender to receive ACK. For the second set of simulation, 15 AER/NCA receivers behind node 3 also join the session. Three TCP sessions, TCP1, TCP 2, TCP 3 also travel through L1. TCP sessions start at random time from 1 s to 10 s (distributed uniformly). Figure 3 shows the simulation result.

The graph shows that at 10 ms and 40 ms, AER/NCA will equally share the bottleneck link bandwidth with the three competing TCP sessions. This behavior shows the TCP-friendliness of AER/NCA. For higher propagation delay, AER/NCA throughput will degrade depending on the worst receiver’s throughput. For propagation delay below 160 ms, worst receiver will be behind node 3. For propagation delay above 160 ms, worst receiver will be behind node 2. This shows that in the presence of different links, AER/NCA will choose the worst receiver and adjust its transmission rate according to the receiving capacity of the worst receiver.

The third set of simulation activates another TCP session, TCP 4. The simulation is performed for 100 s, with fairness index computed at 1, 2, 5, 10, 15, 20, 50, and 100 s. There are three variations for propagation delay on L2, that is 10, 100, and 130 ms. In this simulation, fairness will be shown by computing fairness index using Jain’s formula. Then, fairness \( F_t \) can be computed as:

\[
F_t(t) = \frac{\left( \sum_{i=0}^{n} X_i(t) \right)^2}{n \cdot \sum_{i=0}^{n} \left( X_i(t) \right)^2}
\]

Where \( X \) is the ratio between the transmission rate and bandwidth of the link, while \( n \) is the number of sessions that runs through the same bottleneck link. Fairness index will be between 0 and 1 where 1 reflects fair division of throughput of sessions.

Figure 4 shows that, for three variation of propagation delay, fairness index will degrades between \( t=1s \) and \( t=2s \). This is due to the initialization process that is done by AER/NCA when it starts the session. When session starts, sender must inform
receivers about the multicast hierarchy. This is done by sending SPM to all of the receivers. SPM will be processed by the intermediate nodes (active nodes) and by receivers along the multicast tree.

The next three sets of simulation will use network topology and parameter as shown in Figure 5. The fourth set of simulation is performed to simulate web-like traffic, which is a bursty traffic that could generate high loss rates in the link it travels. To simulate web-like traffic, ON/OFF UDP sources are used with Mean ON and Mean OFF time taken from Pareto distribution. The simulation lasts for 200 s. All the UDP sources and receivers are placed in single node since AER/NCA module in NS has limitations in the number of nodes. The maximum nodes allowed is 128 nodes which would not permit each UDP sources and receivers to be placed separately. Figure 6 shows the simulation results, in which the more UDP sources activated, the higher the loss rate on L1. Loss packets happened due to buffer overflow. Although buffer queue on L1 is set to 100, many sources which flow through L1 will definitely overflow the buffer and cause packets to be dropped.

The fifth set of simulation use AER/NCA, TCP 2, and UDP. Only AER/NCA receivers behind node 3 join the group. This simulation is intended to examine the session’s throughput in the presence of high loss rates. It is shown in Figure 7 that high loss rate makes both AER/NCA and TCP experience degradation in throughput. For loss rate under 13% (for 105 UDP sources based on previous simulation result), TCP gains higher throughput than AER/NCA, but for loss rate above 13%, AER/NCA gains higher throughput than TCP. In high loss rates, the loss recovery mechanism in AER/NCA is much better than TCP. AER/NCA utilizes active node to detect losses, buffer packets, and perform packet loss recovery.

The sixth set of simulation use AER/NCA, TCP 1, TCP 2, and UDP. AER/NCA receivers behind node 2 and node 3 join the group. Link L2 is a link with very low bandwidth, therefore RTT for receivers behind L2 will be mostly determined by the transmission time. On L1, as before, RTT will be mainly determined by queuing delay. The simulation result is shown on Figure 8. In this result it could be noted that the behavior is similar as that of the previous simulation. AER/NCA throughput oscillates throughout the simulation. This happens because throughput equation used is only relevant for loss rate below 5% [2].

The last simulation uses network topology and parameter shown in Figure 9. This simulations sets deal with uncorrelated losses. The link between node 2 and receivers is set to have 1% loss rate. There are two sessions used, AER/NCA and TCP. At t = 0 s, 10 AER/NCA receivers join the group. At t=300 s, 10 other AER/NCA receivers join the group. The simulation result is shown on Figure 10.

### 4 Comparison Between AER/NCA and PGMCC

This section presents the results comparison between AER/NCA and PGMCC. Figure 10 shows the result of the first two simulations. AER/NCA shows that it has better worst receiver election mechanism than PGMCC. At propagation delay 10 ms, throughput of PGMCC 2 is about 300 Kbps. For simulation 2 where there are 4
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sessions (1 PGMCC, 3 TCP) competing for bandwidth on bottleneck link L1, the fair bandwidth allocation is 250 Kbps for each session. In [3], it is stated that due to the presence of a very fast link, any worst receiver switch will cause PGMCC to take more bandwidth than it should. Therefore in the presence of heterogeneous receivers, PGMCC worst receiver election mechanism is not functioning well. Figure 11 shows the comparison of throughput between AER/NCA and PGMCC in the presence of ON/OFF UDP Sources on bottleneck link L1 for simulation 5 and 6.

The fairness index of PGMCC will increase along with time. For 10 ms propagation delay, the fairness index curve of PGMCC is below the other 2 curves. This shows that in heterogeneous receivers, PGMCC will act quite unfair to other sessions. However, the value of fairness index is still acceptable; hence both AER/NCA and PGMCC have shown that they are TCP-friendly. At low loss rate (UDP Sources<100) PGMCC have more throughput than AER/NCA. But in higher loss rate, the inverse happens. In low loss rate, computations in PGMCC is less than AER/NCA, therefore its throughput is higher. In high loss rates, AER/NCA’s loss recovery mechanism works more efficient than PGMCC.

5 Conclusion

In active networks, too many computations in network will decrease network performance because computations will slow down packet transmission. Therefore, it is suggested that active components (programmable router/switch, designated server) are not put at backbone/core layer networks. Backbone network is a very high speed network, in which computations in the middle of the backbone network will degrades network performance. Besides that, most packet losses occur at the edge of network, not at the backbone network [8]. Active components are also suitable to be put behind lossy due to its capability to cache packets and provide quick local retransmission.

In loss recovery mechanism, active networks has shown that it has better mechanism including best-effort caching packets at active nodes to provide local retransmissions, immediate loss detection by source router, and decentralize the burden of retransmission to repair servers. These mechanisms will increase protocol’s scalability. However in high loss rate (loss rate > 5%), more precise formula is needed for worst receiver election mechanism to avoid frequent worst receiver changes in
Currently passive network has been proven to be effective in providing fast packet transmission. Therefore, by combining the strengths and eliminating the weaknesses for active and passive networks and creating a new type of network which is called hybrid network, it is expected that more reliable networks could be created.
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Abstract. In this paper we propose a mobile agent based system for wireless mobile internet. We show that our agent based system has some desirable properties which are effective in compensating the drawbacks of wireless environment, mobile device limitations and TCP, HTTP protocol limitations in wireless environment. We describe the system architecture and operation scenario. We clearly define what to mobilize and how to achieve this. We discuss the benefits of using agent in this scenario and show how different optimization techniques can easily be incorporated in such a system due to its flexibility.

1 Introduction

Connecting to the Internet on the move is not what was thought during the origin of the Internet and an underlying wired network was assumed in the design. So modifying the scenario for the mobile environment without major change in the operational structure is not a trivial one. Moreover, mobile environment is hostile; it has low bandwidth, high rate of disconnection, high error rate etc. During the past few years several efforts were made to realize Internet access from mobile devices. IBM eNetwork Web Express [8], the MobiScape [1], and the Mowgli Project [14] are some of them. All of these models are based on proxies. Two proxies are set at the two end of the wireless link to intercept the data that flows on the wireless link. The client side proxy (on the mobile device) and the server side proxy (On the wired network) interact to provide wireless access to WWW. The two proxies come to know the device and browser capabilities and shape the traffic accordingly. Moreover in [1] both of them maintain cache of recently visited web pages. That means in the course of communication the server side accumulates information that are necessary for better performance of wireless Internet. But in these systems there is not provision to mobilize this information according to user movement. As a result whenever user changes his point of attachment to the fixed part of the mobile network he has to start as if he has no previous session or history which can greatly improve his performance. In this paper we propose the use of mobile agents to mobilize this information. Moreover the future mobile networks will be characterized by service variety and multi-provider scenario. So any system aimed to work successfully under this scenario should not only be able to overcome the difficulties of the wireless...
environment but also make provisions for better service flexibility. With these things in mind we will be providing a mobile agent based system for mobile Internet: MAMI. MAMI uses both static and mobile agent to provide the necessary flexibility and optimization techniques as explained in Section 3.

The rest of the document is organized as follows. Section 2 defines mobile agents and differentiates between provider and service agent. Section 3 illustrates the proposed system architecture, Section 4 discusses the system’s operation, Section 5 points out the benefits achievable from such a system, Section 6 depicts related works and finally Section 7 concludes the paper.

2 Mobile Agents

A mobile agent is a software component having unique capability to transport its code and state of execution with it, in part or as a whole at run-time, migrating among the components of a network infrastructure where they resume execution. The term "state" typically means the attribute values of the agent that help it determine what to do when it resumes execution at its new environment. The "code" in an object oriented context means the class code necessary for an agent to execute. In MAMI there are basically two types of agents: provider agent and service agent.

2.1 Provider Agent and Service Agent

Before going into the detail of a provider agent and a service agent, let us A provider agent [7] is permanently available at a fixed location and offers access to local resources. On the other hand service agent [7] migrates among network components to accomplish its mission and will be using the services of a provider agent. The mission of the service agent is a user-defined set of rules in which the agent should act. The provider agent of a support station creates the service agent for the user which follows user’s movement. In creating the service agent, provider agent follows user’s profile so that the user can access only registered services. Mobile terminal is assisted by a terminal agent [6]. These concepts are elaborated in Section 3 and 4.

3 System Architecture

MAMI is designed to work in a mobile network with the architecture of Fig. 1. As evident, this is the general mobile network architecture. Here the mobile nodes are connected to base station via wireless link. Several of these base stations are connected to one Support Station. The concept of support station is present in all major mobile network architecture available at present but in a different term like Mobile Switching Data Point in UMTS, or Packet Processing Module (PPM) along with Message Packet Gateway (M-PGW) in i-mode [5]. We extend these components to include support for mobile agents and call it support station.
There are several support stations in the mobile network. The support stations are connected among them selves by the core network which is fixed line network. The support stations are connected to Internet where information providers and service providers publish their information and service. Another feature of support station is that it provides necessary storage to maintain caches of recently requested WebPages by the users. If the requested web page is fresh in the support station’s cache, it can be returned right away, reducing web page response time in mobile Internet scenario. So the system is a hierarchy of components as appear from Fig. 1. As we have just said that support stations include necessary environment for provider and service agents. The environment should provide necessary support for the creation of agents, messaging among the agents, agent migration facility, collaboration, control, protection and destruction of mobile agents. Several mobile agent frame works have been proposed to provide such facilities like Aglets [16], and Voyager [17].

![Fig. 1. System architecture](image)

### 4 System Operation

This section explains how the total system works. The overall system operation is shown in Fig. 2. As can be seen, the mobile devices are supported by one program, Terminal Agent. This is a static agent and runs in the mobile devices environment. Requests for web content from browsers are all directed to this agent who is responsible to return the content. Terminal agent appears as the ultimate web content provider to all programs. Terminal agent knows the capabilities of the device very well so as to return web content in a format suitable for device’s capabilities and resources. Moreover, terminal agent maintains a cache locally which contains all the recent web content fetched from outside on a LRU (Least Recently Used) basis. As mobile terminals are resource constrained devices, the size of this local cache is dynamically determined by terminal agent.
Terminal agent checks for the availability of a requested content in the local cache first. If it finds an up-to-date page in the cache then it returns it from there. This saves a good amount of wireless traffic which is not only costly but also time consuming. This activity is similar to the popular off-line browsing. Moreover terminal agent keeps track of user’s interests and follows user’s regular activity to predict [9] and prefetch [15] content. Again terminal agent keeps track of user’s movement and helps in path prediction [10] [13]. These features are explained in Section 5 in detail.

In support station we have Provider Agent. This is also a static agent and it is always up and running in a specific support station. Provider agent creates Service Agent for each user. So there is one provider agent per support station but there may be several service agent active in any support station. Provider agent is well aware of the system architecture and underlying environment details as such to create the best suitable service agent for the user. Provider agent is also aware of user’s registered services so that the created service agent is capable of handling only the registered service. Provider agent also involved in mobilizing service agent as explained in Section 4.1. Service Agent is the mobile agent. The mobility of service agent is discussed in Section 4.1. Service agent is the counter part of terminal agent. Service agent and terminal agent are involved in the traffic movement from Internet to terminal and vice versa. Service agent serves terminal agent with the requested information from the Internet. Since web page cache is maintained in support station service agent first looks at this cache. If the information is still up-to-date in the cache, the cache content is returned instead of going to the real web server. This speeds up the complete system. So in MAMI, two agents are at the two end of the transport link. One is in the device and one in the support station. Having two programs at the two ends give some optimization scope. For example, as long as the service agent and terminal agent can talk a common language, the underlying protocol can be anything suitable for the wireless environment, like LTP (Lightweight Transport Protocol) [5] or anything else which is able to reduce TCP/IP connection overhead [8] and HTTP headers [8]. Apart from this, since two programs are at the two ends of transport network and since both terminal agent and service agent are supported by cache,
if both of them have cache entries and both the cache entries have timed out then
they use differencing [8]. In this process the terminal agent asks fresh content
from service agent with the information that its cache entry has timed out.
Since the requested web page was available in terminal’s cache, it will also be
available in support station’s cache. But both the entries are not up-to-date. In
this case service agent will fetch fresh content from Internet and will compute
the difference between the fresh content and cache content. Service agent will
then send the difference to the terminal agent as a reply to the requested web
page. Terminal agent will then compute the fresh content from this difference
and his cache content and will serve it to the browser. To realize this technique
the timeout value of the caches of both terminal agent and service agent need to
be the same. This technique is useful with the observation that replies of form
based queries to the same server generate responses which vary very little among
themselves. This also drastically reduces the information that is exchanged over
the wireless network. Moreover in MAMI, terminal agent and service agent both
apply compression and decompression techniques on the exchanged information
to even reduce the volume of data transfer over the wireless link.

4.1 Agent Migration

As we have already said in previous section that service agent is a mobile agent.
What this means is that, service agent is active in a particular support station
as long as his corresponding mobile user is attached to the support station.
Whenever the user moves to a base station which is attached to a different
support station, service agent migrates to that support station. This is shown
in Fig. 3. Now we discuss about the movement of user and agents. Whenever
the user reaches a base station that is served by a different support station than
previous, the process of agent movement takes place. Now there are mainly two
types of movement that can be implemented. One is where the agent program,
along with its state and cache migrates to the new support station and another
one is where only the state and cache of service agent is migrated and a new
agent is created in the new support station by the provider agent of the new
support station based on these. In MAMI we propose to use the second type of
migration, i.e., only service agent’s state and cache are migrated. This is because
migrating a program is a costly task. Costly in the sense that it will increase the
volume of information to be migrated. As a result the load in the fixed network
will increase and its performance will be reduced. Moreover, if we transfer the
program then we need to have the same program environment in all the base
stations. Otherwise the program will not be able to execute. Although Java
based mobile agents promise to execute on heterogeneous environments, for the
shake of traffic reduction and performance we opt for not to migrate the code
[3]. That is, whenever the user is handed over to a base station under a new
support station, before the hand off process ends, the provider agent sends the
corresponding service agent’s status and cache to the new provider agent which
then creates a new service agent for the user.
This is how base station level handoff and support station level handoff operates together. The terminal agent listens to the Location Area Identifier LAI broadcasted by base stations. The LAI changes with the support station change. So whenever the terminal agent finds out that he is in a base station which is broadcasting a new LAI than previous, he informs provider agent of current support station about this. The provider agent then collaborates with the provider agent of new support station to mobilize his service agent. Fig. 4 shows this migration procedure. It should be made clear that base station level handover does not necessary mean agent migration among support stations. The 5 steps indicated in Fig. 4 are as follows:

Step 1: Terminal agent informs provider agent about the new Location Area Identifier.

Step 2: Provider agent of current support station communicates with the provider agent of new support station. Provider agent of the new support station allocates resources for the new service agent and its cache which will be migrating soon.

Step 3: Provider agent of current base station informs current service agent to migrate.

Step 4: Service agent migrates

Step 5: Relocation of Cache.

In MAMI, since provider agents are involved in migrating the agents, the system is secured from any unwanted programs to be pushed in support stations by any malicious person. Again, since both the provider agents are programs, they can employ any suitable security algorithm to trust each other. Moreover since a new service agent is created on the new support station, MAMI works on heterogeneous support stations and there is no need for homogeneous environments in the support stations.
5 Benefits of MAMI

In the past few years agent technology has spread to many areas [7] including user interface, personal assistance, mobile computing, information retrieval, telecommunication services and service/network management. In this section we take a look at the benefits of deploying mobile agents, especially in mobile web access.

5.1 Support for Disconnected Operation

Wireless links are characterized by frequent disconnection which poses great difficulty in the synchronous nature of present Internet. If a disconnection occurs during the response of a request then the request should be made again. Mobile agents provide a good solution to this problem. In MAMI, the request from terminal agent is handed over to service agent which then fetches the information from Internet. Meanwhile the there may be no connection between terminal agent and service agent. When service agent is finished with its work it can send the reply or terminal agent may suggest not to send the reply right on but in a later time, suitable for the user. Results can be eventually gathered by the user upon reconnection [4] [7]. So there is no need to maintain a continuous open connection over the wireless network [2].

5.2 Support for Reduced Network Load

Wireless links are not only of limited bandwidth but also expensive. So reducing communication over this link has been a desired feature for any mobile internet architecture. MAMI reduces wireless data transport by several measures as discussed in Section 4. In MAMI, the service agent works on behalf of user to collect the requested information. Once the service agent has received the request from
terminal agent, the mobile node need not communicate with service agent. Instead service agent will communicate with mobile node when it has something to return. Moreover since the service agent carries its state and cache with it, there is no need to resend requests or start from scratch in a new support station. So seamless mobile internet access is feasible. The service agent is well aware of the capability of the mobile terminal as such to represent data properly for the terminal. It can perform HTTP header reduction [8], differencing [8] or compression on the data. All these reduce the communication between the mobile node and the internet access point, which not only reduces the network load but also make less use of the expensive wireless link [2] [4].

5.3 Support for Enhanced Flexibility

It is difficult to change dynamically the interface of services offered by a server through which clients access the resources of a server [2]. In MAMI as long as we can keep service agent and terminal agent understand each other, we can change dynamically the interface on the client and/or server side. So in case of introduction of new services or new interface there is not need to change the terminal side. This introduces the flexibility of service introduction or modification.

5.4 Web Prefetch

Web prefetch is the technique to fetch information from the Internet which are likely to be requested in near future before the request is actually made. In MAMI, service agent along with terminal agent follows user’s interests, behavior and daily routine to build intelligence in it which will guide it in requesting web pages even before the user requests it [15] [9]. Terminal agent can request to fetch content from Web into the cache of Support station well before user has made the request. So that when user really makes the request service agent does not need to go to Internet. Instead service agent sends the already fetched content from cache. In this scenario, prefetched content comes up to cache of support station. It does not go to terminal device until user really makes the request. So user do not have to pay for any prefetched content. But service providers will be interested to incorporate this feature because this will increase system’s performance. This will improve response time as well which is critical in wireless WWW access. Again, since the cache of support station contains all the recent pages fetched by the users under this support station, it is more likely that a great portion of the requests are satisfiable from the local cache.

5.5 Web Cache Maintenance and Relocation

Since the speed of Internet browsing is dominated by the time to response required by the remote server, it is always a good idea to maintain a cache of recently visited sites so that further requests can be satisfied from the cache. In MAMI both the terminal agent and service agent maintain cache. As the user
moves from place to place, service agent can help by bringing the user specific cache to the support station under which the user is currently residing. That is a mobile agent can follow the user’s physical mobility [4] and create the current network node prepared in well advance for the user’s convenience and satisfaction.

5.6 Path Prediction

MAMI applies path prediction [10][13] to improve the performance even more. Path prediction algorithm finds out the user’s next cell based on current cell location, user’s history and movement. Terminal agent can learn from user’s movement pattern, history or daily routine and can build up knowledgebase from which it can predict the next cell where the user is going to be in near future, then it can tell provider agent to mobilize service agent’s cache so that the handoff is more efficient and system’s response time does no hamper with user’s movement. Several path prediction algorithms [10] [13] have been proposed. In MAMI the path prediction algorithm applies intelligence along with these algorithms. The terminal agent keeps track of user’s daily routine and learns about users movement pattern from the user and provider agent and terminal agent inter operates to find the most accurate next cell. Based on the result of this algorithm provider agent can mobilize the mobile agents along with the required cache to the right place.

6 Related Works

Major works related to the realization of mobile access to WWW are [8] and [1]. Both are proxy based system for mobile Internet. But none of them issues the movement of users in such a system. [12] discusses how mobile agents can be applied in mobile Internet but a complete system architecture and operation are not provided. Java based mobile agent systems performance in an ATM based testbed is presented in [12]. Mobile agent based service provisioning is discussed in [6]. How mobile agents can be used to deliver registered services to user who is moving and changing his devices dynamically. How proxy cache can be relocated so that it follows the movement of the user is discussed in [11][11]. How mobile agents can operate in heterogeneous environments is discussed in [3].

7 Conclusion

In this paper we have provided a complete system employing mobile agents. Several techniques to optimize the system performance and security are integrated with the system. The benefits or advantages or such a system is taken into full consideration. A complete mobile agent based system for mobile Internet, its different aspects, applicability and benefits were the main topics discussed in this paper.
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Abstract. The active networks approach has been presented as an alternative technology for solving several problems in conventional networks, mainly in the network management area. This work describes a data retrieval mechanism test bed, including design and implementation, which can be used for managing SNMP enabled networks, based on the ANTS (Active Node Transfer System) toolkit framework developed at the Massachusetts Institute of Technology (MIT). The results obtained from the experiments have shown that the chosen approach is a good alternative for data retrieving operations.

1 Introduction

The motivation for the proposed model came from the fact that traditional management approaches like SNMP (Simple Network Management Protocol) and CMIP (Common Management Information Protocol) generate excessive network traffic, as they have mechanisms based on the client-server model, where the manager centralizes the information and provides scheduling for execution of corrective actions, while the agent interacts with the MIB (Management Information Base) and executes the requests issued by the manager.

Another important concern is the network management applications that may benefit from the use of the active network paradigm. Regarding active network studies [1, 2, 3, 4, 5], it has been verified that one of the biggest platforms embedding this technology is the ANTS (Active Node Transfer System).

In the proposed model, some procedures were implemented within the ANTS platform, enabling data acquisition from an initialization process within an active node. In the process, an active node sends capsules (corresponding to traditional network packets) that execute locally the collection task.

With this model, which provides dynamic network traffic parameters, it is possible to assist performance management methods, mainly those that use active technologies.
2 Active Networks

Traditional networks guarantee data sharing in the sense that packets can be efficiently carried among connected systems. They only make the processing needed to forward the packets to the destination. This kind of network is insensitive to the packets it carries. The packets are transferred without modification [6]. Computation role in these kinds of networks is extremely limited.

Active networks are a new approach to network architecture that allow their users to inject customized programs into the nodes, enabling these devices to perform customized processing on the messages flowing through them [1, 6]. This approach can be applied both to users and applications.

The results obtained from the active networks in network management applications are of great interest to this work.

2.1 Active Node Transfer System (ANTS)

Developed by the Massachusetts Institute of Technology (MIT), ANTS (Active Node Transfer System) is a toolkit, written in Java where new protocols are automatically deployed at both intermediate nodes and end systems by using mobile code techniques [2].

ANTS views the network as a distributed programming system and provides a programming language-like model for expressing new protocols in terms of operations at nodes. The tool combines the flexibility of a programming language with the convenience of dynamic deployment.

In the ANTS architecture the capsules which refer to the processing to be performed on their behalf replace the packets in traditional networks include a reference to the forwarding routines to be used for processing at each active node. There are forwarding routines that will be found in all the nodes. Others are specific to the application and will not reside at every node, but must be transferred to a node by means of code distribution before the capsules of that type can be processed for the first time. The code group is a collection of related capsule types whose forwarding routines are transferred as a unit by the code distribution system. Finally, the protocol is a collection of related code groups that are treaded as a single unit of protection by an active node. The active nodes have the responsibility to execute protocols within restricted environments that limits their access to shared resources.

3 Proposed Retrieval Mechanism

The module, which was designed and implemented, is composed of a few scripts that are responsible for the configuration of the notes to be monitored. The module also contains forwarding application capsules and Java classes that are responsible for structuring the capsules and the data collection process.
In other words there is an interaction between the application and the SNMP agents in order to get MIB information from the analyzed nodes. Figure 1 shows how the mechanism works. The manager station sends capsules with routines that must be executed in the monitored node, thereby obtaining the desired information.

The first step towards the implementation was to establish ANTS active environment where an active application is due to execute the routines desired in a node. To activate a node it is necessary to associate a virtual IP and an entry to a determined active application in the node, where such configuration is passed as a parameter through a script (coleta.config). Thus, when the capsule of a certain application arrives at an active node, it executes there the desired routines.

Another important factor is the routes to be followed by the capsules. The forwarding must be pre-established in one script called coleta.routes, which can be generated by the ANTS.

After that (scripts and ANTS package), the application is ready to work. It is composed essentially of three distinct classes: ColetaApplication, ColetaCapsule and ColetaReturnCapsule.
The ColetaApplication class starts the data capture, manages the sending and receiving of capsules and finishes all the process in the manager node. The ColetaCapsule creates the capsules that embed the local collection code that will be sent to the monitored nodes. This way, it is possible to send new collection capsules to the monitored nodes, which implies a distributed model. Finally, the ColetaReturnCapsule creates the capsules that will return the results and treats the values returned to the manager node. Figure 2 shows the steps of this execution model.

3.1 Advantages of the Active Retrieval Mechanism

An analysis was made that compares the proposed mechanism with the native model of the management protocol using SNMP (Figure 3) in order to show the performance of both approaches.

In this environment, which was based on the client-server model, there is a great number of messages exchange. The manager, thus, is interacting with all the managed devices to get the management information from the MIB agents. This can result in decreasing performance, as the management centralization will overload the manager and the tremendous number of messages exchanges between the manager and the agent will eventually increase the network traffic.

As previously seen, the traditional form of getting MIB data is centralized, thereby forcing the manager to capture information from all the devices that it manages. In the
proposed method, any active node, not necessarily the manager, can send a capsule to run the collection in another active node and one single capsule can run the collection operation in some devices, as represented in Figure 4.

When the process is started, only one capsule that is sent to the agents can acquire information from all monitored node. This is possible because an agent is able to send collection capsules to other agents. The obtained results will be returned to the management station through capsules too.

4 Results

A comparison was made between the time spent by the proposed collection model and the traditional model of SNMP, using the ucd-SNMP tool [7]. It was discovered that, by employing the proposed mechanism, the capture of the entailed values of some OIDs, in only one node, results in a longer time. But when some nodes were added to the collection process and the distribution mechanism was used, the performance was significantly improved, as explained in Figure 4. This conclusion was arrived to by looking at the average of the obtained results that are graphically presented in Figure 5. In one experiment, two nodes (the manager and the agent) were used. In another experiment, three nodes (one manager and two agents) were employed. The benchmarks were made with and without distributed forwarding and the varied collected OIDs numbers.

![Fig. 5. Benchmarks.](image_url)

A more significant improvement has been found when the number of OIDs to be consulted was modified. Using the experiment with three machines, one can notice that the increase on the number of OIDs to be obtained has more impact on the elapsed time when the environment is the traditional SNMP. This is explained by the fact that, in the proposed method, the manager sends only one capsule with all the OIDs to be collected; while in the traditional SNMP, some PDUs (Protocol Data Unit) are sent to get data.

In the practical study, it was verified that the configuration of the routes is also an excellent factor to obtain better times. This way, in an environment with many
machines, it is not enough to have a distributed management without evaluating that points would be advantageous to make the decentralization. It was noted that in a monitoring of few machines, the collection system must be totally distributed, or either, a monitored node to pass the collection capsule one another node to be monitored. However, as the number of nodes increases, there can be a delay in the collection with this decentralization model. Therefore, it would be of great value the study and the implementation of an optimal solution in the establishment of the routes.

5 Conclusions

The motivation of this work is the deficiencies presented in the traditional management protocols, based on the client-server model. They are centralized management models that may generate a great number of exchanges of messages between an agent and a manager, wasting bandwidth and resulting in delays in the network monitoring.

In the analysis that were performed, it was noted that one of the most important active platforms is the ANTS, a toolkit written in Java developed by the Massachusetts Institute of Technology (MIT) that allows a dynamic construction and implementation of network protocols. For this reason, this framework was used in the development of the proposed module.

The aim of optimizing the use of the broadband and diminishing the time spent on collecting data has been reached, because the proposed model is a data collection mechanism based on distributed management and by the fact that only the capsules that will indicate the start of the local collection processing are sent through the network. This is achieved through local SNMP operations, preventing the excess of messages exchange between the client and the server. Benchmarks were conducted that prove the benefits on active data collection claimed in this work.
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Abstract. Emerging multimedia applications in the Internet characterizes the trend of service convergence in one only infrastructure. These new types of media can, however, be harmful to other flows sharing the same infrastructure, such as TCP-based applications. The most common problem is fairness, due to the unresponsive behavior of UDP flows. This article presents a fairness regulation scheme based on an adaptive QoS management architecture, where nodes are responsible for certain level of management operations, like surveillance and parameter tuning. An adaptive meta-behavior is defined in order to adjust scheduling parameters according to UDP/TCP traffic ratio.

1 Introduction

The coexistence of the new generation multimedia services with ubiquitous TCP-based applications, like WWW, FTP and Remote Database Access can be complicated. This is due to the fact that most multimedia applications are based on UDP transport protocol, which does not offer \textit{a priori} congestion control mechanisms (unresponsive behavior). Therefore, when TCP and UDP applications compete for scarce resources, TCP applications take disadvantage because of their intrinsic congestion control mechanisms, which reduces throughput in order to adapt to congestion. Moreover, sharing resources among multiple TCP flows characterized by different RTT (Round-Trip Times), for example, is also subject of unfair resource distribution, as shown in [1,2]. These situations illustrate the \textit{fairness problem} among these TCP and UDP flows.

This article proposes an adaptive approach based on manipulating scheduling parameters in order to reduce fairness problems among TCP and UDP flows. This solution is deployed over an Adaptive QoS Management Architecture based on Active Networks [3]. Simulations have shown that this adaptive approach can indeed reduce fairness problem by controlling scheduling parameters.

* Supported by CAPES Foundation/Brasil.
The remaining of this article is organized as follows. In Section 2, we outline the fairness problem in the Internet. Section 3 presents the Adaptive QoS Management Architecture employed to this work. A case study based on simulation is shown in Section 4. Obtained results are outlined and evaluated in Section 5, while Section 6 presents our conclusions and outlooks.

2 Fairness Among Internet Applications

Network management role in the new generation of Internet is still more important than ever. After the first big collapse threat, the Internet was enhanced by TCP’s congestion avoidance and flow control. With service convergence, the challenge is being to create management mechanisms to accommodate several service behaviors under a common infrastructure.

Moreover, as emerging streaming media applications in the Internet primarily use UDP (User Datagram Protocol) transport, it is still harder to exert more strict control in order to avoid network congestions. These new UDP applications generate large volumes of traffic which are not always responsive to network congestion avoidance mechanisms, causing serious problems on fairness [4]. Hence, if no control is taken, such unresponsive flows could lead to a new congestion collapse [5].

While a definitive solution to this problem is not yet deployed, standardized and broadly employed, network management must take this problem into account and try to solve it with a core network point of view. We argue that the effects of this fairness problem among TCP and UDP applications can be minimized by performing an adaptive management on packet scheduling parameters, in order to regulate packet loss rate. To issue such an adaptive control, we employ an architecture for adaptive QoS management as described on next section.

3 An Architecture for Adaptive QoS Management

With the aim to achieve the capabilities of an adaptive and programmable QoS management described above, we propose a new architecture where a management plane is inserted into the Internet layer architecture. This kind of layer structure in three dimensions is inspired from the B-ISDN (Broadband Integrated Services Digital Network) [6] reference model, which has a separate plane where all the management functions are implemented. However, our management plane is based on Active and Programmable Networks in order to enable adaptive management. This new plane will store legacy management mechanisms and it will also be able to receive new mechanisms by offering a Management API (MAPI) and an Execution Kernel, which constitute the Adaptive Management Execution Environment. The new architecture for the Adaptive Management is shown in Figure 1.

The Adaptive Management Plane is composed by the system hardware (dedicated to management functions), which is shared between two entities: the set of
Legacy Mechanisms and the Management Kernel. On the top of the Management Kernel, there are the Core Control, the Management Application Programming Interface (MAPI) and the Management Module Base (MMB).

The Legacy Mechanisms are built-in mechanisms that are intrinsic to the network architecture chosen. Examples are Drop-Tail, ECN, RED, etc. These mechanisms were chosen to be stored separately from customized mechanisms because as they are strictly inherent to the network architecture employed (e.g. IPv6, TCP, UDP, etc), they are already standardized and have no need to be taken away. As they are unchangeable, they can profit of a hardware optimized implementation and represent the core management mechanisms available. Nevertheless, adaptive management is able to control them (enable and disable) and to deal with their parameters and configurations.

The MMB is a persistent memory that stores the implementations of the customized management mechanisms, which were injected into the node by management designer. MMB updates are completely controlled by the Core Control element and, consequently, by central carrier management entities.

The Management Kernel is an Operating System responsible for the creation and the processing of Execution Environments to the Core Control and to all management mechanisms that are built on the top of the MAPI and stored in the MMB. The Kernel controls local resources like queues, memory and processing power.

The role of the Core Control is to manage the execution of running mechanisms, to monitor network status and decide, based on policies installed by the carrier network manager, to swap running mechanisms with available idle mechanisms according to the observed network status. The Core Control is also responsible to serve management information to carrier management system. The MAPI contains functions and procedures needed for management mechanism designers to have access to low level functions and resources.

We identify two different development levels for programmability to adaptive management. In the first level, which is simpler to implement, the role of adaptive management is network monitoring and management control by means of adaptive reconfiguration and notifications. In this case, forwarding and management functions are mutually independent, and management processing overhead does not influence forwarding performance. On the other hand, with the second level, the MMB is able to receive new implementations of mechanisms in addition to reconfiguration capabilities. These new implementations can be, for instance, a new enhancement for Random Early Detection (RED) or a new scheduling algorithm. As this new phase imposes the execution of software-based control
to forwarding functions, its feasibility depends on the development of high performance execution capabilities. So far, we are already able to see reasonable performance in software-based network elements deployed over specialized hardware, such as Intel\textsuperscript{TM} IXP1200 Network Processor [7]. Hence, we believe that the required capabilities for this second phase of adaptive management will be available shortly.

The architecture described in this article supports programmability of a number of modules, such as behavior, information, notification, configuration, etc. The relationship among these modules performs the desired Adaptive Management procedure. A set of implemented modules describes a \textit{meta-configuration} or \textit{meta-behavior}. Inside the architecture, a \textit{meta-configuration} is seen as an instance of the Adaptive Management Execution Environment. A meta-configuration is expressed in a new Domain Specific Language (DSL) called CLAM (Compact Language for Adaptive Management).

Security in this architecture is issued by protecting the entrance of unknown active management packets inside the network cloud, \textit{i.e.} border routers must filter this kind of packets, unless if it comes from a trusted port. Moreover, employment of limited syntax language protects the architecture from safety threats, for instance, infinite loops.

As the architecture is intended to manage a limited carrier domain, scalability is not a problem, once management functions inside the network do not increase as the number of end users increases.

Performance is also one of the main concerns on this architecture. The idea of keeping a management plane separate from operational functions is intended to render network management functions as independent as possible from transport functions. Although management plane can control configuration of transport, there is no interdependence between these two planes, \textit{i.e.} management plane does not block transport plane while management actions are taken. Statistic gathering, for instance, is done by analyzing clones from intercepted packet samples. Thus, while management plane analyses packet contents, original package continues its way. Hence, we consider that this architecture is compliant with ForCES (Forwarding and Control Element Separation) idea [8].

4 Case Study: Adaptive Fairness Regulation

In order to better understand the problem we want to deal with, we have performed some preliminary experiments. First of all, we reproduce the fairness problem described earlier on a simple network topology illustrated in Figure 2. Although very simple, the congested interface of the server-side IP router in this topology can represent the overall behavior of a general congested interface from a network node in more complex topologies. Hence, results obtained for the node in this simple topology can be abstracted to overall interfaces in more complex networks. This assumption is valid because we do test an isolated behavior of a network interface, without direct interaction with other network elements, thus not subject to scalability threats. Further, there is no per-flow control, which would be subject to scalability problems.
In our simulated topology, a given number of clients have access to TCP-based services (Web, FTP, Mail, DB query and Telnet) and UDP-based services (Video on Demand, Voice over IP and Videoconferencing). Across a 20 Mbps serial link, we have a set of servers in enough quantity to avoid server-side bottlenecks (servers’ loads have been watched). Two IP routers enabled with a common set of QoS management mechanisms (queue management and scheduling) are disposed at the two borders of the serial link. We use OPNET Modeler tool to perform simulations.

We can easily observe the phenomenon of fairness problem by a simple experimentation, where 300 TCP clients compete with a variable number of UDP clients for the 20 Mbps link. Each UDP client generates a 910 Kbps CBR (Constant Bit Rate) flow. In the router, we have an output interface with one only queue, with capacity of 100 packets, enhanced with RED (Random Early Detection) [9], with the following parameters: \( Max_{th} = 100; Min_{th} = 50; p_{max} = 10 \). We then calculate the fairness index for this scenario as proposed in [10]:

\[
F(x_1, x_2, \cdots, x_n) = \frac{\left(\sum_{i=1}^{n} x_i\right)^2}{n \times \sum_{i=1}^{n} x_i^2}; \quad x_i = \frac{T_i}{O_i}
\]

where \( T_i \) and \( O_i \) represent the measured and the fair throughput for flow \( i \).

For this experiment, we consider the fair throughput for an UDP flow as the fixed CBR generation throughput, while for TCP flows we consider the fair throughput as the maximum throughput achieved by a TCP flow when there is no competing UDP flow. Figure 3(a) shows the results of this experiment. In this Figure, we can see that the fairness index calculated with Equation 1 accentually decreases as the number of UDP flows increases. Numerically, we observed along the UDP load increase that TCP flows have to reduce their throughput in average 62%, while UDP flows have their throughput decreased in average only 11%, due to packet drops.

One possible solution to this fairness problem is to compensate the absence of congestion control mechanisms in UDP by dropping their packets. Consequently, the first step is to have a minimum classification scheme in order to identify UDP traffic and affect to it a higher discard probability. This classification may be
restricted to assigning the ToS (Type of Service) field from IP header on UDP packets, which can be easily done in border nodes of the network, for example.

After this first differentiation, we must find a way to treat differently these two types of traffic. We employ the Custom Queuing (CQ) [11] from Cisco. Initially, we want to evaluate the impact in fairness of simply separating the traffic into two different queues with equivalent priorities, without – for the moment – adapting parameters. We defined two queues with capacity of 50 packets each, both of them with RED tuned as follows: \( \text{Max}_{th} = 50; \text{Min}_{th} = 30; p_{max} = 10 \). Results are shown in Figure 3(b). As expected, we can observe that until the number of UDP clients reach 10, fairness index decreases, and after it begins to increase. This is due to the equality of priority that we have given to both queues. 10 UDP clients represent in average 10 Mbps of submitted throughput, which corresponds to 50% of output link capacity. As, since 10 UDP sources, there is no more bandwidth share available to UDP traffic, and the two queues are served in the same fashion, UDP packets begin to be more often rejected due to buffer overflows, and we begin to see fairness index increases again.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fairness.png}
\caption{Fairness Problem Observation Experiments with One and Two Queues.}
\end{figure}

Although we were able to observe a certain level of enhancement in fairness index, it is still not fair to share bandwidth in such a static fashion, giving 50% resources for each traffic type.

Therefore, it may be desirable for controlling fairness to adapt UDP packets drop according to congestion situation and to UDP/TCP traffic ratio. This adaptation can be issued by a customized meta-behavior designed over the above presented architecture.

### 4.1 Meta-configuration

The fairness control meta-behavior we want to build will be based on a simple heuristic: we must observe a sample of incoming packets by its marking (TCP- or
UDP-based), and then determine the appropriate “Byte Count” parameter for Custom Queuing on each of the two queues. The incoming packet sample gathering is issued by configuring the management core control to collect information from one intercepted packet at each $\Delta \tau$ ms. After collecting information from $N$ packets, a decision must be made about changing CQ Byte Counts. Hence, one decision (change) is taken at each $\Delta T_d = \Delta \tau \times N$ ms, based on the UDP count ratio among the $N$ collected values. Therefore, this new configuration will be activated for the next $\Delta T_d$ ms. After a decision, all counters are reset and counting process restarts.

In order to determine the best mapping between UDP counter ratio and good CQ configuration, we have performed several simulations, where the UDP load was varied. For each traffic situation, different CQ configurations were tested. Analyzing the obtained results, we have found the average expected CQ configuration profile for enhancing fairness according to UDP traffic ratio. From these experimental results, we were able, by means of a simple linear regression, to find the CQ Byte Count coefficients $\gamma_{tcp}$ and $\gamma_{udp}$ that characterize the ratios of total Byte Count ($BC_{all}$) given to TCP and UDP queues, respectively. These coefficients, in their turn, are function of the UDP and TCP traffic ratios ($R_{tcp}$ and $R_{udp}$ in $[0;1]$). Hence, the obtained coefficients are well suited to our network traffic behavior:

$$\gamma_{tcp} + \gamma_{udp} = 1$$

$$BC_{tcp} = \gamma_{tcp} \times BC_{all} \quad \therefore \quad BC_{udp} = \gamma_{udp} \times BC_{all}$$

In order to protect from queue starvation due to mistaken decisions, we decided to determine a floor of 0.025 for each coefficient, i.e. each queue will have at least 2.5% of the total Byte Count.

**Table 1.** Simulation parameters.

<table>
<thead>
<tr>
<th>parameter</th>
<th>name</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Simulation Time (s)</td>
<td>$T_{sim}$</td>
<td>430</td>
</tr>
<tr>
<td>Transient Sim. Time (s)</td>
<td>$T_{trans}$</td>
<td>130</td>
</tr>
<tr>
<td>Total Byte Count</td>
<td>$BC_{all}$</td>
<td>20,000</td>
</tr>
<tr>
<td>Number of Collected Packets</td>
<td>$N$</td>
<td>1,000</td>
</tr>
<tr>
<td>Time between collects (ms)</td>
<td>$\Delta \tau$</td>
<td>(1, 2, 4, 8, 16, 32, 64)</td>
</tr>
<tr>
<td>Number of UDP Clients</td>
<td>$N_{udp}$</td>
<td>variable (1 → 20)</td>
</tr>
<tr>
<td>Number of TCP Clients</td>
<td>$N_{tcp}$</td>
<td>300</td>
</tr>
</tbody>
</table>

Table 1 shows all simulation parameters defined for our experiments. The simulation transient time was calculated following techniques found in [10]. Several replications of the same scenario were simulated in order to obtain a reasonable confidence interval.

From the preliminary results, we determined the good values for $\gamma_{tcp}$ and $\gamma_{udp}$ in order to calculate CQ parameters each $\Delta T_d$ ms. Thus, the management core
control was configured with a meta-behavior where incoming traffic is observed and CQ configuration is adapted in real time. In order to test this meta-behavior, we have created a generic traffic scenario where the number of active clients is varied along time. Management core control does not have direct access to information such as the instantaneous number of active clients. Thus, UDP traffic ratio must be estimated from collected packet samples. Results are shown in the next section.

5 Results and Discussion

This section shows the results obtained from enhancing the simulated routers in our topology with the meta-behavior described in the last section. In Figure 5(a), we can see the mean UDP load inferred by the meta-behavior and the corresponding values of $\gamma_{udp}$ for a scenario where $\Delta \tau = 4ms$, i.e. one packet examined at each 4ms. This values of $\gamma_{udp}$ were used to adapt in real-time values for $BC_{tcp}$ and $BC_{udp}$. We can observe that, as stated earlier, $\gamma_{udp}$ is directly proportional to the UDP traffic ratio.

In order to determine the best value to $\Delta T_d$, we have tried different values for $\Delta \tau$, holding the number of packets examined before decision $N = 1000$. Hence, we tried $\Delta T_d = (1s; 2s; 4s; 8s; 16s; 32s; 64s)$. Figure 4(a) shows the average fairness index value calculated for each one of these scenarios (Active t=1s ... 64s). We also tested the two former scenarios where there is no adaptive management: 1 Queue (single queuing with no traffic differentiation) and 2 Queues (one queue to UDP and the other to TCP, keeping the same fix value to CQ Byte Count to each queue).

![Fig. 4. Comparison among mean fairness index values.](image)
As we can observe from this figure, all tested scenarios with active meta-behaviors have presented fairness enhancements when compared to the two fixed configurations (1 Queue and 2 Queues).

Figure 4(b) compares the mean fairness index values for all scenarios. We can observe that when we isolate all active scenarios, we had the lower fairness index with $\Delta T_d = 8s$. Nevertheless, fairness obtained with this value of $\Delta T_d$ is still better than the static scenarios. That means that 8s was not enough to infer an accurate value for the actual UDP traffic ratio or either the decision taken based on the eight last seconds is not the best choice for the next 8 seconds. In fact, this decision depends on overall traffic behavior, more specifically its variability. On the other hand, the best values are found for $\Delta T_d = 1s$ and $\Delta T_d = 32s$. Therefore, we conclude that the decision granularity of 1s gets good results because it keeps in track of every minor change in traffic behavior, and the decision taken is often updates. On the other hand, $\Delta T_d = 32s$ is the choice that better fit the variability behavior of the traffic modeled in this simulations. However, $\Delta T_d = 1s$ is not interesting because it states that information must be gathered from one packet at each 1ms, which in the worst case would mean collect the equivalent of 12 Mbps of data (considering $MTU = 1500$ bytes). Hence, this would generate an unacceptable overhead. Thus, the best choice for our network behavior is $\Delta T_d = 32s$.

If we observe the differences in fairness index shown in Figure 4(b), the difference between the best value obtained with active meta-behavior and the base fix configuration (1 Queue) is 0.038. Although this may seem a small difference, the impact over application-level performance is very significant. For instance, we have calculated the mean web page download time for a few scenarios. The results are illustrated in Figure 5(b). From these results, we have found an application-level performance recovery of average 20% when comparing $\Delta T_d = 32s$ and “1 Queue”. In this case, mean page download time dropped from 6.81s to 5.47s.
6 Conclusions and Outlook

The results presented in the case study encourage the employment of adaptive management inside the network. Just as for the fairness problem, this architecture may permit the development and deployment of new heuristics to manage IP networks – especially with QoS constraints – in a flexible and efficient fashion.

In the case study presented in this article, we are able to see that fairness was indeed enhanced by means of active control. Although the best parameters found to these experiments may be specific for the applications and the traffic behavior presented in this topology, we argue that the architecture is flexible enough to allow adaptation to other network realities.

However, the problem presented in this case study does not employ all potentials of the proposed architecture. Indeed, most features offered by the adaptive management architecture was not necessary, thus not employed in this case study. As future work, we want to extend the gamma of management problems solved by means of adaptive meta-behaviors, also making use of further features of this architecture, such as customized notifications (communication) among network elements.
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Abstract. In this paper we analyze Gain and Noise Figure of a C and an L band EDFA verifying experimentally the behavior of the involved parameters as a function of the power and the wavelength.

1 Introduction

In recent years, the EDFA has revolutionized the field of long haul transmission [1]. Typical long distance links installed today contain a booster amplifier at the transmitter, a series of in-line amplifiers along the transmission line and a preamplifier at the receiver. In contrast, the number of 3-R regenerators along the transmission line has dropped substantially in comparison with the traditionally equipped links. The predictability of the amplifiers figures, particularly the spectral characteristics for the gain and noise, plays an important role for the layout of such transmission systems; especially if the number and lengths of amplifier spans vary and/or if multivendor equipment is installed. With the advent of commercial long distance systems operating in Wavelength-Division Multiplexing (WDM), the predictability of the EDFA behavior has become crucial since the operating point of the EDFA is now affected by the power and the spectral characteristics of each WDM. In addition, optical amplifiers for WDM transmission are partly based on an increasingly complex internal circuitry.

The spectral gain and NF can be completely described by solving numerically (numerical models), for specified amplifier parameters, the propagation and rate...
equations that model the interaction between the optical field with Erbium ions [2]. This methodology is heavy to solve, since longitudinal and transverse integrations of the equations are necessary, however it is the most approximated and used in EDFA simulations [3].

Another valid approach is to use the so-called analytical models; these meant that the resulting expressions providing basic EDFA characteristics (gain, noise, output spectra, etc.) turn into closed forms, i.e., no longitudinal integration being necessary. On a reduced-complexity end, the analytical models provide straightforward predictions on the basic EDFA characteristics, at the expense of some simplifying assumptions concerning the regime of operation.

In the class of analytical models we find the Black Box Model (BBM), based upon input-output measurements, which is useful when some of the internal parameters or construction details of the amplifier are not available. This will be the model used in this work. A simple and accurate BBM has been proposed, where gain and NF are described by empirical formulas [4]. This approach will be applied experimentally to two EDFA one in the C-band (1530-1565nm) and the other in the L-band (1570nm – 1610nm).

2 The Model

The spectral properties of gain saturation, for a given wavelength, can be described by an empirical equation [4], which depends on the signal input power and small signal gain, given by:

$$ G = G_o \frac{G_o}{1 + \left( \frac{P_{in}}{P_{sat}} \right)^{\alpha}} = G_o \frac{G_o}{1 + \left( \frac{P_{in}}{P_{max}} \right)^{\alpha}} $$  \hspace{1cm} (1)

In equation (1), $G_o$ and $G$ are the small signal gain and the saturated gain, respectively, for a given input signal power $P_{in}$. The unknown terms are $\alpha$ and $P_{sat}$, or $P_{max}$, if we consider the maximum output power, which is given by $P_{max} = G_o P_{sat}$.

The main idea is to determine experimentally the small signal gain for the bandwidth required, and then a minimum of two sets of saturation gains for each signal wavelength are sufficient to determine the two parameters, $\alpha$ and $P_{max}$. With these parameters obtained, the saturated gain can be accurately modeled for a given signal wavelength. Using the same parameters for different signal wavelengths, the accuracy is not guaranteed, as we will see next.

In Fig.1 the measured gains for 1590nm are represented by squares, with small signal gain ($G_o$) for $P_{in} \approx -45$dBm equal to 26.95dB. Fitting the points results in $P_{max} = 26.619$, and $\alpha = 0.789$. Substituting these parameters in (1), a plot of the predicted gain is made by the model, which is also shown in Fig.1 (continuous line). As we can see, there is good agreement between the experimental and modeled gains.
Fig. 1. Modeled and experimental gains for different input powers at 1590nm. The modeled gain is a function of $P_{\text{max}}$ and $\alpha$, previously determined using experimental gains.

Fig. 2. Experimental and approximated values for a) $G_o$, b) $P_{\text{max}}$, and c) $\alpha$. 
Following a similar procedure for the rest of the wavelengths, good accuracy is kept and the parameters were extracted. Fig. 2 a, b and c present $G_0$, $P_{\text{max}}$, and $\alpha$ for C-Band, where the measured values are represented by ‘x’s.

Observing Figs 2 a, b and c we see that the parameters are not constant for the wavelengths considered. Reasonable approximations of these curves can be estimated by using polynomial regression, fitting regression values to the obtained by the model ($G_0$, $P_{\text{max}}$, or $\alpha$), by means of a polynomial of any order.

Using polynomial regression, the coefficients of the polynomials are determined. For $G_0$ and $P_{\text{max}}$, the polynomials were of fourth order, and for $\alpha$, a second order polynomial was enough.

Using polynomial regression, the coefficients of the polynomials are determined. For $G_0$ and $P_{\text{max}}$, the polynomials were of fourth order, and the coefficients are given by (2) and (3) respectively. To approximate $\alpha$, a second order polynomial was enough, and its coefficients are given by (4).

Fig. 3. 3D model representation for C band (a) L-band (b).
Applying (2), (3), (4) in (1), we obtain a completely defined gain model for C-Band. For the L band similar procedure was followed. In Fig. 3 we present the 3D models for the gain variation with input power and wavelength dependent parameters for the two amplifiers, C and L Band.

3 Conclusions

We have experimentally determined the parameters of BBM Model for the gain of EDFA’s in C and L-bands. There is good agreement on the measured and modeled obtained values. The characterization of the BBM with the wavelength was made, and some analytical expressions for the parameters \( G_o, P_{max}, \alpha \) were obtained for both amplifiers.
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Abstract. Optical packet switching offers the possibility of increased granularity and more effective use of bandwidth in large capacity systems, on a scale of Tbps. The natural integration of optical packet switching in photonic technology opens up the possibility of packet switching in transparent optical channels, where the packets remain from end-to-end in the optical domain, without the necessity of optoelectronic conversion. Therefore, the optical switching must be robust enough in order to provide conditions to solve the contention between optical packets in access networks, where the traffic is less aggregated. This work presents alternative schemes of contention resolution between optical packets to be used in access networks, without using the already established, but more expensive, wavelength conversion of WDM systems.

1 Introduction

The extraordinary increase of the Internet traffic has caused a strong traffic demand due to the provision of broadband services in optical as well as wireless networks, such as data, voice and video communications. The advent of WDM technology has already allowed significant advances in the increase of the available capacity in point-to-point optical links, but the processing capacity of the switches and electronic routers must represent serious limitations in the future optical networks. The fact that the Internet Protocol (IP) has emerged as the dominant protocol for data communications and that WDM technology utilizes the optical bandwidth more efficiently and incrementally, has motivated the use of IP over WDM in the optical layer. One of the main challenges of such approach is the existent mismatch between the transmission capacity offered by the WDM technology and the processing capacity of IP routers. In addition, there is also a concern about the performance of very large size routing tables, usually encountered in network backbones, which can easily exceed $6 \times 10^5$ entries [1]. The most critical switching functionality arises at the forwarding level.
Optical packet switching technology emerges as an alternative to surpass the ultimate limitations of the processing capacity of electronic devices for higher speed data rate transmission and throughput, by keeping a transparent payload content untouched, and processing only simple headers. The optical packets consist of a header and payload, where the former contains the routing information, which must be processed at each switching node. Thus, the header may be processed at a lower rate suitable for the available electronic switching technology, while the payload remains in the optical domain and might have higher bit rates [2]. Such approach is more suitable for optical access networks (OANs) [3], where traffic demands are expected to increase rapidly due to the introduction of new broadband services.

In access networks, traffic is less aggregated and presents somehow a more burst like behavior. The optical packet switching technology seems to be economically feasible in OANs, if the cost of implementing optical transparent nodes is compatible with the bandwidth requirements and demand of access from end users. In such context, a regular multihop 2×2 mesh network topology, such as Manhattan Street [4],[5], provides flexibility, scalability and finer granularity to such optical access network. The redundancy of optical paths prevents unnecessary demands for extra bandwidth, and avoids waste of resources as generally occurs in conventional broadcast and select topologies. In this work we study two approaches in order to develop criteria for the contention resolution between optical packets, which are the temporal and spatial contention resolution schemes. In other words, we present the temporal criterion, with optical buffers that comprise of fiber delay lines, and the spatial criterion, with deflection of optical packets. The traffic analysis is performed in a mesh network topology with a 2×2 configuration, with a new module developed for the Network Simulator (NS) that will be also used in the future to analyze that optical packet switching networks in the context of differentiated voice and data traffic, and QoS.

This work is organized as follows. In Section 2, we present, in a summarized form, the problem of contention between optical packets and a brief description of temporal and spatial contention resolution criteria. In Section 3, we analyze these two contention resolution criteria through the discrete events simulation method, using a Manhattan Street (MS) topology, and thus, acquiring the base for the analysis between these contention resolution schemes. Finally, in Section 4, we present the conclusions and final considerations for this work.

2 Techniques for Contention Resolution Without Wavelength Conversion

We consider optical networks with a topology comprising switching nodes with two input and output ports (2×2 nodes). These optical networks also include header electronic processing for the optical addressing recognition, using, for example, a frequency header labeling technique [6],[7].
Hence, analyzing the traffic distribution in a simple topology, as shown in the Fig. 1, we can see that there are situations where in the two input ports of a given switch node arrive two different optical packets at the same time, having the same preferred output port. In this example, we have two traffic flows arriving at the node 2 from the nodes 0 and 1 (different input ports), and they must be redirected to the node 3 (the same output port). We can observe that, as the packets arrive to the node 2 at the same time, and considering no contention resolution method, the node is not able to perform the simultaneous processing. Consequently, one of the traffic flows is discarded, since the synchronism in the packets generation (time interval between packets of the same flow) is kept the same. Therefore, an approach to avoid the packet loss of the traffic flow from node 1 is the adoption of a contention resolution method. As seen previously, one of the solutions is the wavelength conversion in the switch node (WDM techniques). However, we analyze other techniques due to the greater simplicity of a node without wavelength conversion, and because of the smaller technological costs for the implementation of contention resolution methods.

2.1 Buffering Optical Packets

The optical buffers are also used to synchronization and flow control. They can be allocated in several parts of the routing node, such as in the input ports, in the output ports or be shared between the input and output ports[8]. We can have optical buffers in a switch, using for this, optical fiber delay lines (FDL). One of the existent models is classified as recirculating configuration, and it consists of multiple optical fiber delay lines, where each forms a loop with one circulation time equal to one packet duration. Table 1 presents a compilation for comparison of the sizes of different packets and frames in order to determine the optical fiber length of a FDL. The buffer can store multiple packets with the constraint that one packet enters and leaves the buffer at a time.

The recirculating buffer presents greater flexibility. This because the packet storage time can be adjusted by changing the circulation number, and offers additionally the capability of random access with a storage time, which depends on the number of recirculations. Nevertheless, the signal has to be amplified during each circulation to compensate for the power loss, which results in amplified spontaneous emission noise and limits somewhat the maximum buffering time.
Table 1. Estimated packet time durations and corresponding fiber buffer lengths at 2.5 Gb/s

<table>
<thead>
<tr>
<th>Packet Type</th>
<th>Packet Size (bytes)</th>
<th>Packet Size (bits)</th>
<th>Bit Rate 2.5 Gb/s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Time (ns)</td>
</tr>
<tr>
<td>IP Datagram</td>
<td>&lt; 65500</td>
<td>&lt; 524000</td>
<td>210000</td>
</tr>
<tr>
<td>Ethernet Frame</td>
<td>&lt; 1500</td>
<td>&lt; 12000</td>
<td>4800</td>
</tr>
<tr>
<td>ATM Cell</td>
<td>53</td>
<td>424</td>
<td>170</td>
</tr>
</tbody>
</table>

2.2 Deflection Routing for Packets

In conventional electronic networks the packet buffers in the intermediate nodes is usually implemented by a store-and-forward routing. This approach can not be simply applied to optical packet networks using just FDL. Thus, the deflection routing scheme, also called hot potato routing, represents an attractive alternative to become possible the implementation of an optical packet network without buffer, with mesh topologies, and with a contention resolution criterion.

Fig. 2. Optical network with deflection routing.

According to the network presented in Fig. 1, we can see now the behavior shown in Fig. 2, where we can observe that none of the packets is lost in the circumstances presented there. Two important parameters must be considered, when we work with deflection routing: the packets delay between their source and final destination and the order of packet arrivals at the destination node. These parameters are related with the issues of quality of service (QoS). The packets delay between their source and final destination is extremely important due to the fact that the packets can remain in the network a greater time than the usual one, before they arrive to their final destinations. For example, Fig. 2 can be considered again, where initially the two packet flows have two links to cover before arriving at the final destination. However, because of the deflection routing, the flow originated at node 1 is deflected in the node 2 (redirected to the node 4), which follows its route to node 3, only at node 4, covering one link more than the initially expected.
3 Analysis of Contention Resolution Techniques Without Wavelength Conversion

In the analysis of the contention resolution techniques without wavelength conversion, we have used a methodology already used in other works [9], which follows the analysis of uniform traffic distribution [10].

The network capacity $C$ is the product of the total number of links by the bit rate, divided by the average number of hops (links) that a packet takes to travel to its destination. Therefore, in the case there are $N$ nodes with two links, a bandwidth of $S$ bits/s and an average number of hops $\overline{H}$, the total network capacity is given by Equation (1) [10].

$$C = \frac{2 \cdot N \cdot S}{\overline{H}}$$

Fig. 3. Manhattan Street Topology with 16 nodes.

Under uniform traffic distribution, all links are equally loaded and the expected average number of hops in a MS-16, shown in Fig. 3, is 2.933, leading us to an aggregate capacity $C$ of 27.27 Gb/s. In order to represent the same traffic conditions with the NS-2 simulator [11], we have followed the methodology where packets are generated in all network nodes, with destination addresses to all other ones. As a result, the maximum network capacity will be reached when the bit rate $R$ generated by each user (or traffic flow) is the same and given by Equation (2)

$$R = \frac{C}{N \cdot (N - 1)}$$

Each user can admit a fraction $R_e$, that is understood as the bit rate corresponding to a given network load $L$, which can vary from 0 to 100%. So that, $R_e$ is equal to $R$ (the maximum bit rate) when $L = 100\%$, as we can see in Equation (3).

$$R_e = R \cdot L$$

For each value of $R_e$, varying $L$ in intervals of 10%, we evaluate the Packet Loss Fraction ($PLF$) to the MS-16, which is our performance metric of each one of the studied contention resolution techniques. Other architectures are considered elsewhere.
The PLF is given by Equation (4), where $p$ is the total number of lost packets, and $r$ is the total number of received packets.

$$PLF = \frac{p}{p + r}$$

Fig. 4. Performance of MS-16 with deflection routing and optical buffer techniques using PLF.

Hence, using the discrete event simulation tool NS-2 [13], we have achieved the evaluation results for the MS-16 presented in Fig. 3, with temporal and spatial contention resolution criterion. Our scenario has considered packets size ($ps$) of 650 Bytes, links of 10 μs (2 km) with bandwidth 2.5 Gb/s, simulation time ($st$) of 2 ms and using UDP (User Datagram Protocol) in the transport layer. When using temporal contention resolution, we have adopted a recirculating optical buffer in each node output port. Also, we have considered a CPVI (Constant Packet with Variable Intervals) traffic, which comprises packets with constant size and interval between them following an exponential distribution. The network throughput ($NT$) is defined by Equation (5), where $NT$ is the fraction of network resource that successfully delivers data.

$$NT = \frac{8 \cdot r \cdot ps}{C \cdot st}$$

In Fig. 4 we show the performance comparison between temporal and spatial contention resolution techniques, considering an optical single buffer. Through we can note that the behavior of deflection routing is quite better, when compared with the single optical buffer (optical buffer with size of one packet), up to 50% of the network load.

This can be explained by the adopted methodology, where there are 256 users increasing their bit rates $R$ linearly. Them, the network still can experience packet loss, even with the adoption of a contention resolution method, because there is the bottleneck of the link capacities, and can have network links loader than other ones. Thus, when a link reaches locally its maximum capacity $S$ we observe packet losses. Besides, we have not considered a method for the blocking application. So, we take
conditions of traffic, even with a small network load, because all the applications are attended, and they can congest some links even with a geographical uniform distribution of traffic, as adopted in this work.

![Network Throughput](image)

**Fig. 5.** Network throughput.

We have also analyzed the evolution of the network throughput for the two contention resolution schemes. The results, based on Equation (5), are shown in Fig. 5. We can see that we have almost the same performance of throughput, when considering an optical single buffer and the deflection routing, up to 50% of network load. After that, the optical buffer presents a better performance of throughput by the same reasons presented when discussing the lower PLF of the optical single buffer above the threshold of 50% of network load. Therefore, one of our studies is to build a block mechanism to avoid the loss of packets when the application is about to enter the network and the two output ports of node are busy, which occurs frequently with higher network loads, and where the problem is effectively realized. However, the simulations presented here are enough to understand that when the networks are submitted to low loads, case of access networks, the contention resolution methods without wavelength conversion are sufficient to deliver data with a satisfactory level of performance.

![Performance of MS-16 using optical buffers](image)

**Fig. 6.** Performance of MS-16 using optical buffers.
In Fig. 6 we see the performance of MS-16 with temporal contention resolution. Here we have considered a recirculating optical buffer, which size can store 1, 2, 4 or 8 packets. We can observe that the performance difference is very small when we increase the optical buffer size. It can be explained by the network load, that determines the packet losses in a given links even with a great buffer size.

In Fig. 7 we estimate, with simulation results, the average delay (AD) and its respective standard deviation (SD) when considering all packets that have traveled in the networks, as well as the average life time (LT) and its SD when considering the packets that were discarded. In this figure we consider the MS-16 topology, and additionally, three other network topologies with 4, 6 and 8 nodes, comprising 2x2 nodes, and using the deflection routing method for contention resolution. We can observe in Fig. 7 (a) that a network with a small size can present better performances of AD, when submitted to low network loads, but with a higher load, as viewed in Fig. 7 (b), the number of collisions between packets increases, taking us to a SD greater because of the deflection routing. Moreover, we can also see that the SD related to the LT is greater than the own LT, because of the packets that have been lost in the first links that they should travel, and other ones traveling a excessive number of links, limiting their possibilities of reach the final destination node.

In network loads of 50%, for the MS-16, we observe AD of 50 μs, with SD of 43 μs. It is too large when compared with the same parameters with network load of 10%. Besides, the LT is much more significant when the network load is 50%, evidencing the great number of packets, which are lost without reach their final destination. It has visible impacts in the network performance, as we can see in Fig. 4, when we analyze the two contention resolution methods for network loads greater than 50%, and the deflection routing presents a worse performance when compared with optical buffers. The other parameter related to QoS, besides the AD, is the order in the packet arrivals at the destination node. It is easy to realize that we have a significant impact for the QoS, due to the final order in the destination node, because the great value of SD, relative to AD, appoint to the need of a reordering mechanism to recover the order of packets as in the original flow.
4 Conclusions

Recent advances in optical technology and the expectation of multi-functional communications networks, with greater capacities of switching, have stimulated the research in optical networks with functionality of optical packet switching.

From the techniques of time and space contention resolution presented here, it is evident that the use of one or another is essential to a good performance of the networks. In general, this performance was satisfactory in the region of low network loads for the two studied techniques. Comparing the two schemes we realize a better performance bufferless deflection routing for lower traffic and a better performance of optical buffering for higher loads. However, to the choice of one or another, we should elect some priorities, which can take into account some economics, technological and application criteria. For example, the possibility to guarantee the QoS, the nature of traffic flows (if it is a real time or not), the kind of network where the system will work and the available technology. It is clear that we do not expect that the two techniques presented here can substitute the already established WDM systems, due to their great robustness and large use in the core networks. However, the WDM systems need a large initial investment in technologies, which have high aggregated costs. Therefore, the two techniques presented can be viewed as an alternative in some networks where we have not high traffic loads, as for example, the access networks, which should be able to switch optical packets in a near future.
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Abstract. In this paper, we will present the full-optical realization of spectrum analyzer system based on Electromagnetic Induced Transparency (EIT) and Fabry-Perot interferometer. In this system, the index of refraction variation due to variation of the coupling field intensity in the EIT process can be used for detection of the incident light components in the frequency domain. For extracting the frequency component, the transmission coefficient of the Fabry-Perot interferometer is used. Our proposed system can monitor the incident spectrum content at least for 5-THz bandwidth.

1 Introduction

Nowadays, high speed signal processing is basic demand from science and technology point of view. Photonics based technologies was a important alternative. But, optical to electrical and electrical to optical conversions have large delay time. So, for removing this delay time the full-optical systems were proposed in the last few years. In this direction, in this paper, we will propose a new structure for full-optical spectrum analyzer as an important block in the signal-processing domain. There are many previously published works in the spectrum analyzer area [1-6]. In [1], Fiber Bragg Grating is used for implementation of optical spectrum analyzer. In this work 14 nm bandwidth with 0.12 nm resolution were reported and the opto-electronical techniques were used. In [2] the authors proposed a high-resolution optical spectrum analyzer based on Heterodyne detection. In [3] the electro-optically tunable Er-doped Ti:LiNbo3 wave-guide Fabry-Perot cavity was used. In [4], the authors will present a spectrum analyzer using a UV-induced chirped grating on a planar wave-guide and a linear detector array. This structure has a bandwidth of 7.8 nm. In [5] a new type of optical spectrum analyzer is proposed that features the cascade connection of different arrayed wave-guide grating with different channel spacing through optical switches. In all the presented work, the mixed system (Photonics) is used for implementation of spectrum analyzer. But, in this work, we will present a novel and suitable full-optical method based on EIT and Fabry-Perot interferometer [6]. In our case, we will use the potential properties of EIT phenomenon.

The organization of this paper is as follows.

In section II, EIT based all-optical spectrum analyzer is investigated. In this section we try to present the EIT phenomenon based susceptibility control by coupling field.
Then using this alternative, we obtain the transmission coefficient of Fabry-Perot cavity included by EIT medium. Finally, the obtained results for our proposed system are reported. Finally, the paper ends with a conclusion.

2 EIT Based All-Optical Spectrum Analyzer

In this section we will propose a new structure for implementation of full-optical spectrum analyzer based on Fabry-perot interferometer. In this new structure, the quantum optical phenomenon named EIT is used. EIT describes the phenomena whereby a medium that is normally opaque to a input signal (probe or incident laser) tuned to a resonant transition can be made transparent when a coupling field is also applied simultaneously. EIT can be performed in atomic, solids and semiconductor mediums. For this case, we consider the Hetero-structure semiconductors as an EIT medium with a three-level system such as shown in Fig. (1). Application of a light beam at frequency \( \omega_{ac} \) (pump beam) will, under certain conditions, allow for a signal beam at frequency \( \omega = \omega_{ab} \) to experience extremely low losses whereas in absence of the former, high absorption is observed. Signal (probe) and control (pump) electric fields amplitudes are respectively related to the Rabi frequencies \( \Omega_{ab} \) and \( \Omega_{ac} \) depicted in Fig. (1). At EIT condition [7], the system is driven by the optical beams in to a time-invariant electronic state (dark state), which arises from a coherent combination of the eigenstates \( |c\rangle \) and \( |b\rangle \). The density matrix formalism can be used for obtaining the system susceptibility. Now, using quantum mechanical tools one can obtain the following relations for the susceptibility of the medium from the incident signal point of view [7].

\[
\chi = \chi' + i \chi'' = \frac{N_a \cdot |P_{ab}|^2 \cdot \left[ \gamma_3 + i(\Delta_{ab} - \Delta_{ac}) \right]}{\varepsilon_0 \hbar \left[ (\gamma_3 + i(\Delta_{ab} - \Delta_{ac}))(\gamma_3 + i(\Delta_{ac} - \Delta_{ac})) + \frac{\Omega_{ac}^2}{4} \right]} \tag{1}
\]

where \( \Omega_{ab}, \Omega_{ac} \) are the related Rabi frequencies which are corresponds to signal and coupling field amplitudes, \( \Delta_{ab} = \omega_{ab} - \omega_p \), \( \Delta_{ac} = \omega_{ac} - \omega_c \) are incident signal detuning (\( \omega_p \) is the incident signal frequency) and coupling field detuning (\( \omega_c \) is the coupling

![Fig. 1. 3-level Λ type EIT medium](image-url)
field frequency), $\gamma_1$ and $\gamma_2$ are the decay rates for off diagonal the density matrix elements relating to the transitions a-b and b-c respectively, $N_a$ is the density of 3-level states and $P_{ab}$ is the dipole matrix element between a and b. Now, using Eq. (2), we can obtain the index of refraction as

$$n = \sqrt{n_0^2 + \chi}$$  \hspace{1cm} (3)

where $n_0$ is background index of refraction. Using smooth variation of the coupling field as Fig. (2), we can obtain the susceptibility variation and consequently index of refraction variation.

Fig. (3) shows our idea for realization of full-optical spectrum analyzer. In this structure, the transmitted intensity is used for detection of frequency contents of the incident light. The Fabry-Perot cell including EIT medium is used for our proposal. According to the light transmission in layered media [6], we obtain the

$$t = \frac{t_{12}t_{23}e^{-i\phi}}{1 + r_{12}r_{23}e^{-i2\phi}}$$  \hspace{1cm} (4)

where $t_{12}$ and $t_{23}$ are the transmission coefficients from layer 1 to 2 and layer 2 to 3 respectively. Also, $n_2$ and $r_3$ are reflectivity from layer 1 to 2 and layer 2 to 3. The $\phi$ in Eq. (4) is defined as

$$\phi = \frac{2\pi}{\lambda}n_2d\cos(\theta)$$  \hspace{1cm} (5)

where $\lambda$ is the incident light component wavelength, $n_2$ is the index of refraction for EIT medium, $d$ is thickness of EIT medium and $\theta$ is the incident light angle with respect to normal axis to EIT surface. The intensity Transmission coefficient for this structure can be obtained as

$$T = \frac{(1-R)^2}{(1-R)^2 + 4R\sin^2(\phi)}$$  \hspace{1cm} (6)

where $R = |r_{12}|^2 = |r_{23}|^2$ is reflectivity from interfaces.

Figs. (4.1,2) shows the transmission and reflection coefficients for our proposed structure. As we see, changing the incident wavelength will change the transmission coefficient peak. So, with measuring the transmission coefficient peaks, one can determine the incident frequency components. Also, the reflection coefficient can be used for spectrum analyzer purpose.
Fig. 3. Schematics of Full-optical Spectrum Analyzer

Fig. 4.1. Transmission Coefficient Vs. Index of Refraction Variation
a) $\lambda = 0.9075\mu m$, b) $0.9150\mu m$, c) $0.9225\mu m$, d) $0.9300\mu m$, f) $0.9375\mu m$, h) $0.9450\mu m$

$n_1 = n_3 = 1, d = 1\mu m$

Fig. 4.2. Transmission Coefficient Vs. Index of Refraction Variation
a) $\lambda = 0.9075\mu m$, b) $0.9150\mu m$, c) $0.9225\mu m$, d) $0.9300\mu m$, f) $0.9375\mu m$, h) $0.9450\mu m$, $n_1 = n_3 = 1, d = 1\mu m$
Fig. 5 shows the output-transmitted intensities for two incident components with different amplitudes.

![Graph showing transmitted intensities vs. index of refraction](image)

**Fig. 5.** Transmitted Intensities Vs. Index of Refraction

\[ a) \lambda = 0.9075 \mu m, b) 0.9450 \mu m, n_1 = n_3 = 1, d = 1 \mu m, a: \text{Input Amplitude}=1, b: \text{Input Amplitude}=0.6 \]

As Fig. (5) shows that the incident wavelength and amplitude can be obtained from transmitted intensities.

**Conclusion**

In this paper, we propose a new structure for full-optical spectrum analyzer based on EIT phenomenon. In this topology, Fabry-Perot interferometer is used for detection of frequency component of incident light. Our proposed system has 5-THz bandwidth because of EIT limitation, which is very large for communication purpose. Our structure is analog and easy for implementation with GaAs based structures.
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Abstract. Photonic crystal devices have been regarded as the key solution for overcoming the limitations of conventional optical devices. In recent years, their novel and unique features have been investigated and exploited by many researches. This work presents a powerful design tool based on Finite Element Method, FEM, to be applied in the design and optimization of these devices, such as Photonic Crystal Fibers (PCFs) and integrated optical waveguides with photonic crystals. The full vectorial FEM code which has been implemented can be used for accurate modal and dispersion analysis. Some examples are presented concerning a novel approach for designing large-mode-area endlessly single-mode PCF and optical waveguides with photonic crystals with reduced critical power of the optical bistability phenomenon.

1 Introduction

Photonic Crystal Fibers, also known as Holey Fibers, were proposed by Russell and his co-authors, from University of Bath, in 1992. The first working example was produced in 1995 and reported in 1996 [1]. Since then this new kind of fiber has been extensively studied and investigated. There are many kinds of PCFs with different geometries and propagation mechanisms, which have been proposed in accordance to the desired application, such as endlessly single-mode [2], birefringent, ultrahigh nonlinear, large mode-area, dispersion flattened or hollow-core PCFs [3] [4] [5]. Their applications are not limited to optical communications; it is also possible to improve optical coherence tomography, frequency metrology and spectroscopy with their remarkable properties.

PCFs have multiple air holes periodically arranged around the core. This periodic structure is called photonic crystal and it is similar to normal crystals present in semiconductor materials. In other words, photons in a PCF have similar behavior as electrons in a semiconductor crystal. Initially, the photonic bandgap, PBG, had been considered the only guiding mechanism for this kind

* This work was partially supported by FAPESP, Brazil.
of optic fiber. Later, researches have discovered that these fibers could similarly provide innovative propagation characteristics also using the simplest and most conventional principle of total internal reflection.

Integrated optical waveguides with photonic crystals are also attracting a great deal of attention for the possibility they offer in terms of innovative features, compactness and cost reduction in telecommunication applications; possible applications include electrically pumped optical amplifiers, dispersion compensation devices, optical memories, add-drop devices, tunable lasers and filters.

FEM has become recognized as a general method widely applicable to engineering problems [6] and full-vectorial finite element formulations provide efficient and robust techniques for analyzing propagation and dispersion properties of optical fibers and integrated waveguides [7]. The main properties of these approaches are:

– No spurious solutions.
– The ability to treat a wide range of dielectric waveguides which may possess arbitrarily shaped cross-sections, inhomogeneity, transverse-anisotropy and significant loss or gain.
– Direct solution for the complex propagation constant at a specified frequency.
– Possibility to compute leaky modes.
– It is possible to take into account the polarization effects.
– Accurate expression of the sharp discontinuities in dielectric constant.
– Adaptive mesh refinement allows improvement of the solution in specific areas of high relative error.
– The global matrices comprising the eigenvalue problem are sparse and symmetric.

2 Finite Element Analysis

The large index contrast and complex structure in PCFs make them difficult to treat mathematically. Standard optical fiber analyses do not help and, in addition, in the majority of PCF cases is practically impossible to solve analytically, so Maxwell’s equations must be solved numerically. The main idea consists in transforming this complicated problem, which can be described by the curl-curl equation 1:

\[
\nabla \times (\epsilon_r^{-1} \nabla \times H) - k_0^2 \mu_r H = 0
\]

into an eigensystem, in which its eigenvalues are \( \beta/k_0 \), the effective indexes, and its eigenvectors are the magnetic field components. In (1) \( H \) is the magnetic field, \( \epsilon_r \) and \( \mu_r \) are the dielectric permittivity and magnetic permeability tensors, respectively, and \( k_0 \) is the wave number in vacuum.

FEM codes are basically divided in four basic steps [8]. The domain discretization is the first and perhaps the most important step in any finite element analysis. It consists on dividing the solution domain \( \Omega \) into a finite number of subdomains, denoted as \( \Omega^e \) \( (e=1,2,3,...M) \), where \( M \) is the total number of subdomains. They form a patchwork of basic elements that can have different sizes, shapes and physical properties. In our specific case the solution domain is the
transverse cross-section of the optical waveguide which is divided into triangular finite elements, instead of rectangular ones because they are more suitable for irregular regions.

The second step consists in selecting interpolation functions, which provide an approximation of the unknown solution within each element. The interpolation is usually selected to be a polynomial of first (linear), second (quadratic), or higher order. We follow a nodal approach using second order polynomials as interpolating functions in each finite element (each triangle is characterized by 6 nodes, three vertices and the other three at the middles of its three sides, and the unknown function $\phi$ is the magnetic field components). Within the element, the unknown function $\phi$ is expressed as a quadratic function:

$$\phi^e(x, y) = a^e + b^e x + c^e y + d^e x^2 + e^e xy + f^e y^2$$ (2)

whose six coefficients $a^e, a^e, \ldots, a^e$ can be determined by imposing 2 at the six nodes [8].

In the next step the curl-curl equation is transformed into a generalized eigenvalue problem by applying a variational formulation. The formulation we are considering is based on a penalty function to suppress spurious modes, as shown in (3), [8].

$$F(H) = \frac{1}{2} \int \int_\Omega \left[ \frac{1}{\epsilon_r} (\nabla \times H) \cdot (\nabla \times H)^* + \frac{s}{\mu_r^2 \epsilon_r} |\nabla \cdot (\mu_r H)|^2 - k_0^2 \mu_r H \cdot H^* \right] d\Omega$$ (3)

where $s$ is the penalty function.

By finding the stationary solutions of functional $F(H)$, specially in the complex case, for which maximum or minimum values are meaningless, we obtain the following generalized eigenvalue system:

$$[A] \{\phi\} - \lambda [B] \{\phi\} = \{0\}$$ (4)

where the eigenvalue $\lambda$ is the mode effective refractive index ($n_{eff}$) and the eigenvector $\phi$ is the full vectorial magnetic distribution ($H_x, H_y$ and $H_z$).

Finally, solving the eigenvalue system is the fourth and final step in a finite element analysis. The matrices $[A]$ and $[B]$ are sparse and symmetric, so the computational time is effectively minimized using a sparse matrix solver. They are described in [8].

The frequency dependent refractive index $n(w)$, which allows one to account for the material dispersion, has been described by using the Sellmeir equation:

$$n^2(w) = 1 + \sum_{j=1}^{M} \frac{B_j w_j^2}{w_j^2 - w^2}$$ (5)

where $w_j$ is the resonance frequency and $B_j$ is the oscillator strength, found empirically for each material.

The dispersion parameter $D(\lambda)$ can be directly calculated from the modal effective index $n_{eff}(\lambda)$:

$$D(\lambda) = -\frac{\lambda}{c} \frac{d^2 n_{eff}(\lambda)}{d\lambda^2}$$ (6)

where $\lambda$ is the operating wavelength and $c$ is the light velocity in vacuum.
3 Design Tool Based on FEM

The design tool we have developed, is essentially split in four parts, as shown in figure 1: the Photonic Crystal Fiber Topology Design Appliance, a commercial mesh generator, the FEM solver and a program for results visualization (Visual).

![Design tool scheme](image)

Fig. 1. Design tool scheme.

The Photonic Crystal Fiber Topology Design Appliance (PCF-TDA) is an efficient program, written in matlab, that can easily draw extremely complex PCFs in seconds. Otherwise it would be necessary to spend a quite long time to draw and optimize PCF topologies. It allows to design PCF with different air hole diameter, periodicities and also $d/\lambda$ rates, taking advantage of CAD, Computer-Aided Design, properties of mesh generator.

The commercial mesh generator provides very accurate meshes, especially in areas of high relative error. This feature ensures improved solutions, through mesh refinement in such areas of the transverse waveguide cross-section where high refractive index differences are present; this is extremely important for designing photonic crystal devices, in which several refractive index discontinuities are present.

The FEM solver has been written in Fortran language and its implementation follows the steps described in the previous section to obtain waveguide modal analysis and dispersion properties.

Visual is a program, written in matlab, which allows easy and efficient visualization of PCF design results, such as magnetic field distributions and dispersion characteristics.

The main advantage of this design tool is that it is possible to select the number of eigenvalues and eigenvectors to be analyzed, or in other words, it is able to compute not only the fundamental mode, but also higher-order modes. This feature is extremely useful in PCF design, as it allows one to investigate important characteristics which affect the fiber modal properties.

4 Results

4.1 Large-Mode-Area Endlessly Single-Mode PCF

Standard fiber technology has been shown to be limited by the fundamental structure of conventional fibers which is based on a simple concentric core-cladding geometry that confines the light in the core by total internal reflection.
The small refractive index contrasts achievable between the concentric core and cladding imposes a fundamental constraint on the design properties. Applications which require high-power in single-mode fibers with large effective area, or small highly nonlinear cores with precisely controlled dispersion properties are good examples in which the unique waveguide properties provided by PCF can offer great advantages. In particular, single-mode operation over a large wavelength range can be achieved in well-designed PCFs; their endlessly single-mode features combined with extremely large effective areas [9] make them very attractive for high power applications. As the number of modes in a PCF only depends on the ratio of air hole diameter $d$ to the spacing between holes $\Lambda$ [10], no changes in the refractive index profile are required to fabricate endlessly single-mode PCF with different core diameters. These fibers also offer interesting features due to the low nonlinearity achievable with single-mode operation and large effective area [11]. High power optical amplifiers can be realized based on this kind of PCFs: in particular, low cost booster amplifiers operating in linear conditions and pumped by broad area lasers or high power fiber Raman lasers can be very very attractive for broad-band local area and metro applications. They can be either based on Raman technology or standard EDFA technology including Er-Yb co-doped materials [12].

In this section we will point out how our FEM code can be used for designing endlessly single-mode PCFs based on a new original geometry. In traditional endlessly single-mode PCFs, the air holes are arranged in a hexagonal honeycomb pattern across their cross section [9] [10] [2]. We are proposing here a novel approach to design this kind of solid-core PCF, based on a different geometry, as shown in figure 2(a). The design parameters of this fiber are: air hole diameter $d = 15\mu m$ and inter-hole spacing $\Lambda = 25\mu m$, which ensures that this PCF is endlessly single-mode. The solid-core diameter, defined as the diameter of the ring formed by the innermost air holes, is $D = 35\mu m$, that is very large when compared to step-index single-mode fibers. Note that we have applied a mesh strategy which improves the accuracy in PCF core, as shown in figure 2(b). This mesh has 5083 triangular elements and 10286 nodes.
Endlessly single-mode PCFs have been recently presented operating in the wavelength range from 337 to 1550nm [2]. The PCF structure here proposed and shown in figure 2(b) is monomode at all wavelengths $\lambda \geq 100$nm, which represents a remarkable extension in the endlessly single-mode behavior. Figure 4 shows the magnetic field components of the fundamental mode at wavelength $\lambda = 100$nm. It is interesting to note that the magnetic field is concentrated in the PCF core, confirming that the PCF parameters ($d$, $\Lambda$ and $d/\Lambda$) have been well designed, ensuring total internal reflection.

Fig. 3. PCF dispersion curve.

Also note that PCFs can be very useful for realizing dispersion compensating devices and, in general, devices in which it is possible to tailor the chromatic dispersion characteristics. On the other hand, the modal characteristics of conventional dispersion compensating fibers, DCFs, cannot be significantly changed to realize effective broad-band dispersion compensation with very short devices, due to the small index variation achievable over the transverse cross section. This limitation may be overcome by using photonic crystal fibers, which have a high-index contrast [13]. PCF can exhibit unique and useful modal characteristics obtained by optimizing design parameters such as $d$, $\Lambda$ and $d/\Lambda$. Figure 3 shows the dispersion properties of this PCF example.

4.2 Optical Waveguide with Photonic Crystals

Circular photonic crystals, embedded in nonlinear channel optical waveguides, have been proposed to reduce the critical power of the optical bistability phenomenon [14]. This work has proved that the waveguide of figure 5(a) can reduce up to three times the critical power of the bistable behavior when compared to conventional waveguides.

In this section we will show how our FEM code can be effectively applied for designing such kind of integrated optical waveguides. Numerical results will also be compared with [14]. Considering the dimensions of the air holes in
figure 5(a) and comparing them with the PCF described in the previous section, one could easily understand the need of a powerful method able to deal with such imperfections without lack of numerical accuracy. Once again, a mesh strategy has been applied in order to improve the accuracy in the core, as shown in figure 5(b). This mesh has 5364 triangular elements and 10775 nodes.

This is an example of a multimode waveguide at $\lambda = 0.5\mu m$, as shown by the magnetic field components of figure 6. In this case the relation $d/\Lambda = 0.5$ ($d = 0.125\mu m$ and $\Lambda = 0.25\mu m$) was not large enough to trap the higher-order modes. In other words, the lobe dimensions, or the transverse effective wavelengths, can slip between the gaps, as shown in figures 6(b) and 6(c).

We have used this optical waveguide to investigate the accuracy of our FEM design tool for photonic crystals; we have computed waveguide modes and propagation constants at different wavelengths and then computed the waveguide dispersion properties. Table 1 shows a comparison between effective indexes, at different wavelengths, calculated by the proposed tool and the one described in [14]. These results show a very good agreement, with a maximum discrepancy $\eta = 0.001\%$, that proves this tool is very accurate for designing photonic crystal devices.
Table 1. Effective index comparison between the two approaches.

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Proposed design tool</th>
<th>Tool described in [14]</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>1.55988</td>
<td>1.55986</td>
</tr>
<tr>
<td>1000</td>
<td>1.55175</td>
<td>1.55173</td>
</tr>
<tr>
<td>1500</td>
<td>1.54294</td>
<td>1.54293</td>
</tr>
</tbody>
</table>

5 Conclusion

It has been proposed a powerful design tool based on a full-vectorial finite-element method for designing photonic crystal devices. It is essentially divided in four parts: Photonic Crystal Fiber Topology Design Appliance, a commercial mesh generator, the FEM solver and Visual for output data visualization. Its main advantages are: an easy and efficient interface to draw complex PCFs in seconds; improved solutions, through mesh refinement; high accuracy of the numerical solver, which is able to compute not only the fundamental mode, but also higher-order modes; an easy an useful visualization of the PCF design results, such as field distributions and dispersion characteristics.

The FEM analysis allows one to transform problems which are practically impossible to solve analytically into eigensystems, in which the eigenvalues are the mode effective indexes and eigenvectors are the magnetic field components.

Based on this powerful tool, we have presented a novel structure for endlessly single-mode PCFs, based on an original symmetry of two-dimensional photonic crystal around its solid-core. This new structure should improve the performances of traditional endlessly single-mode PCFs, since it extends its monomode operation conditions for all wavelengths $\lambda \geq 100$nm; this represents a remarkable extension in the endlessly single-mode behavior.

These PCFs with large-mode area may be used to construct low cost, high power amplifiers either based on Raman or EDFA technologies. These amplifiers can operate in linear regime since they are characterized by very low nonlinearities.

Finally, we have shown that this design tool is suitable not only for PCFs, but also for integrated optical photonic crystal devices. Comparing with published results concerning an integrated waveguide with photonic crystals for optical spa-
tial switching, we have shown a maximum discrepancy between effective indexes lower than $\eta = 0.001\%$, proving that our techniques provides high numerical accuracy.
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Abstract. We extend the theory to describe the quantum light memory in \( \Lambda \) type atoms with considering \( \gamma_{bc} \) (lower levels coherency decay rate) and detuning for the probe and the control fields.

1 Introduction

Atomic coherence and related phenomena such as electromagnetically induced transparency (EIT) and slow light have been studied extensively in recent years [1-10]. Many application are proposed to this phenomena such as nonlinear optics (SBS, FWM and etc.), Lasing without Inversion, Laser cooling and Sagnac Interferometer [11-14]. One of important and promising applications in this field is light storage and quantum light memory that is investigated by some research groups [15-25]. The most common mechanism in this application is that the light pulse is trapped and stored in atomic excitations in the EIT medium by turning off the control field and then is released by turning on the control field. However, most of these works do not present clearly and general theory to analyze the propagation and storage of light. In addition, most of the works in EIT and slow light treat the light classically that is not proper to extend to quantum memory in which quantum state of light is to be stored. The most general theory for quantum memory was developed by M. Fleischhauer, et. al. [16,17]. They consider the light, quantum mechanically and present an excellent theory to describe the case. However, their work is not general, from our point of view, in some cases. The most deficient aspect of their work is that they do not consider the decay rate of lower levels coherency and the detuning from resonances which have important effects on the propagation and storage of light in the atomic media. It has caused their theory to be ideal and inexact. In this paper, we try to extend the theory of quantum light memory which is developed previously by M. Fleischhauer et al. to a more general and clear quantum mechanically for slow light and light storage in atomic ensemble with considering all decay rates and detuning.

The organization of this paper is as follows. In section 2, quantum mechanical model to describe slow light and light storage is presented. In this section after introducing the mathematical model, two subsection including low intensity limit and small variations and adiabatic passage limit are discussed. The result and discussion is presented in section 3. Finally, the paper is ended with a short conclusion.
2 Mathematical Model for Light Storage

Here we further develop the theory presented in [16]. In this case, Λ type three level atoms are considered which is demonstrated in Fig. (1). Probe field couples the two $|a\rangle$ and $|b\rangle$ atomic levels together and the respected detune is defined as $\omega_{ab} - \nu_p = \Delta + \Delta_p$. Also the control (coupling) field couples the two $|a\rangle$ and $|c\rangle$ levels with a detuning from resonance $(\omega_{ac} - \nu_c = \Delta)$, where $\nu_\mu$ are related to the probe and the control field carrier frequencies and $\omega_{\alpha\beta}$ are the resonance frequencies of corresponding levels. $\Delta$ and $\Delta_p$ are defined as one and two photon detuning respectively.

![Fig. 1. Schematics of Λ type three level atoms](image)

The probe field $\hat{E}(z,t)$ can be defined as follows [16]

$$\hat{E}(z,t) = \sqrt{\frac{\hbar \nu}{2\epsilon_0 V}} \hat{E}(z,t) \times e^{\frac{\nu_p}{c}(z-ct)} \quad (1)$$

In this relation $\hat{E}(z,t)$ is the slowly varying annihilation operator (dimensionless field operator) that corresponds to the envelope of probe field. $V$ is the quantization volume of field that can be chosen to be equal to the volume of memory cell. The atomic operator for the atom $j$ is defined as

$$\hat{\sigma}_{\alpha\beta}^j \Delta = |\alpha_j\rangle\langle\beta_j| \quad (2)$$

In this relation $|\alpha_j\rangle$ and $|\beta_j\rangle$ are the Heisenberg Picture base atomic Kets (States) for atom number $j$. We can divide the memory cell to sections so that atomic operator does not change on them and every division is characterized by coordinate $z$. By this means one can define the collective (continuum) atomic operators as [16,26]

$$\hat{\sigma}_{\alpha\beta}(z,t) = \frac{1}{N_z} \sum_{j=1}^{N_z} \hat{\sigma}_{\alpha\beta}^j \Delta, \quad (3)$$

where $N_z$ is the number of atoms in the division $z$. For our purposes, it is easier to work with slowly varying collective atomic operators that are defined as

$$\hat{\sigma}_{\alpha\beta}(z,t) = \hat{\sigma}_{\alpha\beta}(z,t) e^{i \omega_{\alpha\beta}(z-ct) \frac{\nu_p}{c}}. \quad (4)$$
With considering these operators the interaction Hamiltonian in interaction picture can be written as [27]
\[
\hat{H}_I = -N \frac{dz}{L} (\hbar g \hat{E}(x,z) \hat{\sigma}_{ab}(z,t) e^{i((\Delta + \Delta_p)t)} + \frac{\hbar}{2} \Omega \hat{\sigma}_{ac}(z,t) e^{i\Delta t}) + h.c.,
\]
where \(N\) is the total number of atoms in the memory cell, \(L\) is the length of the cell, and \(g\) is the vacuum Rabi frequency that is given by
\[
g = \frac{\hbar \omega}{2 e \epsilon_0} \quad \text{and is related to atom field coupling strength in a given interaction system. Also, } \hat{\phi}_{ij} \text{ is the electric dipole moment corresponding to the two levels } i \text{ and } j, \text{ and } \epsilon \text{ is the field polarization.}
\]
One can find equations of motion for the atomic and field operators by substituting the above Hamiltonian in the Heisenberg-Langevin equations [26-29] as
\[
\left[ \frac{\partial}{\partial t} + c \frac{\partial}{\partial z} \right] \hat{E}(z,t) = igN \hat{\sigma}_{ba}(z,t)
\]
\[
\frac{\partial}{\partial t} \hat{\sigma}_{bc}(z,t) = -(i\Delta_p + \gamma_{bc}) \hat{\sigma}_{bc} - ig \hat{E}(z,t) \hat{\sigma}_{ac} + i\Omega \hat{\sigma}_{ba} + \hat{F}_{bc}(z,t)
\]
\[
\frac{\partial}{\partial t} \hat{\sigma}_{ba}(z,t) = -(i(\Delta + \Delta_p) + \gamma_{ba}) \hat{\sigma}_{ba} + ig \hat{E}(z,t)(\hat{\sigma}_{bb} - \hat{\sigma}_{aa}) + i\Omega \hat{\sigma}_{bc} + \hat{F}_{ba}(z,t)
\]
\[
\frac{\partial}{\partial t} \hat{\sigma}_{cb}(z,t) = -(i\Delta + \gamma_{cb}) \hat{\sigma}_{cb} + i\Omega (\hat{\sigma}_{cc} - \hat{\sigma}_{aa}) + ig \hat{E}(z,t) \hat{\sigma}_{cb} + \hat{F}_{ca}(z,t)
\]
\[
\frac{\partial}{\partial t} \hat{\sigma}_{aa}(z,t) = -\gamma_a \hat{\sigma}_{aa} - ig[\hat{E}^+(z,t) \hat{\sigma}_{ba} - \hat{H.a.}] - i\Omega \hat{\sigma}_{ca} - H.a.] + \hat{F}_a(z,t)
\]
\[
\frac{\partial}{\partial t} \hat{\sigma}_{bb}(z,t) = \gamma_a \hat{\sigma}_{aa} + \gamma^* \hat{\sigma}_{cc} + ig[\hat{E}^+(z,t) \hat{\sigma}_{ba} - \hat{H.a.}] + \hat{F}_b(z,t)
\]
\[
\frac{\partial}{\partial t} \hat{\sigma}_{cc}(z,t) = \gamma_a \hat{\sigma}_{aa} - \gamma^* \hat{\sigma}_{cc} + i\Omega \hat{\sigma}_{ca} - H.a.] + \hat{F}_c(z,t)
\]
The sign (+) on operators is the Dagger sign that correspond to Hermitian conjugate of the operators. \(\gamma_{aa}\) and \(\gamma_{ab}\) are the population decay rate of level \(\alpha\) and the coherency decay rate of levels \(\alpha\) and \(\beta\) respectively. \(\Omega\) is defined the Rabi frequency of control field that is given by
\[
\Omega = \hat{\phi}_{ac}.E_c.t/h,
\]
where \(E_c\) is amplitude of the control field. \(\hat{F}_\alpha, \hat{F}_{\alpha\beta}\) are \(\delta\) correlated Langevin noise operators that are caused by reservoir noisy fluctuations (Vacuum Modes) [16,26,28]. In the above equations we see the \(\gamma_{bc}, \Delta, \Delta_p\) terms in which in the main reference [16] they ignored. These parameters, as we will show, especially \(\gamma_{bc}\) have considerable effects on the memory behavior. The present equations are a set of coupled differential equations and solving them are difficult. Therefore, we use some approximations to minimize these equations.

### 3 Results and Discussion

Now, our simulated result are presented in the following figures.
Fig. 2. a) $\theta/\gamma$ as a function of time. b) Rabi frequency of control field as a function of time. c) Group velocity of information pulse for $\gamma_{ba} = 10^8 \text{ rad/sec}$. d) Group velocity of information pulse for $\gamma_{ba} = 10^9 \text{ rad/sec}$. ( $\gamma_{bc} = 10^4 \text{ rad/sec}$, $\Delta, \Delta_p = 0$.)

Fig. 3. Information pulse propagation for time steps of 15 $\mu$sec. a) $\gamma_{ba} = 10^8$, $\gamma_{bc} = 10^4$ (rad/sec). b) $\gamma_{ba} = 10^8$, $\gamma_{bc} = 10^3$ (rad/sec). c) $\gamma_{ba} = 10^9$, $\gamma_{bc} = 10^4$ (rad/sec). d) $\gamma_{ba} = 10^9$, $\gamma_{bc} = 10^3$ (rad/sec). ( $\Delta, \Delta_p = 0$.)

Fig. 4. Information pulse for time steps of 15 $\mu$sec in the storage region where the control field is off. a) $\gamma_{ba} = 10^8$, $\gamma_{bc} = 10^4$ (rad/sec). b) $\gamma_{ba} = 10^8$, $\gamma_{bc} = 10^3$ (rad/sec). c) $\gamma_{ba} = 10^9$, $\gamma_{bc} = 10^4$ (rad/sec). d) $\gamma_{ba} = 10^9$, $\gamma_{bc} = 10^3$ (rad/sec). ( $\Delta, \Delta_p = 0$.)
Fig. 5. a) Initial bright state for input pulse with $\gamma_{ba} = 10^8$, $\gamma_{bc} = 10^4 \text{ rad/sec}$. b) Bright state for time steps of 15 $\mu$sec for $\gamma_{ba} = 10^8$, $\gamma_{bc} = 10^4 \text{ rad/sec}$. c) Bright state for time steps of 15 $\mu$sec and for $\gamma_{ba} = 10^8$, $\gamma_{bc} = 10^3 \text{ rad/sec}$. d) Bright state for time steps of 15 $\mu$sec and for $\gamma_{ba} = 10^9$, $\gamma_{bc} = 10^4 \text{ rad/sec}$. ($\Delta, \Delta_p = 0$).

Fig. 6. a) Input light pulse inside medium for $\gamma_{ba} = 10^8$, $\gamma_{bc} = 10^4 \text{ rad/sec}$. b) Light pulse for time steps of 15 $\mu$sec for $\gamma_{ba} = 10^8$, $\gamma_{bc} = 10^4 \text{ rad/sec}$. c) Output light pulse inside medium for $\gamma_{ba} = 10^8$, $\gamma_{bc} = 10^4 \text{ rad/sec}$. d) Light pulse for time steps of 15 $\mu$sec and for $\gamma_{ba} = 10^8$, $\gamma_{bc} = 10^3 \text{ rad/sec}$. ($\Delta, \Delta_p = 0$).
Fig. 7. \( \sigma_{bc} \) (atomic excitation) propagation for time steps of 15\( \mu \)sec. 

<table>
<thead>
<tr>
<th>Step</th>
<th>( \sigma_{ba} )</th>
<th>( \sigma_{bc} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>a)</td>
<td>8( \times 10^8 ) rad/sec</td>
<td>4( \times 10^4 ) rad/sec</td>
</tr>
<tr>
<td>b)</td>
<td>6( \times 10^4 ) rad/sec</td>
<td>1( \times 10^8 ) rad/sec</td>
</tr>
<tr>
<td>c)</td>
<td>4( \times 10^6 ) rad/sec</td>
<td>3( \times 10^4 ) rad/sec</td>
</tr>
<tr>
<td>d)</td>
<td>9( \times 10^9 ) rad/sec</td>
<td>3( \times 10^5 ) rad/sec</td>
</tr>
</tbody>
</table>

Fig. 8. Real and Imaginary parts of the information pulse at the times \( t = 0 \) (input) and \( t = 165\mu\)sec (output) plotted with each other for various values of One-Photon detuning.

<table>
<thead>
<tr>
<th>Detuning</th>
<th>Plot</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^8 ) rad/sec</td>
<td>a)</td>
</tr>
<tr>
<td>( 10^4 ) rad/sec</td>
<td>b)</td>
</tr>
<tr>
<td>( 10^5 ) rad/sec</td>
<td>c)</td>
</tr>
</tbody>
</table>

4 Conclusion

In this paper, we further developed the quantum mechanical theory for quantum light memory in the Low intensity limit and small variations and adiabatic passage limit, primarily developed by [16]. We entered the parameters \( \gamma_{bc}, \Delta, \Delta_p \) into the formulations. We obtained and explained their effects in a clear form.
Fig. 9. Real and Imaginary parts of the information pulse at the times $t = 0$ (input) and $t = 165 \mu \text{sec}$ (output) plotted with each other for various values of Two-Photon detuning.

a) $\Delta \rho = 2 \times 10^{-2} \ \text{rad/sec}$. b) $\Delta \rho = 4 \times 10^{-2} \ \text{rad/sec}$. c) $\Delta \rho = 5 \times 10^{-2} \ \text{rad/sec}$. 

$(\Delta = 0, \gamma_{ha} = 10^8, \gamma_{he} = 10^4 \ \text{rad/sec})$.
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Abstract. Simulations of ultra-long (10 mm) semiconductor optical amplifier’s induced optical chirp (cross-phase modulation), with posterior conversion to amplitude modulation by proper filtering, show promising results for wavelength conversion with pulse re-amplifying and re-shaping in 10 Gbps and 20 Gbps. The dependences on filter bandwidth and optical input power (high, medium and low levels) are analyzed for conversion of originally clean and dirty eye-diagrams at the input gate within their reshaping capability.

1 Introduction

The semiconductor optical amplifier (SOA) is a prominent key-tool device to act as the nonlinear element in all-optical signal processing for WDM (wavelength division multiplexing) networks [1]. Due to the maturity of this device technology, the costs to the market are decreasing and the integration with other active and passive devices is possible. SOA-based sub-systems are being developed to give feasible alternatives for optical signal processing as wavelength conversion [1], switching [2] and pulse regeneration [3], among other important functionalities.

To implement such all-optical processing features, the phenomenon mostly used is the SOA’s nonlinear gain behavior: the cross-gain modulation (XGM) and the cross-phase modulation (XPM). Another important non-linear phenomenon, the four-wave mixing (FWM), is less used due its complexity, both in hardware setup and operation, although presenting high speed response [1]. All of them - XGM, XPM and FWM - are reached under saturated optical gain conditions during SOA amplification, obtained by injecting either high input optical powers or electronic bias current into the SOA active cavity, or by doing both simultaneously.

The first nonlinear process, XGM, is the easiest to implement but the one with the slowest response, and so the worst converted eye-opening performance. It can be used to cover bit-rates not higher than 5 Gbps and with a clear input pulse’s shape format, since XGM depends on very deep carrier density modulation. The second, XPM, is faster than the previous one and presents better eye-opening conversion, operating based on the fast cavity index response due to smaller carrier modulation, enabling pulse regeneration in the 10-40 Gbps data rate range. But most XPM implementations
need expensive integrated structures to divide properly, to guide and to interfere the original and the desired output optical channels after the amplification [4].

Recently, a novel XPM scheme was proposed by Lucent Labs (U.S.A.), using discrete SOA and XPM induced red-shift chirp filtering to convert and regenerate optical pulses, without using any integrated structure [5]. That scheme however needs a very complex filtering tool, not so easily implemented. Here, the authors propose an even easier alternative, based on filtering of the SOA blue-shift induced chirp by a WDM short-band filter, to transform the frequency chirp in amplitude modulation. In this way, it is possible to implement wavelength conversion with pulse re-amplifying/re-shaping (2R regeneration) based just on discrete devices: an ultra-long (UL) SOA and a WDM filter.

2 The XPM Induced Blue-Shift Chirp Filtering

The basic scheme for the XPM induced blue-shift chirp filtering sub-system is based on an UL-SOA ($L \approx 10$ mm, see Table 1 for other device’s simulation parameters) and a common WDM short-band filter (free-spectral range of 25, 50 or 100 GHz, with a super-gaussian like or a sin–square like frequency response), as illustrated in Fig. 1 with its operation scheme.

As a modulated channel $\lambda_2$ propagates inside the very long SOA cavity, under high optical gain (just below initial lasing oscillations), it induces itself gain-saturation and phase modulation (SPM) due to charged carrier’s modulation. Simultaneously, the

![Fig. 1](image)
amplification induces XGM and XPM in a co-propagating CW channel - $\lambda_1$ (Fig.1). Due to the long cavity, the induced chirp correspondent to the XPM can be as high as 10 GHz to 20 GHz (positive), showing also residual Fabry-Perot oscillations and bit-pattern dependence.

By passing the composite output optical signal (the amplified channels $\lambda_1$ and $\lambda_2$ with also the ASE (amplified spontaneous emission) noise through an abrupt optical filter, the converted signal is obtained when the $\lambda_1$ wavelength is rightly positioned at the filter’s low-frequency edge, and the modulated channel ($\lambda_2$) is positioned out of the bypass window. With this scheme, the second channel and the ASE are totally rejected and the first channel is also highly attenuated but in such time periods it presents a huge positive optical chirp induced by the modulation code in $\lambda_2$. So, the SOA XPM induced chirp (frequency modulation) in the CW channel is transformed in amplitude modulation (FM-AM conversion). By this way, a $\lambda_1'$ ($\lambda_1 + \text{~FSR/2}$) output channel is obtained with pulses varying from Gaussian like format (input pulse’s shape, low SOA gain) to super-Gaussian like format (filter response’s shape, high SOA gain). Due to the abrupt S-like profile in the edge of the filter band, the scheme enables wavelength conversion with simultaneous pulse amplification and re-shaping. The bit pattern dependence of SOA gain, due to average input power oscillations (depending on how big are level “1”-bit repetition in the pulse train) is clearly noted but does not degrade the eye-opening, as shown in the simulated eyes next.

2.1 Simulations of Eye-Opening in Wavelength Conversion

The SOA simulator used to study the scheme presented here is based on a modified transfer matrix method (TMM) and was presented elsewhere [6,7]. Its main operational parameters are listed in Table 1. Basically, “n_z” discrete sections are used to calculate a simultaneous propagation of two optical channels inside the SOA active cavity, in both positive and negative directions, and so for the total ASE power, with internal optical reflections considered just in the cavity edges. Passing from one discrete section “j” to the next, each channel “k” (co and counter propagating) suffers alterations in amplitude, in each discrete time “i”, given by the gain [8,9]:

$$dG_{k,i,j} = \Gamma \left[ a_i (N_{i,j} - N_{tr}) - a_3 (\lambda_k - \lambda_{sh})^2 + a_5 (\lambda_k - \lambda_{sh})^3 \right] - (\alpha_{abs} + \alpha_{scat}) .$$

(1)

Here, $\lambda_{sh} = \lambda_0 - a_4 (N_{i,j} - N_{tr})$ is the central frequency gain shift (see Table 1), and also alterations in the optical phase, defined by [9]:

$$d\theta_{k,i,j} = \frac{2\pi \cdot dz}{\lambda_k} \left[ n_{ef} + \Gamma \frac{dn}{dN}(N_{th} + (N_{i,j} - N_{tr})) \right] .$$

(2)

The total output phase alterations thus obtained, as the optical channels propagates for the entire SOA length, are the resultant XPM (or SPM) and its time first derivative is used to determine the induced frequency chirp for each optical channel.

The simulation of optical filtering was added to the program by properly correlation of the output power and chirp data. Two different filter shapes, sin-square like and super-gaussian like, were implemented with four parameters to describe their basic features: 1) insertion loss (due to internal absorption and coupling, ideally neglected
here, [dB]); 2) response (filter function amplitude range, i.e., the transmissivity in a logarithmic scale, [dB]); 3) free-spectral range – FSR (filter bypass window, [GHz]); and 4) central frequency location – CFL (relative CW channel position to the filter response window, being the FSR range equivalent to 180°, [°] ????). To calculate the filter response, in each discrete-time point \( i \), the absolute optical frequency location \( \Delta \phi \) is determined by:

\[
\Delta \phi(i) = \text{chirp}(i) + \text{CFL} \times \text{FSR} / 180°.
\]  

(3)

### Table 1. UL-SOA simulation parameters.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Value (unit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_t )</td>
<td># time points</td>
<td>6000</td>
</tr>
<tr>
<td>( n_z )</td>
<td># space points</td>
<td>115</td>
</tr>
<tr>
<td>( dt )</td>
<td>time discretization</td>
<td>1 ps</td>
</tr>
<tr>
<td>( L_x )</td>
<td>cavity width</td>
<td>1.4 ( \mu )m</td>
</tr>
<tr>
<td>( L_y )</td>
<td>cavity height</td>
<td>0.2 ( \mu )m</td>
</tr>
<tr>
<td>( L_z )</td>
<td>cavity length</td>
<td>10147 ( \mu )m</td>
</tr>
<tr>
<td>( N_{\text{tr}} )</td>
<td>carrier density at transparency</td>
<td>( 2 \times 10^{24} ) m(^{-3} )</td>
</tr>
<tr>
<td>( N_{\text{th}} )</td>
<td>carrier density at threshold</td>
<td>( 4 \times 10^{24} ) m(^{-3} )</td>
</tr>
<tr>
<td>( \alpha_{\text{abs}} )</td>
<td>absorption loss</td>
<td>2000 m(^{-1} )</td>
</tr>
<tr>
<td>( \alpha_{\text{scat}} )</td>
<td>scattering loss</td>
<td>100 m(^{-1} )</td>
</tr>
<tr>
<td>( \alpha_{\text{ins}} )</td>
<td>insertion loss</td>
<td>2 dB</td>
</tr>
<tr>
<td>( n_{ef} )</td>
<td>effective index</td>
<td>3.4</td>
</tr>
<tr>
<td>( a_1 )</td>
<td>gain coefficient</td>
<td>( 2.5 \times 10^{-20} ) m(^2)</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>gain coefficient</td>
<td>( 7.4 \times 10^{-19} ) m(^3)</td>
</tr>
<tr>
<td>( a_3 )</td>
<td>gain coefficient</td>
<td>( 3 \times 10^{-23} ) m(^4)</td>
</tr>
<tr>
<td>( a_4 )</td>
<td>gain coefficient</td>
<td>( 3 \times 10^{-32} ) m(^4)</td>
</tr>
<tr>
<td>( \Delta n/\Delta N )</td>
<td>differential refractive index</td>
<td>( -1.2 \times 10^{-26} ) m(^3)</td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>Confinement factor</td>
<td>0.4</td>
</tr>
<tr>
<td>( \beta )</td>
<td>spont. emission coupling factor</td>
<td>0.0002</td>
</tr>
</tbody>
</table>

### 3 Simulation Results

For the optimized results presented in this article, the simulated SOA received a bias current of 1100 mA (+/- 10 mA, depending on input optical power). The power of the input CW optical channel - \( \lambda_1 \) (1550 nm) - is fixed in 100 \( \mu \)W and the modulated channel - \( \lambda_2 \) (1530 nm) – has average levels set to high, medium and low input optical powers. This features are used for a clean, a dirty and a very dirty input eye-opening. Some cases are shown in the next figures, for 10 Gbps and 20 Gbps data rates. Figure 2 shows the results for 10 Gbps and super-gaussian like filter, for a clean and a very dirty input eye-opening (high input power), and for an optimized CFL=-20° (fixed) with FSR equal to 25 GHz, 50 GHz and 100 GHz (filter response of 30 dB).
Fig. 2. Eye diagrams of input (clean and very-dirty signals with high power) and output (converted) signals in 10 Gbps, for super-gaussian like filter with FSR of 25 GHz, 50 GHz and 100 GHz and fixed CFL≈-20° and response = 30 dB

As can be seen in the upper line of Fig.2 (clean input), the converted signals present wide eye-opening, with shorter and more abrupt pulses profile than the input signal, but with some fluctuations on pulse width and amplitude due to pattern dependence effects on the chirp magnitude: a long sequence of “1”-bits decreases the average optical gain and so the induced chirp. The best results are obtained for the shortest filter band (25GHz) and the highest input power, with the output eye-opening decreasing as the filter band increases or the optical input power decreases. In order to have a merit number to quantify the eye-opening regeneration, the relative eye amplitude ratio - $A_{\text{eye}}$ is calculated, in logarithmic scale, defined by:

$$A_{\text{eye}} = 10 \cdot \log \frac{\text{bit}^{\text{min}} - \text{bit}^{\text{max}}}{\text{bit}^{\text{max}}}$$

i.e., the dB relation of the lower “1”-bit level ($\text{bit}^{\text{min}}$) with the higher “0”-bit level ($\text{bit}^{\text{max}}$). So, for the clean input eye with $A_{\text{eye}}=16.5$ dB a converted output was found with $A_{\text{eye}}=28.3$ dB (FSR=25GHz, high input power), showing more than 10 dB in reshaping gain (2R-gain).

Moving to corrupted input signals (lower lines in Fig.2), quite the same output forms are obtained but with higher variations in the “1”-bit levels. Although, for a dirty input eye-opening with $A_{\text{eye}}=6.5$ dB an output with $A_{\text{eye}}=26.2$ dB was obtained (FSR=25GHz, high input power): almost 20 dB in reshaping gain.

Figure 3 presents all $A_{\text{eye}}$ for the simulated data in 10 Gbps with super-gaussian like filter, including also the low input power level results for clean ($A_{\text{eye}}=16.5$ dB), dirty ($A_{\text{eye}} \sim 12.2$ dB to 13.2 dB) and very dirty ($A_{\text{eye}}=6.5$ dB) input eyes. Fig. 3 has also a back-to-back line (reference of 2R-gain = 0 dB) to situate the positive (region above
the line) and the negative (region below the line) 2R-gain, showing that low input powers cannot be used in such lambda-conversion scheme without serious eye closing: low optical input powers cannot induce enough frequency chirp in the CW channel (due small carrier consumption) which is necessary for a good FM-to-AM conversion. This feature can be overcome by pre-amplifying the channel before passing through the UL-SOA.

![Fig. 3. 2R gain in UL-SOA with filtering scheme for wavelength conversion, 10Gbps case (CFL= -20°)](image)

Fig. 3 also shows that with medium or high input powers and filters with FSR<50GHz, the scheme can present good 2R-gain and also that the reshaping action is higher for input eyes with bad $A_{eye}$.

The best results obtained for 20 Gbps data rate are presented in Figure 4: clean and dirty inputs, with high/medium power, and outputs for sin–square like filter (CFL= 0°) and super-gaussian like filter (CFL= -10°), both with response of 30 dB and FSR = 50 GHz. Each box in Fig. 4 also shows its calculated $A_{eye}$, in order to compare the 2R-gain from case to case. Both four cases show positive 2R-gain, with better performance for the sin-square like filter, which can equalize the “0”-bit levels due its more abrupt frequency response. Fig. 4 shows 2R-gains of 9.7 dB (sin-square like) and 6.2 dB (super-gaussian like) for the clean input eye case, and 7.4 dB (sin-square like) and 2.5 dB (super-gaussian like) for the dirty input eye case. The pattern dependence can be easily seen in Fig.4 too, feature which is also enlarged for the dirty-input case. One alternative to minimize such behavior, besides pre-amplifying the input signal, is to optimize the CFL within the FSR. With lower FSR and little positive CFL in the sin-square like filter, the bit levels can be more equalized but some penalties appear in the correspondent $A_{eye}$. 
Fig. 4. Eye diagrams of input and output (converted) signals in 20 Gbps, for clean and dirty inputs, high power, and outputs for filter (sin–square like (CFL=0°) and super-gaussian like (CFL= -10°), both with response = 30 dB and with FSR = 50 GHz. Each box also presents its relative eye-opening (dB)

4 Conclusion

Some preliminary simulation results for a λ-conversion sub-system based on UL-SOA XPM frequency chirp filtering are presented for 10 Gbps and 20 Gbps data rate. Good 2R-gains are obtained (~ 20 dB) for closed input eyes with high input optical power. Although, some fluctuations on bit-“1” level occurred due bit-pattern dependence in the SOA gain. This behavior can be minimized by properly pre-amplifying the optical channel.

The set-up, totally based on discrete devices, should be experimentally implemented soon using UL-SOA provided by the HHI Labs (HHI- Fraunhofer Institute for Telecommunications [10], Germany) and commercial Bragg-gratings based filters. Closer eye diagrams should be tested, under practical operation conditions with BER (bit-error rate) measurements.
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Abstract. This paper analyzes the asynchronous error performance of optical code-division multiple access systems utilizing one-dimensional and multidimensional PPM codes in the presence of white Gaussian noise. The effects of the multiple access interference combined with the noise are statistically characterized by continuous probability density functions and, therefore, allowing the investigation on the error performance of the O-CDMA systems employing on-off keying (OOK) and on-off orthogonal (OOO) signaling. For OOK systems, the optimum decision threshold is determined and the error performance degradation due to deviation in the threshold is considered. Furthermore, the performances of the O-CDMA systems using OOK and OOO signaling are compared.

1 Introduction

Optical code-division multiple-access (O-CDMA) is an optical channel-encoding scheme, which utilizes characteristics of the channel to create multi-dimensional representations of the bits being transmitted. O-CDMA has many desirable features including flexibility, intrinsic security, and simplified network control and management. These features make the technology appealing for optical access networks [1].

Perhaps the main attractive feature of the O-CDMA is the possibility of multiple subscribers – each with different bit rates and protocols – share the channel simultaneously and asynchronously. The limiting factor to the traffic that the system can support is a combination of multiple-access interference (MAI) and noise. MAI is caused by the joint action of the cross-correlation between the sequences of $N_u$ asynchronous users. In a previous work we have considered only the effect of the MAI in O-CDMA systems using PPM codes without synchronism constraint [2]. Besides the multiple access interference, in this work we take into account the receiver input noise, which is modeled as an additive white Gaussian random process.

There are some alternatives to implement PPM-coded O-CDMA systems. The simplest and first envisioned system consists in assigning a sequence of binary word, with length $L$ and unitary weight, for each user. If the bit duration is $T_b$, then the chip time interval is $T_c = T_b / L$, and each code word has only one chip position different of zero. The transmission of a bit $one$ is done by sending the code word assigned to the user, while the all-zero word signalizes a bit $zero$ [3], [4]. Therefore, this simple scheme configures an on-off keying (OOK) unipolar signaling technique.
More sophisticated systems can be devised by using two-dimensional PPM codes [5] – [8]. In this case, the codes are constructed on multiple wavelengths as well various time chips. Thus, every bit one is encoded by $R$ PPM sequences of length $L$ and transmitted simultaneously on distinct sub-channels (wavelengths). Therefore, a two-dimensional PPM code word can be pictured as an $R$ by $L$ binary matrix with a single one per row. In this case, the code weight $W$ is identical to $R$. Bit zero is symbolized by the $R$ by $L$ null matrix. An example of a $4 \times 5$-PPM code word is shown in Figure 1.

An alternative signaling scheme makes use of $R$ sets consisting of two OOK sub-channels, one set for each PPM sequence. Only one sub-channel in the set is activated during each bit interval, while the other remains in the zero state, and this scheme constitutes an on-off orthogonal (OOO) unipolar signaling technique. In this case the code weight $W$ remains equal to $R$.

![Figure 1](image1.png)

**Fig. 1.** Example of a two-dimensional PPM code word with $R = 4$ and $L = 5$. Each row is a PPM sequence that can be transmitted temporally on a distinct wavelength.

2 Interference and Noise Analysis

2.1 OOK Signaling

For an O-CDMA/OOK system, the intensity of the interference $X_i$, occasioned by the $i^{th}$ user over a chip time interval of the sequence of a reference user, is a random variable in the range $[0, 1]$. For OOK signaling, the asynchronous interference level is characterized by the probability density function given by

$$f_i(x_i) = (1 - p) \delta(x_i) + p [u(x_i) - u(x_i - 1)],$$

(1)

where $\delta(\cdot)$ is the Dirac delta function, $u(\cdot)$ is the unit step function, and $p$ is the probability of partial superposition of the pulse of the $i^{th}$ user sequence on a chip of the reference sequence. Furthermore, if the data source is equiprobable then we have $P(\vec{s}_0) = P(\vec{s}_1) = 1/2$. Thus, the partial interference probability can be expressed as

$$p = \frac{2}{L} P(\vec{s}_1) = \frac{1}{L},$$

(2)
We have shown in [2] that the probability density function (p.d.f.) and the moment generating function (m.g.f.) of the multiple access interference for OOK signaling due to \( n \) active users are given, respectively, by

\[
f_X(x) = (1 - p)^n \delta(x) + \sum_{j=1}^{n} \sum_{k=0}^{j} \binom{n}{j} \binom{j}{k} p^j (1 - p)^{n-j} \frac{(x-k)^{j-1}}{(-1)^{j} (j-1)!} u(x-k)
\]

and

\[
\Phi_X(s) = E\left[e^{sX}\right] = \sum_{j=0}^{n} \sum_{k=0}^{j} \binom{n}{j} \binom{j}{k} p^j (1 - p)^{n-j} \frac{(-1)^k e^{sk}}{(s)^j}.
\]

The noise can be modeled as a zero-mean white Gaussian random process. Consequently, the p.d.f. of the noise can be written as

\[
f_w(w) = \frac{1}{\sigma \sqrt{2\pi}} e^{-w^2/2\sigma^2}
\]

and, accordingly, the noise m.g.f. is given by

\[
\Phi_w(w) = E\left[e^{sw}\right] = e^{\sigma^2 s^2/2}.
\]

The combined effect of the interference and the white noise over any transmitted chip results in a new random process, which can be described as

\[
Y = X + W
\]

and the distribution of the new random variable can be obtained by convoluting their interference and noise probability density functions, that is

\[
f_Y(y) = f_X(x) * f_w(w).
\]

The result of the operation in (8) can be obtained more conveniently from the m.g.f. of the random variable \( Y \) [9], calculated as

\[
\Phi_Y(s) = \Phi_X(s) \cdot \Phi_w(s) = \sum_{j=0}^{n} \sum_{k=0}^{j} \binom{n}{j} \binom{j}{k} p^j (1 - p)^{n-j} \frac{(-1)^k e^{sk}}{(-s)^j} e^{\sigma^2 s^2/2}.
\]

and taking its inverse transform, in order to obtain the desired p.d.f., as follows:

\[
f_Y(y) = \sum_{j=0}^{n} \sum_{k=0}^{j} \binom{n}{j} \binom{j}{k} p^j (1 - p)^{n-j} \frac{(-1)^k}{\sigma \sqrt{2\pi}} \int_{-\infty}^{y} \exp\left(-\frac{(t-k)^2}{2\sigma^2}\right) dt.
\]

Although the result just obtained is expressed in an analytical form, the multiple integral operations in (10) make difficult its numerical computing. However, a more adequate expression can be evaluated with the aid of the generalized complementary error function [10], defined as
\[
\text{erfc}_m(u) = \int_m^\infty \text{erfc}(u)du = \frac{2}{\sqrt{\pi}} \int_m^\infty (t-u)^m e^{-t^2} dt, \quad m \geq 0 \tag{11}
\]

Therefore, Equation (10) can be rewritten as

\[
f_Y(y) = (1-p)^n \frac{1}{\sigma \sqrt{2\pi}} \exp \left(-\frac{y^2}{2\sigma^2}\right) + \frac{1}{2} \sum_{j=1}^{n} \sum_{k=0}^{j} \binom{n}{j} \binom{j}{k} p^j (1-p)^{n-j} \frac{(\sigma \sqrt{2})^{j-1}}{(-1)^k} \text{erfc}_{j-1} \left( \frac{k-y}{\sigma \sqrt{2}} \right) \tag{12}
\]

Figure 2-a illustrates the shape of the p.d.f. of the joint action of the interference and noise for an OOK system. The figure also shows the p.d.f. of the MAI alone, computed by using (3). The asymmetrical nature of the random process is evident.

### 2.2 OOO Signaling

On-off orthogonal signaling utilizes two complementary channels for each PPM sequence and, consequently, the receiver employs two identical detectors. The binary decision can be taken subtracting their outputs and deciding accordingly the polarity of this new variable. Considering this scheme, the intensity of the interference \( X_i \), caused by the \( i \)th user on the sequence of a reference user during a chip time interval, is a random variable normalized in the range \([-1, 1]\). Thus, the asynchronous interference intensity is characterized by the probability density function given by

\[
f_i(x_i) = (1-2p) \delta(x_i) + p[u(x_i + 1) - u(x_i - 1)], \tag{13}
\]

where \( p \) is the partial interference probability expressed in (2).

It has shown in [2] that, for OOO signaling, the p.d.f and m.g.f. of the MAI produced by \( n \) active users on any chip of the sequence of a reference user, can be expressed, respectively, as

\[
f_X(x) = (1-2p)^n \delta(x) + \sum_{j=1}^{n} \sum_{k=0}^{j} \binom{n}{j} \binom{j}{k} p^j (1-2p)^{n-j} \frac{(x + j - 2k)^{j-1}}{(-1)^k (j-1)!} u(x + j - 2k) \tag{14}
\]

and

\[
\Phi_X(s) = \sum_{j=0}^{n} \sum_{k=0}^{j} \binom{n}{j} \binom{j}{k} p^j (1-2p)^{n-j} \frac{(-1)^k e^{(2k-j)s} \sigma^2}{(-s)^j} \tag{15}
\]

The combined effect of the interference and noise over any transmitted chip results in a new random variable \( Y \), which can be described again by (7) and (8). Thus, as the input noise power is equal to \( 2\sigma^2 \) in this case, the resulting m.g.f. is given by

\[
\Phi_Y(s) = \sum_{j=0}^{n} \sum_{k=0}^{j} \binom{n}{j} \binom{j}{k} p^j (1-2p)^{n-j} \frac{(-1)^k}{(-s)^j} e^{(2k-j)s} e^{\sigma^2 s^2} \tag{16}
\]

and, taking the inverse transform of (16) and using (11), we obtain that
\[
f_Y(y) = (1 - 2p)^n \frac{1}{2\sigma\sqrt{\pi}} \exp \left( -\frac{y^2}{4\sigma^2} \right)
\]
\[
+ \frac{1}{2} \sum_{j=1}^{n} \sum_{k=j-1}^{n-j} \left( \begin{array}{c} n \vspace{1mm} \\ j \end{array} \right) p^j (1 - 2p)^{n-j} \frac{(2\sigma)^{j-i}}{(-1)^i} \text{erfc} \left( \frac{2k - j - y}{2\sigma} \right) . \tag{17}
\]

Figure 2-b illustrates the shape of the resulting p.d.f. for an example of O-CDMA/OOO system. In this case the process has zero mean and is symmetric around the origin.

Fig. 2. Multiple access interference combined with white Gaussian noise p.d.f. for O-CDMA systems with parameters \( p = 0.1, n = 10 \) and \( \sigma^2 = 0.05 \). The p.d.f. of the interference alone is delineated in dotted lines, except the delta at the origin. (a) OOK signaling; (b) OOO signaling.

3 Performance Analysis

3.1 OOK Signaling

For O-CDMA systems using multidimensional OOK signaling, each one of the \( N_u \) users employs \( W \) PPM sequences that are transmitted simultaneously on distinct sub-channels. We assume that the receiver consists of a SUM detector followed by a binary decision device. In order to rearrange the individual pulses of the received sequences, the SUM detector applies a variable delay in each input signal and adds them up to produce a single resultant pulse. Thus, the ideal output signal has normalized amplitude equal to \( W \) if \( \bar{s}_i \) is transmitted and zero otherwise. Moreover, the output noise remains a zero-mean white Gaussian noise with variance equal to \( W\sigma^2 \), where \( \sigma^2 \) is the input noise power of each (identical) sub-channel. Thus, the signal-to-noise ratio at the output of the SUM detector is improved and is given by

\[
SNR_o = W \cdot SNR \tag{18}
\]

where \( \frac{1}{2\sigma^2} \) is the normalized input signal-to-noise ratio of each sub-channel.

The junction of \( W \) independent interference signals described in (3) produces a new random process of identical p.d.f., except that \( n = W (N_u - 1) \). Therefore, Equation (12) can be modified, resulting in the following p.d.f. to the new random variable \( Z \):
\[ f_z(z) = (1 - p)^n \frac{1}{\sigma \sqrt{2\pi W}} \exp \left( - \frac{z^2}{2\sigma^2 W} \right) \]
\[ + \frac{1}{2} \sum_{j=0}^{n} \sum_{k=0}^{j} \binom{n}{j} \binom{j}{k} p^j (1 - p)^{n-j} \frac{\left( \sigma \sqrt{2W} \right)^j}{(-1)^k} \text{erfc}_j \left( \frac{k - z}{\sigma \sqrt{2W}} \right) \]

(19)

where \( n = W (N_u - 1) \).

If the symbols \( \bar{s}_0 \) and \( \bar{s}_1 \) are equiprobable, then the bit error probability for an O-CDMA/OOK system is given by

\[
P_e = \frac{1}{2} \left[ P(\text{error} | \bar{s}_0) + P(\text{error} | \bar{s}_1) \right].
\]

(20)

Each conditional probability present in (20) can be expressed as

\[
P(\text{error} | \bar{s}_0) = \int_{-\infty}^{\gamma} f_z(z | \bar{s}_0) \, dz = \int_{-\infty}^{\gamma} f_z(z) \, dz
\]
\[= 1 - \frac{1}{2} \sum_{j=0}^{n} \sum_{k=0}^{j} \binom{n}{j} \binom{j}{k} p^j (1 - p)^{n-j} \frac{\left( \sigma \sqrt{2W} \right)^j}{(-1)^k} \text{erfc}_j \left( \frac{k - \gamma}{\sigma \sqrt{2W}} \right)
\]

(21)

and

\[
P(\text{error} | \bar{s}_1) = \int_{-\infty}^{\gamma} f_z(z | \bar{s}_1) \, dz = \int_{-\infty}^{\gamma} f_z(z - W) \, dz
\]
\[= \frac{1}{2} \sum_{j=0}^{n} \sum_{k=0}^{j} \binom{n}{j} \binom{j}{k} p^j (1 - p)^{n-j} \frac{\left( \sigma \sqrt{2W} \right)^j}{(-1)^k} \text{erfc}_j \left( \frac{k - \gamma + W}{\sigma \sqrt{2W}} \right)
\]

(22)

where \( \gamma \) is decision threshold level of the decoder.

The optimum decision threshold level, \( \gamma_o \), is achieved when the sum of the end tail areas delimited by \( \gamma \), under the conditional probability density functions \( f_z(z | \bar{s}_0) \) and \( f_z(z | \bar{s}_1) \), is minimized. This condition is satisfied by

\[
f_z(\gamma_o | \bar{s}_0) = f_z(\gamma_o | \bar{s}_1).
\]

(23)

The asymmetry in the distribution of the interference plus noise has two consequences. First the conditional error probabilities given by (21) and (22) result, generally, in distinct values and the user perceives an asymmetric binary channel. Moreover, \( \gamma_o \) is not a fixed value, changing with the signal-to-noise ratio and the traffic intensity in the system.

Figure 3 shows the optimum decision threshold and the resulting bit error probability for a reference system using \( W = 3 \) PPM sequences, as function of the number of users. It can be noticed that optimum threshold varies in the range \( W/2 \leq \gamma_o \leq W \).

As expected, the lower limit occurs in the absence of interference (\( N_u = 1 \), when only the zero-mean Gaussian noise disturbs the system.
Figure 3. Performance of an O-CDMA/OOK system using $W=3$ PPM sequences of length $L=100$, as function of the number of users: (a) optimum decision threshold; (b) minimum bit error probability.

Figure 4 reveals that the upper limit for $\gamma_o$ takes place when $SNR \to \infty$. Further, when the signal-to-noise ratio is large enough, the interference dominates the error performance and the bit error probability depends almost exclusively on the number of users in the system. Under this circumstance the value of $\gamma_o$ is reasonably constant, approaching $W$.

The ideal receiver requires the dynamic estimation of the optimum decision threshold, which depends on the instantaneous traffic in the system. However, if the $SNR$ is reasonably large, it is feasible to establish a sub-optimal threshold such as the impact on the performance should be small. Figure 5 shows that it is possible to minimize the performance degradation for light, medium or heavy traffic conditions, by
choosing a fixed threshold value that is optimum for a certain number of users in the desired operation range. The threshold values were fixed such as \( \gamma = \gamma_o(N_u) \) for \( N_u = 2, 5 \) and 10. Also, the ideal case is shown for comparison.

![Fig. 5. Degradation of the bit error probability for some fixed decision threshold levels in O-CDMA/OOK system using \( W = 3 \) PPM sequences of length \( L = 100 \) and \( SNR = 20 \) dB.]

### 3.2 OOO Signaling

Multidimensional OOO signaling employs \( W \) sets of two-reciprocal OOK channels. The receiver requires two identical SUM detectors and the decoding can be done by observing the outputs of both differentially. Thus, Equation (17) can be immediately extended for multidimensional O-CDMA/OOO systems, permitting to write that

\[
f_Z(z) = (1-2p)^n \frac{1}{2\sigma\sqrt{\pi W}} \exp\left(-\frac{z^2}{4\sigma^2 W}\right) \\
+ \frac{1}{2} \sum_{j=1}^{n} \sum_{k=0}^{j} \binom{n}{j} \binom{j}{k} p^j (1-2p)^{n-j} \frac{2\sigma\sqrt{W}}{(-1)^k} \text{erfc}_{j-1}\left(\frac{2k - j - z}{2\sigma\sqrt{W}}\right)
\]

where \( n = W(N_u - 1) \).

The ideal output signal of the differential SUM detector is bipolar with normalized amplitude equal to \( \pm W \). Also, as \( f_Z(z) \) is symmetrical and has zero mean, then \( \gamma_o = 0 \) in this case. Therefore, if the data source is equiprobable, the error probability is given by

\[
P_e = P(\text{error} | \bar{s}_0) = P(\text{error} | \bar{s}_1)
\]

and, particularly, we can obtain that
Figure 6 shows comparative performance plots between OOK and OOO signaling O-CDMA systems as function of the signal-to-noise ratio. For high and moderate noise channels, OOO performs better than OOK and, as can be seen, these systems usually approach their maximum attainable performance at much lower SNR levels. Only in low-noise environments OOK signaling can be slight better than OOO. However, considering that the OOK receiver is more prone to exhibit some threshold inaccuracy, this small benefit tends to be negligible in real systems.

\[
P_e = \int_{-\infty}^{\infty} f_z(z |\bar{s}_i)\, dz = \int_{-\infty}^{\infty} f_z(z-W)\, dz
\]

where \( n = W(N_u - 1) \).

\[
P_e = \frac{1}{2} \sum_{j=0}^{n} \sum_{k=0}^{j} \binom{n}{j} \binom{j}{k} p^j (1-2p)^{n-j} \frac{(2\sigma\sqrt{W})^j}{(-1)^k} \text{erfc} \left( \frac{2k-j+W}{2\sigma\sqrt{W}} \right)
\]

Figure 6. Performance comparison between OOK and OOO signaling O-CDMA systems as function of the signal-to-noise ratio (\( W = 3 \) and \( L = 100 \)).

Fig. 7. Bit error probability for OOK and OOO O-CDMA for an increasing number of PPM sequences of length \( L = 100 \). The input signal-to-noise ratio in all sub-channels is \( \text{SNR} = 20 \text{ dB} \).
Finally, Figure 7 illustrates the performance evolution of OOK and OOO signaling O-CDMA systems by increasing the number of transmitted PPM sequences, as function of the number of users and for a fixed signal-to-noise ratio. The performance gain obtained by augmenting the number of PPM sequences of the code is substantial and proportionally larger for greater $W$ values. As predicted, the OOO systems perform significantly better than the OOK systems for the established input SNR.

4 Conclusion

We have shown that the decision threshold $\gamma$ for decoding OOK signals depend on the multiple access interference (MAI) and signal-to-noise ratio (SNR). However, the performance degradation of these systems can be kept relatively small by estimating the SNR alone and computing an adequate value for $\gamma$.

Differently, OOO signaling requires twice as much sub-channels than OOK, but in compensation it does not need threshold estimation and, over a large SNR range, provides better error performance than OOK systems.
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Abstract. The key device in single-photon detectors is the avalanche photodiode. When used in quantum key distribution, a protocol for key distribution with security guaranteed by quantum physics laws, the afterpulsing, false counts caused by electrons trapped in the gain region, limits strongly the maximal transmission rate of the system since we have, after an avalanche have occurred, to turn off the photodiode for a fixed time before enabling the avalanche photodiode to receive another photon. In this paper, aiming to overcome the afterpulsing, three smart strategies for single-photon detection are discussed using analytical and numerical procedures.

1 Introduction

Single-photon detectors have become important with the arising of setups for communication, in 1550 nm, using single-photon pulses, as quantum teleportation and quantum key distribution (QKD) [1-3]. This last has attracted much attention due to its highly desirable property of inviolability assured by fundamental laws of physics. It provides a secure change of bits, which will constitute the key for a cryptographic scheme, and it can reveal, through a higher error rate, the presence of an eavesdropper in the channel. The security of the quantum protocols is guaranteed by three factors: a suitable codification of the information in a quantum property (phase of a light wave, for example) and the fact that a quantum cannot be either split or cloned. For practical implementation of QKD’s protocols, optical interferometers and single-photon detectors [4,5] are used. One of the main drawbacks that limit the transmission rate in QKD systems employing single-photon detectors is the afterpulsing. Although the afterpulsing depends on the semiconductor structure, it is possible to employ smart strategies to minimize it. In the simplest case the afterpulsing can be eliminated making the time between two consecutive gate pulses (that enables the APD to have an avalanche) \( T_R = T - \tau \), where \( T \) is the period and \( \tau \) the pulse width, large enough to permit all traps to become empty. This strategy clearly limits the transmission rate since, even when there is not detection during a gate pulse the hold off time, \( T_R \), will have to be waited before enabling the APD to have an avalanche.
2 Single-Photon Detectors

The main device in a single-photon detector is the avalanche photodiode, APD. In 1550 nm InP/InGaAs-APDs are used. The avalanche in an APD can be fired only when the reverse voltage applied to the APD (V_{APD}) is larger than a threshold value named the breakdown voltage (V_b). On the other hand, after the avalanche has finished, some carriers remain kept in traps in the high field region. After some (average) time those carriers become free and they can start a new avalanche. When the APD is used in the Geiger mode (V_{APD} > V_b), after the avalanche has been started, it must be quenched in order to do not damage the APD. This can be achieved by a circuit that senses the avalanche and decreases V_{APD} to a value lower than V_b. In QKD systems the gated mode is the most used method to quench the avalanche. The voltage through the APD remains larger than V_b only during a short time window, τ. Between two consecutive gate pulses V_{APD} < V_b and an avalanche cannot be fired. The gate pulses and gated quenching circuit are shown in Fig. 1 [4,6,7,8].

3 Smart Strategies for Single-Photon Detection

A smarter strategy of detection that increases the transmission rate of QKD systems was proposed and experimentally tested by NTNU group [9]. In this strategy the period of hold off of the APD, T_R, takes place only after a detection. In this way, we can increase the gate pulse rate and only when detection occurs the period T_R without any pulse takes place. In Fig. 1.c it can be seen the traditional situation (I) in which the distance between two neighbors gate pulses is T_R, and the situations in which one (II), two (III) and k (IV) pulses are introduced between the two pulses of the traditional situation. The mathematical analysis of this strategy is very complicated since the probability of detection in a defined moment is dependent of the past history. Here we limit ourselves to find analytically an upper bound for the probability distribution of the number of detection for long sequences of gate pulses, and to use numerical simulations to analyze the behavior of different optical setups. Let us start considering that the sequence of gate pulses is shared in small sequences, frames, of
(k+1) pulses having duration of T, as shown in Fig. 1.c (IV). If p is the probability of detection during a gate pulse, the probability of detection during the interval T, \( P_T \), is given by:

\[
P_T = p + (1 - p) p + \ldots + (1 - p)^k p = 1 - (1 - p)^{k+1}
\]

Equation (1) works only for the first frame of gate pulses. For the other frames the correct equation would be \( P_T = 1 - (1-p)^q \), \( 0 \leq q \leq k \) and each possible value of \( q \) occurs with some probability that depends on what happened in the earlier frames. Hence, for simplification, let us assume that for all frames of the gate pulse sequence the probability of detection is constant and given by (1). Then, the probability distribution for the number of counts (or detections) in a sequence of gate pulses having \( \xi \) frames is the binomial distribution:

\[
P(n) = \binom{\xi}{n} P_T^n (1 - P_T)^{\xi-n}
\]

and hence, the average number of counts is \( \langle C \rangle = P_T \xi \). This is the upper bound for the average value. For a numerical simulation of a sequence having \( 10^5 \) pulses, \( p=0.1 \), considering different values of \( k \), the following results, shown in Table 1, were found:

<table>
<thead>
<tr>
<th></th>
<th>( k )</th>
<th>0</th>
<th>4</th>
<th>9</th>
<th>19</th>
<th>49</th>
<th>99</th>
<th>499</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \xi )</td>
<td>( 10^5 )</td>
<td>2. ( 10^4 )</td>
<td>10^4</td>
<td>5.10^3</td>
<td>2.10^3</td>
<td>10^3</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>( P_T )</td>
<td>0.1</td>
<td>0.4095</td>
<td>0.6513</td>
<td>0.8784</td>
<td>0.9948</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( \langle C \rangle )</td>
<td>( P_T \xi )</td>
<td>10^4</td>
<td>8190</td>
<td>6513</td>
<td>4392</td>
<td>1989.6</td>
<td>10^3</td>
<td>200</td>
</tr>
<tr>
<td>( \langle C \rangle_{\max} )</td>
<td>( \xi T / (\xi T) )</td>
<td>10^4</td>
<td>7142.8</td>
<td>5263.5</td>
<td>3448.4</td>
<td>1695</td>
<td>917.9</td>
<td>197</td>
</tr>
<tr>
<td>( \langle C \rangle_{\min} / (\xi T) )</td>
<td>0.1</td>
<td>0.357</td>
<td>0.526</td>
<td>0.689</td>
<td>0.847</td>
<td>0.917</td>
<td>0.985</td>
<td></td>
</tr>
</tbody>
</table>

Observing the lines 1 and 3 of Table 1, we note that, the larger the number of pulses inserted (value of \( k \)) the larger the probability of having detection in the interval T, as expected. We can also compare the upper bound for the average number of counts, \( \langle C \rangle \), to the numerical value achieved, \( \langle C \rangle_{\max} \). The error is in the interval \([0\%,21.48\%]\). Moreover, the larger the value of \( k \), the shorter the time of duration of \( 10^5 \) gate pulses, hence, the interesting parameter for performance analysis is the average number of detection by the interval of duration of the \( 10^5 \) pulses. This can be seen in the last line of Table 1. Based on the results shown in Table 1, we conclude that the Norwegian strategy permits a higher transmission rate for QKD systems, and the larger the values of \( k \) the larger the transmission rate; however, there is saturation when \( k \) is close to 99. The maximal value of \( k \) for pulses with width \( \tau \) and duty-cycle of 50\% is \( k_{\max} = T / (2 \tau) - 1 \). Considering \( T=0.1 \) ms e \( \tau=10 \) ns, we have \( k_{\max} = 4999 \). However, as shown in the second line of Table 1, for \( p=0.1 \), \( k=99 \) it is already good enough in order to have \( P_T \approx 1 \). However, the larger the value of \( k \), the closer we stay from the upper bound given by (1)-(2). At last, is useful to know that for low values of \( k \) the distribution of probability of the number of counts is like Gaussian, but when the value of \( k \) becomes
large enough, the curve change its form towards a delta function. This happens because for high values of $k$ the probability of a count in a frame tends to one and, hence, the number of counts in the in the whole sequence tends to $\xi$, the number of frames in the whole sequence of gate pulses.

A second strategy that can increase the transmission rate in QKD systems consists in using two APDs instead of only one. When detection happens in one APD, the next incoming photon may be guided to the other APD. Two situations are possible: APD riffled (randomly chosen) (I) and switched (II), as shown in Fig. 2.

![Fig. 2. Strategy of detection employing two APDs, riffled (I) and switched (II).](image)

The difference between the two setups is because the first one (I) uses a balanced beam splitter to guide the incoming photon to the APD, hence, we have not control about which path the photon will take. On the other hand, using a fiber optic switch and an extra electronic circuit for switching, the second setup (II) permits us to realize an optimization since we can always guide the incoming photon to the next APD able to realize detection. In order to analyze the performance of setups in Fig. 2 (I) and (II), we use numerical simulations. In Fig. 3 the probabilities distributions of the number of counts are shown using the following parameters values: $p=0.075$, $10^5$ pulses and $k$ assuming the values 0 and 49, respectively.

![Fig. 3. Distributions of probabilities of the number of counts for (a) $k=0$ and (b) $k=49$, $p=0.075$ and $10^5$ pulses. (I) Riffled. (II) Switched.](image)

As can be observed in Fig. 3, the larger the value of $k$ the larger the advantage of the setup employing fiber optic switch (II) over the setup employing optical coupler (I). We can also easily notice that both setups are better than the strategy using only one
APD. The average values of the number of counts for different values of $k$ are shown in Table 2.

<table>
<thead>
<tr>
<th>$k$</th>
<th>0</th>
<th>1</th>
<th>4</th>
<th>9</th>
<th>19</th>
<th>49</th>
<th>99</th>
<th>499</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;C&gt;</td>
<td>7501</td>
<td>7234.85</td>
<td>6524.15</td>
<td>5616.04</td>
<td>4379.88</td>
<td>2643.86</td>
<td>1592.26</td>
<td>381.38</td>
</tr>
<tr>
<td>&lt;C&gt;</td>
<td>7760</td>
<td>7749.80</td>
<td>7436.42</td>
<td>6734.82</td>
<td>5354.47</td>
<td>3079.47</td>
<td>1758.26</td>
<td>390.90</td>
</tr>
</tbody>
</table>

For low values of $k$, the system employing only one APD is better because the probability of detection per gate pulse, when an optical coupler or fiber optic switch are present is lower due to loss in those devices. The loss decreases the average number of photons arriving in the APD. In the simulations realized the probability of detection used $p=0.075$, corresponds to loss of approximately 1.3 dB. In order to compare the three strategies presented, in Fig. 4 it is shown the average number of counts per time for the three strategies.

**Fig. 4.** Average number of counts per time, in $10^5$ gate pulses for $k = 0, 1, 4, 9, 19, 49, 99$ e 499. I) One APD, $p=0.1$. II) APDs riffled, $p=0.075$. III)APDs switched, $p=0.075$.

Observing once more the Tables 1 and 2, we see that only for large values of $k$ the system employing two APDs have transmission rate almost twice of the one reachable by the system employing only one APD.

### 4 Conclusions

It was discussed three possible smart strategies for single-photon detection aiming to improve the transmission rate in QKD setups. The first one, Norwegian strategy, was analyzed through numerical simulations and an upper bound was found analytically. The comparison between the upper bound and the results from the numerical simulations showed us that, the larger the value of $k$ (number of pulses inserted) the closer to the upper bound the system works. After, two other strategies, employing two APDs were proposed. While one APD is emptying its traps, the other is able to receive a
photon and start an avalanche. The two strategies are APD riffled and APD switched. In the first one an optical coupler is used and the incoming photon has 50% of chance to go to the correct APD. In the second one we have total control about which APD will receive the photon, since an optical switch is used. Both techniques were simulated numerically and, as expected, the switched scheme showed a better performance than the riffled scheme. Even with the additional loss introduced by the optical coupler or switch, the schemes employing two APDs can have a larger transmission rate than the scheme using only one APD, if the value of $k$ is large enough.
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Abstract. We propose an inter-arrival planning strategy that strongly reduces path and wavelength reassignment in WDM networks protected by sub-graph routing. It has been recently demonstrated that Sub-Graph Routing Protection outperforms Backup Multiplexing in terms of blocking probability and link utilization. However, a major drawback is that upon occurrence of a link failure, even connections that do not traverse the faulty link may have to reassign their path or wavelength to accommodate others, interrupting the service. In this paper we show that offline inter-arrival planning of protection resources can efficiently reduce reassignment while preserving blocking performance.

1 Introduction

Reliability is a crucial challenge for the deployment of next generation optical networks [1]. In WDM networks a link failure may lead to serious impairments to a large number of end users. High reliability standards can only be achieved by protection and restoration. Protection mechanisms can be classified into two main classes: dedicated protection or shared protection. In the first case there are two disjoint paths connecting source and destination nodes: a working path and a dedicated protection path with the same capacity. In the second case different connections share protection resources, thus saving allocated spare capacity. A common variety of shared protection is Backup Multiplexing [2], where backup paths of disjoint working paths are allocated to the same resources, thus “multiplexing” them.

In [3] Frederick and Somani introduced a novel shared protection approach to protect traffic against single link failures using sub-graph routing. In the proposed strategy although protection paths are pre-planned, no explicit spare capacity has to be allocated in the network. The new approach exhibited promising performance in terms of network utilization and request blocking when compared to Backup Multiplexing. However, a major drawback of Sub-Graph Routing Protection is that upon the occurrence of a link failure, even connections that do not traverse the faulty link may have to reassign their path or wavelength to
accommodate connections directly harmed by the failure, causing inconvenient service interruption. This will be called altruistic reassignment. Datta, Frederick and Somani [4] have recently addressed this problem introducing constraints for connection allocation in sub-graphs that eliminate altruistic reassignment. Nevertheless, this approach strongly increased blocking probability.

Unlike connections physically routed in the network, sub-graphs are logical topologies stored in the system. Therefore the protection resources allocated in the sub-graphs can be optimized offline in the interval between two network events, i.e., connection arrivals or departures. Using this approach, we introduce in this paper an inter-arrival planning strategy that reduces reassignment in sub-graph routing protected networks while preserving blocking performance.

The remainder of this paper is divided into five sections. Section 2 explains Sub-Graph Routing Protection. Section 3 shows our proposal to improve reassignment probability using inter-arrival planning. Section 4 presents the methods used to evaluate the performance of the new scheme. Section 5 shows the simulation results, and Sect. 6 concludes the paper.

2 Sub-graph Routing Protection

Sub-Graph Routing Protection is a new and clever way of protecting traffic. Initially conceived to support single link failures, it has been recently extended to support multiple and Shared-Risk Link Group failures [4]. In this paper we simulate only single link failures, but the developed concepts can be extrapolated to other scenarios.

The main idea of Sub-Graph Routing Protection is rather simple. A network topology can be represented by a undirected graph \( G(V, E) \) with a vertex set \( V \) and an edge set \( E \). The set \( V \) represents nodes and the set \( E \) represents bidirectional connections. We call \( G(V, E) \) the base network. A single link failure can be represented by a sub-graph \( G_i \), which is the original graph \( G \) without an edge \( e_i \), such that \( G_i = G - e_i \). In this way all possible single-link failures in the network can be represented by \( L \) sub-graphs, where \( L \) is the cardinality of the edge set \( E \).

In Sub-Graph Routing Protection a connection request is only accepted if it can be successfully routed in each of the \( L \) sub-graphs and in the base network. In case of a link failure the network immediately incorporates the state represented by the corresponding sub-graph.

As an illustrative example let us consider the base network \( G(V, E) \) shown in Fig. 1. Sub-graphs \( G_1 \) to \( G_7 \) are formed after the base network by removing a different link, so that all link failures are represented.

A connection request must be able to be routed in the base network and in all sub-graphs to be accepted. Consider connection requests A-C, E-A and D-C arriving sequentially in the example network with only one wavelength (\( W=1 \)), and that the routing algorithm chooses the shortest path available:

1. As connection A-C can be routed in the base network and all sub-graphs, it is accepted;
2. As connection E-A can be routed in the base network and all sub-graphs, it is also accepted;
3. As connection D-C can not be routed in sub-graphs “1, 2, 3, 5 and 7”, it is blocked.

The two first connections are accepted and protected against single link failures. However, one should note that if link A-B or B-C fails, connection E-A, which neither traverses links A-B nor B-C, is reassigned to path E-D-A for altruistic reasons.

3 Inter-arrival Planning

Inter-arrival strategies improve system performance at the cost of computational processing [5]. Since data is processed offline between network events, i.e., a connection arrival or departure, gains in performance can be achieved without wasting processor time. Inter-arrival planning of connections routed in sub-graphs is a feasible strategy because sub-graphs are not physical entities, but states to be incorporated by the network in case of a link failure.

A requirement for a successful inter-arrival planning is that the time interval needed for the planning - the planning time - must be shorter than the time interval between network events - the inter-arrival time -, otherwise the planning would be aborted. Nowadays the inter-arrival time in optical networks is huge,
traffic can be considered incremental and provisioning a connection can take hours or even days. The simulations carried out in this paper agree with the expectation that in a near future traffic will evolve towards dynamicity, but electronic planning time will stay much shorter than inter-arrival time.

The strategy we propose optimizes the routing and wavelength assignment of connections in each sub-graph to mitigate altruistic reassignments. The idea is to prioritize in sub-graph $G_i$ the routing of connections that do not traverse edge $i$ in the base network, allocating them in the same path and wavelength. Connections that traverse edge $i$ in the base network, which would be anyway reassigned in sub-graph $G_i$, are then allocated in the remaining capacity. If it is not possible, the inter-arrival planning is aborted and the initial state of the sub-graph restored.

The inter-arrival planning is carried out in each sub-graph $G_i$ by the following steps:

1. Initial state of $G_i$ is saved;
2. All connections are cleared from $G_i$;
3. Two connection lists are generated: $C_F$ – connections that traverse edge $i$ in the base network, $C_N$ – connections that do not traverse edge $i$ in the base network;
4. Connections of list $C_N$ are routed in $G_i$ as in the base network;
5. Connections of list $C_F$ are routed using the shortest path among all wavelength planes, in order of arrival;
6. If not possible to route all connections, restore initial state.

To illustrate the inter-arrival planning we applied it to the example depicted in Fig. 1. The optimized configuration can be found in Fig. 2. Connection request A-C is accepted and routed in the base network and in all sub-graphs, as in the previous example. When connection request E-A arrives it is accepted and routed in the base network and in all sub-graphs. After this network event (the arrival of connection request E-A) lists of Table 1 are generated and the inter-arrival planning takes place, clearing the sub-graphs and filling them according to the steps described above.

First connections of list $C_N$ are routed, succeeded by connections of list $C_F$. After the inter-arrival planning, connection E-A is routed in sub-graphs $G_1$ and $G_2$ just like in the base network, avoiding the unnecessary path reassignment in case of failure in links A-B or in B-C. Connection D-C is blocked for the same reason as explained before.

4 Performance Evaluation

We evaluate the performance of the inter-arrival planning strategy through simulations performed by the optical networks simulator developed at the OptiNet, Optical Networking Laboratory at the State University of Campinas - UNICAMP. The simulator was written in the Java programming language. All connections are bidirectional with 16 wavelengths. Uniform traffic is assumed. The
arrival of connection requests follows a Poisson distribution, and the holding
time is exponentially distributed. We simulated three network topologies as in
[4]: the 14-node, 23-link NSFNet; 9-node, 18-link 3x3 Mesh-Torus; and the 11-
node, 22-link NJLATA. Two performance metrics were investigated: Blocking
Probability and Probability of Reassignment. The second is the probability that
a connection has to change its path or wavelength to survive a single failure in
any link of the network. Although in [4] the probability of only path reassign-
ment was investigated, we believe that wavelength reassignment is essential to
evaluate the system performance since it also causes service interruption. The
curves are calculated by averaging the results of the 10 last rounds of a series
of 11 with 1000 connection requests each, to simulate a steady state network
occupancy.

### 4.1 RWA in the Base Network

Connections are routed in the base network using Dijkstra’s shortest path algo-
rithm, in terms of hop count, applied to the physical network topology. If there
are more than one shortest path, one is randomly chosen. Wavelength selection
follows the random fit scheme.

### 4.2 RWA in Sub-graphs

**Unconstrained RWA.** refers to the seminal paper on sub-graph routing [3],
which used in sub-graphs the same RWA scheme as in the base network.

**Constrained RWA.** refers to [4]. Here connections are constrained to follow
the same path and wavelength as in the base network in those sub-graphs which
contain all the links traversed by the connection in the base network. In the
remaining sub-graphs, connections are routed using the same RWA strategy as
in the base network.
Unconstrained RWA + inter-arrival planning. first a connection request is accepted or blocked according to the “Unconstrained RWA” policy. Then the inter-arrival planning takes place following the steps described in Sect. 3. The RWA of connections in list \( C_F \), step “5” of the inter-arrival planning, chooses the wavelength with the shortest path, which is determined by applying Dijkstra’s shortest path algorithm to all wavelength planes. The inter-arrival planning also takes place when connections depart.

5 Results

Each of the three RWA strategies exhibited the same behavior for the simulated topologies: 3x3 Mesh-Torus in Fig. 3, NJLATA in Fig. 4 and NSFNet in Fig. 5. The results can be summarized as follows:

Unconstrained RWA. leads to low blocking probability, but to an extremely high reassignment probability, which is a consequence of the random selection of the shortest path and wavelength in sub-graphs. Maybe the use of the First Fit wavelength assignment policy would already result in gains.

Constrained RWA. leads to no altruistic reassignment and consequently low reassignment probability at the cost of a pronounced raise in blocking probability, limiting the use of this policy.

Unconstrained RWA + inter-arrival planning. leads to the same low blocking probability as in the pure “Unconstrained RWA” and low reassignment probability as in the “Constrained RWA”. This can be explained by the fact that here the request acceptance policy is the same as in the pure “Unconstrained RWA”, while the inter-arrival planning almost eliminates altruistic reassignment.

6 Conclusion

Sub-Graph Routing Protection is a new and powerful protection scheme. However, because of its novelty there are still several ways to improve performance. An important weak point of the original proposal was the high probability of path or wavelength reassignment upon the occurrence of a failure in any link of the network. This drawback was overcome in previous works by constraining path and wavelength before accepting connection requests, which however strongly increased blocking. In this paper we introduce an inter-arrival planning strategy that resulted in low reassignment probability and blocking probability similar to the original proposal. This improvement is reached at the cost of computational capacity, but since data is processed between network events, there is no loss in system performance. We conclude that inter-arrival planning is an efficient resource to improve the performance of Sub-Graph Routing Protection.
**Fig. 3.** 3x3 Mesh Torus

**Fig. 4.** NJLATA

**Fig. 5.** NSFNet
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Abstract. In this paper we propose an adaptive routing strategy, called Weighted Link Capacity (WLC), as a candidate solution for the routing problem. The WLC algorithm consists on choosing the path that minimizes the cost of network resources, whilst, in parallel, maintaining the network traffic as balanced as possible. Its strategy is based on the number of hops, link length and free link capacity. We assume two constraints to block a connection: first, when there is no free path available; second, when the distance of the path exceeds the optical transmission reach of optical equipments without 3R regeneration, which results in a bit error rate above an acceptable limit (e.g., $10^{-12}$). The simulation results of dynamic traffic in two hypothetical meshed networks are shown in terms of blocking probability as a function of network load. We demonstrate that WLC outperforms the traditional routing algorithms.

1 Introduction

Intelligent and transparent optical networks (ITON) [1]-[3] require an efficient and fast wavelength routing mechanism to set up and release the connections dynamically. Automatically switched optical networks (ASON), proposed in ITU-Tb [4],[5], is a candidate for future transport technology in ITON. In ITON, the routing and wavelength assignment (RWA) problem is defined as a problem of setting up light-paths by routing and assigning a wavelength to each connection.

We examine the RWA problem through some traditional fixed routing algorithms such as shortest-distance-path (SDP) and shortest-hop-path (SHP) [6], and some traditional adaptive routing algorithms such as link-state algorithm based on distance and network state (LS-d), and link-state algorithm based on number of hops and network state (LS-h) [7], [8]. All of those algorithms are based on Dijkstra’s algorithm to
select the minimum cost routing. However, the metrics of cost for each routing algorithm mentioned before is different.

In this article we propose and demonstrate a novel adaptive routing algorithm, called Weighted Link Capacity (WLC), with a new routing strategy based on the number of hops, link length and free link capacity. In addition, our WLC algorithm takes into account the optical transmission reach constraint without 3R (i.e., re-amplifier, re-shape, re-time) regeneration for optical WDM equipments. We demonstrate that WLC outperforms those traditional routing algorithms.

2 Algorithm Description and Simulation Models

The WLC algorithm is proposed for single-fibre networks, however it can be extended for multi-fibre networks. We assume no wavelength conversion and a circuit-switched ITON. Exploiting the concepts of link capacity and load balancing, WLC consists of choosing the path that minimizes the cost of network resources whilst, in parallel, maintaining the network traffic as balanced as possible.

Let \( \psi \) be a network state which specifies the existing lightpaths (routes and wavelength assignments) in the network. Consider a set of wavelengths \( W \) per link, which the bit-rate of each wavelength is \( B \), in a single-fibre network. In WLC, the link capacity on link \( l \), \( C(W,B)_l \), is defined as the throughput in bits per second, i.e.,

\[
C(W,B)_l = WB. \tag{1}
\]

Similar to (1), the free link capacity on link \( l \) in the state \( \psi \), \( C(u,B,\psi)_l \), is defined as

\[
C(u,B,\psi)_l = WB(1-u), \tag{2}
\]

where \( u \) is the number of used wavelengths divided by \( W \).

Observing the Eq. (2), when \( u \) increases \( C(u,B,\psi)_l \), decreases and, consequently, that link \( l \) will eventually be congested. It means the routing strategy should avoid to select that link \( l \) as part of a chosen path for a given connection request. Therefore, the cost of choosing that link \( l \) will be high. WLC also considers the number of hops and distance as part of its routing strategy. Either the number of hops or distance can increase the cost to choose a path in case it is large or long, respectively. For example, selecting a path with large number of hops increases the blocking probability on that chosen wavelength for next connection requests. Furthermore, selecting a long path should increase the blocking probability because of the degradation of optical signal quality, which results in a high bit error rate (BER).

Thus, the routing strategy of WLC algorithm is formulated, as follows:

\[
\text{Minimize : } M \tag{3}
\]

where
\[ M = \begin{cases} 
(H^K + 1) \sum_{i=0}^{n-1} \frac{D_i}{C(i, B, \psi)} & \text{if } u \neq 1 \\
\infty & \text{if } u = 1 
\end{cases} \] (4)

and

\[ \sum_{i=0}^{n-1} D_i \leq R_{\text{max}} \quad \forall \lambda \in W. \] (5)

\( M \) is the metric of cost, \( H \) is the number of hops along the path, \( D_i \) is the length of link \( i \), \( n \) is the number of links along the path, \( K \) and \( Q \) are constants, \( R_{\text{max}} \) is the maximum optical signal transmission reach without 3R regeneration. In this paper we assume \( R_{\text{max}} = 600 \) km.

In (4), \( M \) represents the result of the influences of number of hops, link distance and free link capacity on choosing the path for a given connection request. Both influences of number of hops and link capacity on choosing the path can be as sensitive as possible through the constants \( K \) and \( Q \). When \( u \) is equal to 1 on link \( l \) it indicates that link \( l \) is congested and so \( M \) is set as infinite.

In (5), \( R_{\text{max}} \) is 600 kilometres for each wavelength \( \lambda \), maintaining the BER below an acceptable limit (e.g., \( 10^{-12} \)). It is an approach to simplify the BER calculation, once the maximum optical transmission reach depends on the number of wavelengths and several optical impairments along the path [9]. The advantage of this approach is that it saves processing time of routing calculation at each OXC. That approach could be extended in case there is a curve of maximum optical transmission reach as a function of the number of wavelengths for an acceptable limit of BER, e.g. \( 10^{-12} \), measured from a point-to-point optical system. Finally, WLC selects the shortest-cost-path that satisfies the routing strategy in (3)-(5).

Once the WLC algorithm selects that shortest-cost-path, it invokes a wavelength assignment algorithm, e.g. First Fit (FF), for choosing a wavelength to establish a lightpath for that (s,d) pair. We assume two conditions to block a connection request: First, if there is no route which distance is less or equal to 600 kilometres; Second, if there is no available wavelength on that selected path.

Our WLC algorithm is implemented in C++ codes. The blocking probability is obtained upon the simulation of a set of bidirectional calling requests (\( 5 \times 10^5 \) calls). We use Poisson distribution for call arrivals and for call holding time. The source-destination node pair for each call follows a uniform distribution. The simulation of \( 5 \times 10^5 \) calls takes approximately 1 minute. For comparisons we also determine the performance of some traditional routing algorithms such as shortest-distance-path (SDP), shortest-hop-path (SHP), link-state algorithm based on distance and network state (LS-d) and link-state algorithm based on number of hops and network state (LS-h) under the limit of optical transmission reach without 3R regeneration as 600 km for each lightpath. WLC is easy to implement and performs well in distributed environments.
3 Simulation Results and Discussion

This paper presents the simulation results of two hypothetical single-fibre networks: (1) metro-access meshed double rings as illustrated in Fig. 1-a (denoted as network 1); (2) long-haul meshed double rings as illustrated in Fig. 1-b (network 2). In Fig. 1-a, all possible paths satisfy (5) for any connection request (denoted as scenario 1); however (5) is a constraint in network 2 as shown in Fig. 1-b (scenario 2). Based on both cases, we examine the performance of WLC compared to SDP, SHP, LS-d and LS-h. In all simulation, we considered the following values for WLC parameters: \( K = 1.0 \); \( B = 10 \) Gbps; and \( Q = 2.50 \). For all routing algorithms applied to network 1 and 2, we assumed \( W = 8 \) wavelengths and \( R_{\text{max}} = 600 \) km.

![Fig. 1. Simulated networks: (a) metro-access meshed double rings; (b) long-haul meshed double rings.](image)

Fig. 2 shows the blocking probability of all routing algorithms mentioned before as a function of network load for 8-wavelengths in network 1. We observe that the hop-based routing algorithms (e.g., SHP and LS-h) perform better than the distance-based routing algorithms (e.g., SDP and LS-d). Moreover, seeking the paths that minimize the number of hops leads to lower blocking probability than those that minimize the distance under no reach constraint (Eq. (5)). However, LS-h performs equal than WLC under no reach constraint as shown in Fig. 2.

On the other hand, Fig. 3 shows the different behaviour of hop-based routing algorithms in terms of blocking probability versus load under the reach constraint given by (5). Yet the distance-based routing algorithms and WLC maintain the same behaviour. Examining the range of load from 5 Erlangs up to 15 Erlangs we observe that SDP performs better than SHP. It is because SDP seeks the shortest-distance-paths that are equal or less than 600 kilometres and so the reach constraint does not affect them, whereas SHP seeks the shortest-hop-paths and so they are more sensitive to the reach constraint. Above 15 Erlangs, SHP performs better than SDP because of its SHP routing strategy. Similarly, LS-d performs better than LS-h for loads from 5 Erlangs up to 13 Erlangs. Above 13 Erlangs, LS-h performs better than LS-d. Attending carefully to e.g. LS-h when it performs better than LS-d, we can see that the blocking probability of LS-h rises softly compared to LS-d. Below 25 Erlangs, the
predominance of blocking connection for hop-based algorithms is due to unavailable routes less or equal to 600 kilometres as shown in Fig. 3. Above 25 Erlangs, the predominance of blocking connection for hop-based algorithms is due to unavailable wavelengths on valid selected paths.

Fig. 2. Blocking probability versus load for 8-wavelengths in network 1.

Fig. 3. Blocking probability versus load for 8-wavelengths in network 2.

Fig. 3 shows that the WLC algorithm outperforms the traditional routing algorithms SDP, SHP, LS-d and LS-h, for blocking probabilities below 1% in network 2. The overall behaviour of WLC algorithm is similar for both scenarios, in spite of its blocking probability is slightly higher for the network 1. Similar to SDP and LS-d, the blocked connections occur in WLC algorithm due to unavailable wavelengths on selected paths.

Thus, for network topologies where the path lengths can affect the optical signal quality and consequently, increase the BER above an acceptable limit, we should minimize the distance instead of number of hops.

Scenarios 1 and 2 show that WLC routing strategy adapts itself to different characteristics of network, where either it is necessary to minimize the number of hops (scenario 1) or it is necessary to minimize the distance (scenario 2), but always
maximizing the link capacity. Therefore, our proposed WLC routing strategy combines harmoniously hop-count, distance and free link capacity as routing metrics and achieves low blocking rates.

4 Conclusions

In conclusion, we have proposed and demonstrated a novel adaptive routing algorithm for intelligent and transparent optical networks based on hops counts, distance and free link capacity. WLC algorithm leads to less or equal blocking probability than adaptive hop-based routing algorithm, and performs better than adaptive distance-based algorithm. It is easy to implement the WLC algorithm due to a unique calculation of routing metric from the source node of an arriving connection request to the destination node. The results in this paper clearly show that minimizing the hop-counts and distances whilst simultaneously maximizing the link capacity has a significant impact on blocking probability of optical networks.

References

Novel Wavelength Assignment Algorithm for Intelligent Optical Networks Based on Hops Counts and Relative Capacity Loss

Reinaldo G. Dante¹, ², Joaquim F. Martins-Filho², and Edson Moschim¹

¹ Laboratório de Tecnologia Fotônica, Departamento de Semicondutores, Instrumentos e Fotônica, Faculdade de Engenharia Elétrica e de Computação, UNICAMP – SP, Brasil. {rgdante, moschim}@dsif.fee.unicamp.br
Tel: +55 19 37883766, Fax: +55 19 32891395.

² Grupo de Fotônica, Departamento de Eletrônica e Sistemas, Universidade Federal de Pernambuco (UFPE), 50740-530 Recife – PE, Brazil. {reinaldo, jfmf}@ufpe.br
Tel: +55 81 21268995, Fax: +55 81 21268995. http://www.fotonica.ufpe.br

Abstract. This paper focuses on the routing and wavelength assignment (RWA) problem in intelligent and transparent optical networks operating under no wavelength conversion constraint for end-to-end connections in distributed environments. We propose and demonstrate a novel wavelength assignment algorithm based on hops counts and relative capacity loss, called Modified Distributed Relative Capacity Loss (M-DRCL). It consists of grouping end-to-end routes with the same number of hops in M-DRCL tables. Dissimilar to the DRCL algorithm, M-DRCL shows a new strategy of wavelength assignment, including the destination node on its analysis and assuming one, more than one, or even all potential routes from source node to destination nodes combined by the same number of hops on its tables. We present simulation results of dynamic traffic in a hypothetical meshed network in terms of blocking probabilities as a function of network load. We show that our M-DRCL algorithm outperforms the traditional WA algorithms.

1 Introduction

Dense wavelength division multiplexing, used in conjunction with wavelength-routing, is a promising mechanism for information transport in intelligent and transparent optical networks (ITON) [1]-[2]. Automatically switched optical networks (ASON) [3], [4] seems a strong candidate for future transport technology in ITON. For such networks the routing and wavelength assignment (RWA) problem is of paramount importance. We examine some traditional wavelength assignment (WA) algorithms such as First Fit (FF), Relative Capacity Loss (RCL) [6] and Distributed Relative Capacity Loss (DRCL) [6]. The FF algorithm enumerates all wavelengths from a given set in a list and assigns the first available indexed wavelength. This scheme requires no global information. The RCL algorithm is based on MAX-SUM
and it requires global information such as network state and topology. RCL requires also the connection request matrix and for that reason it is difficult and expensive to implement in a distributed environment. The DRCL algorithm is based on RCL, but the connection request matrix is unknown. DRCL depends strongly on a routing table, which is implemented using the Bellman-Ford algorithm. Given a connection request from source node (s) to destination node (d) and a routing table, DRCL considers all paths from (s) to every other node in the network, excluding (d).

In this article we propose and demonstrate a novel wavelength assignment algorithm, called Modified Distributed Relative Capacity Loss (M-DRCL), with a new strategy based on hops counts and RCL. Dissimilar to the DRCL algorithm, M-DRCL may consider all potential paths from (s) to (d), grouping them to the same hop-based M-DRCL table. We present simulation results of dynamic traffic in terms of blocking probability as a function of network load. We demonstrate that our algorithm outperforms the traditional WA-heuristic algorithms.

2 Algorithm Description

Let a sampling amount K of potential routes be selected and combined by the criteria of same number of hops in M-DRCL tables. Each M-DRCL table contains one or more routing with the same number of hops. On each hop-based M-DRCL table the proposed WA algorithm calculates the total and relative capacity losses (TRCL) for each wavelength. If there is no available wavelength, the connection request is blocked. On the other hand, if there is a set of available wavelengths, M-DRCL will select the wavelength that minimizes the total relative capacity loss on each hop-based M-DRCL table. Assuming that there are two or more routings for that selected wavelength on hop-based M-DRCL table, the proposed WA algorithm selects the routing that produces the minimum relative capacity loss.

If there is a drawn of minimum total relative capacities through the calculation of two or more wavelength on different hop-based M-DRCL tables, the M-DRCL will select that wavelength on minimum hop number M-DRCL table. M-DRCL is implemented in C++ codes. The blocking probability is obtained upon the simulation of a set of bidirectional calling requests \((5\times10^5)\) calls). We use Poisson distribution for call arrivals and for call holding time. The source-destination node pair for each call follows a uniform distribution. The simulation of \(5\times10^5\) calls takes approximately 1 minute. For comparisons we also determine the performance of some traditional WA-heuristic algorithms such as First-Fit (FF), Relative Capacity Loss (RCL) and Distributed Capacity Loss (DRCL) for some fixed and adaptive routing algorithms. M-DRCL is easy to implement and performs well in distributed environments.
3 Simulation Models

Let $\phi$ be a network state which specifies the existing lightpaths (routes and wavelength assignments) in the network. The link capacity on link $l$ and wavelength $j$ in the state $\phi$, $r(\phi, l, j)$, is defined as the number of fibres on which wavelength $j$ is unused on link $l$ in Equation (1), as follows:

$$r(\phi, l, j) = M_l - D(\phi)_{lj},$$

(1)

where $M_l$ is the number of fibres on link $l$ and $D(\phi)$ is the number of assigned fibres on link $l$ and wavelength $j$ in the state $\phi$. The path capacity, $r(\phi, p, j)$ on wavelength $j$ is the number of fibres on which wavelength $j$ is available on the most-congested link along the path as

$$r(\phi, p, j) = \min_{l \in \pi(p)} r(\phi, l, j).$$

(2)

The path capacity of $p$ in state $\phi$, $R(\phi, p)$, is the sum of path capacities on all wavelengths as

$$R(\phi, p) = \sum_{j=1}^{W} \min_{l \in \pi(p)} r(\phi, l, j).$$

(3)

MAX-SUM [8] chooses wavelength $j$ to minimize the total capacity loss, which can be computed as

$$\sum_{p \in P} (r(\phi, p, j) - r(\phi'(j), p, j)).$$

(4)

On the other hand, RCL [6] chooses wavelength $j$ to minimize the relative capacity loss, which can be computed as

$$\sum_{p \in P} \left( \frac{r(\phi, p, j) - r(\phi'(j), p, j)}{r(\phi, p, j)} \right).$$

(4)

RCL needs previously to know the traffic matrix and determines the total relative capacity loss for all connection requests in a single RCL table [7].

M-DRCL uses the RCL scheme to determine the relative capacity loss along the path from $(s)$ to $(d)$. However, for a given $(s,d)$ connection request, M-DRCL groups each potential path from $s$ to $d$ with the equal number of hops in the same M-DRCL table. The amount of routes is given from an adaptive routing algorithm or, depending on the number of nodes in the network, all routes could be considered. We understand that two or more paths can be compared in terms of relative capacity loss when they have got the same number of hops because (1) routes with a large number of hops can result naturally in a higher capacity losses than routes with small number of hops and so they cannot be compared; (2) the minimum sum of relative capacity loss...
for all paths, independently on the number of hops, in a single table does not lead to the best choice of wavelength.

4 Simulation Results and Discussion

This paper presents the simulation results of two hypothetical single-fibre networks: (a) proposed by Zang in [7] as shown in Fig. 1-a (called network 1); (b) meshed double rings as illustrated in Fig. 1-b (called network 2).

Fig. 2 shows the blocking probability versus load for four different RWA algorithms on up to down sequence: (1) fixed routing algorithm + DRCL (static routing table); (2) the same fixed routing algorithm + First Fit (FF); (3) adaptive routing algorithm + DRCL (dynamic routing table, updated before each new connection request); (4) all potential routes + M-DRCL. Because of the topology of network 1 is small the blocking probability of M-DRCL is equal to DRCL.

Fig. 3 shows the blocking probability as function of load for an up to down sequence of RWA algorithms: (1) 10% of better potential routes from adaptive routing (AR) algorithm + M-DRCL (10%M-DRCL); (2) AR + DRCL (dynamic routing table, updated before each new connection request); (3) 90% of better potential routes from AR + M-DRCL (90%M-DRCL); (4) 70% of better potential routes from AR + M-DRCL (70%M-DRCL); (5) all potential routes + M-DRCL (all M-DRCL); (6) 40% of better potential routes from AR + M-DRCL (40%M-DRCL); (7) 20% of better potential routes from AR + M-DRCL (20%M-DRCL); and (8) 25% of better potential routes from AR + M-DRCL (25%M-DRCL) for 16-wavelengths in network 2. In Fig. 3, we observe the performance of all WA-heuristic algorithms on decreasing sequence, as follows: (1) 25%M-DRCL; (2) 20%M-DRCL; (3) 40%M-DRCL; (4) all M-DRCL; (5) 70%M-DRCL; (6) 90%M-DRCL; (7) DRCL; and (8) 10%M-DRCL.

Fig. 4 illustrates the blocking probability as function of load for 16 wavelengths in network 2, for different routing algorithms. For a given connection request, if there are two or more shortest-distance-paths to be selected in network 2, the dynamic Dijkstra’s algorithm will choose that shortest-distance-path with maximum number of free wavelengths. For the blocking probability less than or equal to 1%, M-DRCL outperforms DRCL significantly, and M-DRCL supports 20% more load than DRCL.
Fig. 2. Blocking probability versus load in network 1.

Fig. 3. Blocking probability versus load for 16 wavelengths in network 2.

Fig. 4. Blocking probability versus load for 16-wavelengths in network 2.
We observe from Fig. 3 and Fig. 4 that M-DRCL results in lowest blocking probability at 25% of better routes from AR. It means that it is enough to select a set of few better routes from AR instead of selecting all possible routes. Under that observation, we verify that M-DRCL saves significantly the processing time of routing and wavelength assigning calculation at each OXC. If all possible routes are considered then M-DRCL will not depend on the routing algorithms, and even that M-DRCL could result in lower blocking probability than DRCL.

5 Conclusions

In conclusion, we have proposed and demonstrated a novel WA-heuristic algorithm for intelligent and transparent optical networks based on hops counts and relative capacity loss. It leads to lower or equal blocking probability than DRCL algorithm. Other advantage of our M-DRCL over DRCL consists of computing either a set of few paths or all of the paths, whereas DRCL always computes all of them from a routing table, excluding the destination node. Moreover, M-DRCL dismisses the routing table, which contains a selected routing from a node to another, to choose a wavelength on the connection request. Since each node knows the network state and topology, M-DRCL can choose the wavelength from the off-online calculation of a set of few possible routes. Thereby, it is not necessary to update the routing tables. M-DRCL analyses the influence of assigning the wavelength on the current call among the possible future calls and neighbour nodes in distributed environments.
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Abstract. In this paper we present an algorithm that can assign codes in the Code Division Multiple Access (CDMA) framework for multihop ad hoc wireless networks. In CDMA framework, collisions are eliminated by assigning orthogonal codes to the stations such that the spectrum of frequency can be used by all transmitters of the network at the same time. In our setting, a large number \( n \) of distinguishable stations (e.g. sensors) are randomly deployed in a given area of size \( |S| \). We propose an efficient and fully distributed algorithm, which assigns codes to the nodes of our network so that, for any \( \ell > 0 \), any two stations at distance at most \( \sqrt{(1 + \ell) |S| \log n / \pi n} \) from each other are assigned two distinct codes.

1 Introduction

Multihop ad hoc wireless networks, such as sensor networks are becoming a more and more important subject of research [7]. In this paper a network is a collection of transmitter-receiver devices, referred to as stations (processors or nodes). It is also assumed that each such station knows only its own identity (Id). Multihop wireless networks consist in a group of stations that can communicate with each other by messages over one wireless channel. Besides, messages may go through intermediate stations before reaching their final destination. At any given time \( t \), the network may be modeled with its reachability graph: for any station \( u \) and \( v \), there exists one arc \( u \rightarrow v \) iff \( v \) can be reached from \( u \).

The time is assumed to be slotted and in each time slot (round) every node can act either as a transmitter, or as receiver, but not both. At any given time slot, a station \( u \) acting as a receiver gets a message if and only if exactly one of its neighbors transmits within the same round. If more than two neighbors of \( u \) transmit simultaneously, \( u \) is assumed to receive no message (collision). More precisely, the considered networks has no ability to distinguish between the lack of message and the occurrence of some collisions or conflicts. Therefore, it is highly desirable to design protocols working independently of the existence/absence of any collision detection mechanism. In this paper, we consider that a set of \( n \) stations are initially randomly scattered (following the uniform distribution) in
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a surface $S$ of size $|S|$. Typically, a global model for a mobile computing environment is a graph $G_t = (V, E_t)$ where $V$ is the set of the stations and $E_t$ is the set of links, which are present at time slot $t$. In our paper, the problem under consideration consists in minimizing the number of codes of the CDMA (Code Division Multiple Access), which is equivalent to coloring the graph $G_t$ [2]. In the CDMA problem, collisions are removed by assigning orthogonal codes to the stations in such a way that the whole spectrum of frequency can be used by transmitters in the network at the same time. Each code designs the bit specification of each station in the network [1]. To deal with the CDMA, our algorithm solves the graph coloring problem.

2 Coloring an Euclidean Random Network

Our algorithm can be split in two steps as described in the following:

• First, each station has to discover its proper neighborhood. This is done using the randomized algorithm ExchangeID. This protocol needs $O((\log (n))^2)$ steps.

• Next, once the station nodes know their neighborhood, we run AssignCode which is a randomized (greedy) algorithm to assign codes to the current reachability graph.

2.1 Discovering the Neighborhood

**Algorithm 1: ExchangeID**

begin
for $i := 1$ to $C(\ell) \log (n)^2$ do
  With probability $\frac{1}{\log n}$, each node $u$ sends a message containing its own identity;
end

**Theorem 1.** For any fixed constant $\ell > 0$, there exists a constant $C(\ell)$ such that if the transmission radius of each station is set to $r^2 = \frac{(1 + \ell) |S|}{\pi n} \log n$, then, with probability tending to 1 as $n$ tends to $\infty$, every node receives all the identities of all its neighbors after an execution of ExchangeID.

**Proof.** The proof of Theorem 1 relies on the two following facts, viz., (i) the main properties of the random Euclidian network, and (ii) the number of iterations $T = C(\ell)(\log (n))^2$ in the loop of ExchangeID is sufficient for each node to send its ID at least once to all its neighbors. For (i), we refer to the results of [8], which can be briefly stated as follows. Denote by $r$ the transmission range of the $n$ nodes randomly distributed in the surface $S$ of size $|S| = O(n)$. Then, in the following regimes, the graph is connected with high probability and we have

(a) For fixed values of $k$, that is $k = O(1)$, if $\frac{n}{|S|} r^2 = \log n + k \log \log n + \omega(n)$, then the graph has asymptotically almost surely\(^1\) a minimum degree $\delta = k$.

\(^1\) With probability tending to 1 as $n \to \infty$. For short, a.a.s. Here and throughout this paper $\omega(n)$ is a function tending to $\infty$ arbitrary slowly.
(b) Let \( k = k(n) \), but \( 1 \ll k(n) \ll \log n / \log \log n \).

If \( \pi_n^{\frac{n}{\log n}^2} = \log n + k(n) \log \log n \), then the minimum degree (resp. maximum degree) is a.a.s. \( \delta = k(n) \) (resp. \( \Delta = \log n \)).

(c) If \( \pi_n^{\frac{n}{\log n}^2} = (1 + \ell) \log n \) with \( \ell > 0 \), then each node \( v \) of the graph has a.a.s. \( d_v \) neighbors, with

\[
\frac{\ell \log n}{W_{-1} \left( -\frac{\ell}{e(1+\ell)} \right)} + o(\log n) \leq d_v \quad \text{and} \quad d_v \leq -\frac{\ell \log n}{W_0 \left( -\frac{\ell}{e(1+\ell)} \right)} + o(\log n),
\]

where \( W_{-1} \) and \( W_0 \) denote the two branches of the Lambert W function. We refer here to the paper of Corless et al. [3] for more precision on the Lambert W function, which is now a special mathematical function of its own (Note that it is implemented in almost all computer algebra tools such as MAPLE.)

Therefore, by inequality (1), within the regime considered in the assumptions of Theorem 1, the maximum degree of the graph is (with high probability) bounded by \( c_\ell \log n \) (where \( c_\ell \) satisfies, e.g. \( c_\ell = 2W_0 \left(-\ell/e (1+\ell)\right) \) [3].

Using this latter remark, let us complete the proof of our Theorem. For any distinct pair \((i,j)\) of connected nodes, define \( X_{i\rightarrow j}^{(t)} \) as follows: \( X_{i\rightarrow j}^{(t)} = 1 \) iff the node \( j \) does not receive the ID of \( i \) at time \( t \in [1, (\log n)^2C(\ell)] \) and 0 otherwise.

In other terms, the set \( \{ X_{i\rightarrow j}^{(t)} \mid i, j \neq i, t \in [1, (\log n)^2C(\ell)] \} \) is a set of random variables that counts the number of arcs \( i \rightarrow j \), such that \( j \) never received the ID of \( i \).

Denote by \( X \) the r.v. \( X = \sum_{i \neq j} X_{i\rightarrow j} \), where \( X_{i\rightarrow j} = 1 \) iff \( X_{i\rightarrow j}^{(t)} = 1 \) for all \( t \in [1, (\log n)^2C(\ell)] \). Now, we have the probability that \( i \) does not succeed to send its ID to \( j \) at time \( t \):

\[
\Pr \left[ X_{i\rightarrow j}^{(t)} = 1 \right] = \left( 1 - \frac{1}{\log (n)} \right) + \frac{1}{\log n} \times \left( 1 - \left( 1 - \frac{1}{\log n} \right)^{d_j(t)} \right),
\]

where \( d_j(t) \) denotes the degree of \( j \) at time \( t \).

Therefore, considering the whole range \([1, (\log n)^2C(\ell)]\), after a bit of algebra we obtain \( \Pr \left[ X_{i\rightarrow j} = 1 \right] \leq \left( 1 - \frac{e^{-c_\ell}}{\log (n)} \right)^{\log (n)^2C(\ell)} \leq \exp \left( -\log (n)e^{-c_\ell}C(\ell) \right) \), which bounds the probability that, for all \( t \in [1, (\log n)^2C(\ell)] \), \( i \) never sent its ID to \( j \).

By linearity of expectations and since from (c) the number of edges is of order \( O(n \log n) \), we then have \( \mathbb{E}[X] \leq O(n \log n) \exp \left( -\log (n)e^{-c_\ell}C(\ell) \right) \). Thus, \( \mathbb{E}[X] \ll 1 \) as \( n \rightarrow \infty \) for a certain constant \( C(\ell) \) such that, say \( C(\ell) \geq 2e^{c_\ell} \).

(Note that this constant can be computed for any given \( \ell \) by using, e.g. \( c_\ell = 2W_0 \left(-\ell/e (1+\ell)\right) \) and this completes the proof of Theorem 1.)
Algorithm 2: AssignCode

\begin{algorithm}
\begin{algorithmic}
\STATE Each vertex $u$ has an initial palette:
\STATE $p(u) = \{c_1, c_2, \ldots, c_{\deg(u) + 1}\}$ ; $\Delta := -\ell \log n/W_0 \left( -\frac{\ell}{e(1+\ell)} \right)$ ;
\STATE \FOR{$i := 1$ to $D(\ell) \log (n)^2$}
\STATE \FOR{each vertex $u$}
\STATE \hspace{1em} Pick a color $c$ from $p(u)$ ;
\STATE \hspace{1em} Send a message containing $c$ with probability $\frac{1}{\Delta + |p(u)|}$ ;
\STATE \hspace{1em} if no collision then
\STATE \hspace{2em} Every station $v$ in $\Gamma(u)$ gets the message properly ;
\STATE \hspace{2em} One by one (in order) every member of $\Gamma(u)$ send a message ;
\STATE \hspace{2em} (⋆ This step is synchronized by always allowing $\Delta$ time slots. ⋆)
\STATE \hspace{1em} if $u$ receives all the $|\Gamma(u)|$ messages then
\STATE \hspace{2em} $u$ send a message of confirmation and goes to sleep ;
\STATE \hspace{2em} every station in $\Gamma(u)$ removes $c$ from its palette ;
\STATE \hspace{1em} end
\STATE \hspace{1em} end
\STATE \hspace{1em} end
\STATE \hspace{1em} end
\STATE end
\end{algorithmic}
\end{algorithm}

2.2 Assigning Codes

To assign one code to each node of the network, we use the following protocol which we call AssignCode. Each vertex $u$ has an initial list of colors (palette) of size $\deg(u) + 1$ and starts uncoloured. It is important to remark here that the stations know their neighbors (or at least a part of them) by using the previous algorithm, viz. ExchangeID. Then, the protocol AssignCode proceeds in rounds. In each round, each uncoloured vertex $u$, simultaneously and independently picks a color, say $c$, from its list. Next, the station $u$ attempts to send this information to his neighborhood denoted by $\Gamma(u)$. Trivially, this attempt succeeds iff there is no collision. Before its neighbors eventually assign the color $c$ to $u$, they has to send one by one a message of reception. Note that this can be done deterministically in time $O(\log n)$, since $u$ can attribute to its active neighbors in $\Gamma(u)$ a predefined ranking ranging from 1 to $|\Gamma(u)|$. Therefore, $u$ sends an acknowledgement message, and all its neighbors perform updates of their proper palettes and of their active neighbors. Hence, at the end of such a round the new colored vertex $u$ can quit the protocol.

Theorem 2. For any constant $\ell > 0$, there exists a constant $D(\ell)$ such that if the transmission radius of each station is set to $r^2 = \frac{(1 + \ell)|S|}{\pi n} \log n$, then, with probability tending to 1 as $n$ tends to $\infty$, any pair of nodes at distance at most $r$ from each other receives two different codes after invoking the protocol AssignCode.

Proof. Although more complicated, the proof of Theorem 2 is very similar to the one of Theorem 1. For any distinct node $u$, recall that $\Gamma(u)$ represents the set of its neighbors and denote by $p_u$ the size of its current palette. Now, define
the random variable $Y_u$ as follows: $Y_u = 1$ iff the node $u$ remains uncoloured after the $D(\ell)(\log n)^2$ steps of ASSINGCODE and 0 otherwise.

Denote by $\Gamma_u^{(t)}$ the set of active neighbors of $u$ at any given time $t$ during the execution of the algorithm. Suppose that we are in such time slot $t$. Independently of its previous attempts, $u$ remains uncoloured with probability

$$p_{u,t} = \left(1 - \frac{1}{\Delta + p_u}\right) + \frac{1}{\Delta + p_u} \times \left(1 - \left(1 - \frac{1}{\Delta}ight)^{|\Gamma_u^{(t)}|}\right).$$

There is at least a collision due to one neighbor $v \in \Gamma_u^{(t)}$.

Since $\forall t$, $\Gamma_u^{(t)} \leq \Delta$ and $\forall v$, $1 \leq p_v \leq \Delta + 1$, we have

$$p_{u,t} \leq \left(1 - \frac{1}{\Delta + p_u}\right) + \frac{1}{\Delta + p_u} \left(1 - \left(1 - \frac{1}{\Delta}\right)^{\Delta}\right)$$

$$\leq 1 - \frac{1}{e(\Delta + p_u)} \leq 1 - \frac{1}{2e\Delta} \leq 1 - \frac{1}{6\Delta}.$$

Therefore, with probability at most $\left(1 - \frac{1}{6\Delta}\right)^{D(\ell)\log n^2} \leq \exp\left(-\frac{D(\ell)\log n^2}{6\Delta}\right)$, $u$ remains uncoloured during the whole algorithm. Thus, the expected number of uncoloured vertices at the end of the protocol ASSINGCODE is less than $\mathbb{E}[Y] = \sum_u \mathbb{E}[Y_u] \leq n \exp\left(-\frac{D(\ell)\log n^2}{6\Delta}\right)$.

Since by (1), we have $\Delta = \Delta(\ell) \leq -2\frac{\ell \log n}{W_0(-\frac{1}{1+\ell})}$, it is now easy to choose a constant $D(\ell)$ such that $D(\ell) > -\frac{12\ell}{W_0(-\ell/e(1+\ell))}$, and $\mathbb{E}[Y] \ll 1$ as $n \to \infty$. After using the well known Markov’s inequality, the proof of our Theorem is completed.

2.3 Efficiency of the Algorithms

Both protocols use local competitions, which means that the “coin flipping” games to access the shared wireless channel take place only between neighbors. First, we note that the lower bound for broadcasting in a network of diameter $D$ is given by $\Omega\left(D \log (n/D)\right)$ [5]. A node $u$ in the network needs at least $O\left(|\Gamma(u)|\right)$ “local broadcasts”. By “local broadcast” we mean the sending of information to nodes of distance at most $2r$ where $r$ is the transmission range. From the main result of [5], it takes at least $\Omega\left(\log (\deg(u))\right)$ time slots to get all the IDs of the neighbors of $u$. By (1), $|\Gamma(u)| = \Theta(\log n)$, an algorithm needs at least $\Omega(\log n \times \log \log n)$ time slots to exchange the IDs of all the connected nodes. Therefore, our protocol EXCHANGEID, which needs $O\left((\log n)^2\right)$ time slots, is at most a $O(\log n/\log \log n)$ factor away from the optimal, and ASSINGCODE is at most a $O(\log n/\log \log n)$ factor away from the optimal.
3 Final Remarks

This paper solves the problem of assigning different codes to stations randomly deployed in any given region $S$. Our results make sense and can be useful for many reasons, including:

(i) Our settings is exemplified for a large number $n$ of fire sensors dropped by planes in some large area $S$. In our paper, the areas where such sensors are thrown need only be bounded. By contrast with numbers of existing papers, our results reflect real-life situations where the areas under consideration are far to be as regular as squares, rectangles or circles.

(ii) Our analysis yields key insights for the coloring problem in a rigorous framework, whereas a majority of results are based on empirical results.

(iii) Assume each deployed node to be “active” with constant probability $p$ ($0 < p \leq 1$). All our results can be extended by taking the intensity of the process $n/|S|$ as $pn/|S|$ (or by simply using $n' = pn$ in the analysis). An “active” node is neither faulty nor asleep. This is especially well suited for “energy efficient” settings when some node are inactive and saving their batteries, which increases the network’s lifetime.

(iv) We considered herein uniform distributions, which can be approximated by Poisson point processes [4, pp 39-40]. Since Poisson processes are invariant [6] if their points are independently translated, the translations being identically distributed from some bivariate distribution (direction and distance), all our results remain valid. Therefore, the present results can serve to cope with mobile networks whenever the mobility model corresponds to the same translation distribution and whenever the $O((\log n)^3)$ time slots that are needed to achieve the coloring of the nodes can be neglected. Thus, the results of this paper can help both researchers and designers to face many realistic situations.
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Abstract. We introduce a flexible QoS routing protocol for mobile ad hoc network called AQOPC “Ad hoc QoS Optimal Paths based on metric Classes”. It provides end-to-end quality of service (QoS) support in terms of various metrics and offers accurate information about the state of bandwidth, end-to-end delay and hop count in the network. It performs accurate admission control and a good use of network resources by calculating multiple paths based on different metrics, and by generating the needed service classes. To regulate traffic, a flexible priority queuing mechanism is integrated. QoS violation detection and adaptive recovery are assured by a mechanism based on the prediction of the arrival time of data packets. The results of simulations show that AQOPC provides QoS support with a high reliability and a low overhead, and it produces lower delay than its best effort counterpart at lower mobility rates.

1 Introduction

The next generation of wireless networks will carry diverse media such as data, voice, and video. Therefore, it is necessary to provide quality delivery with regard to some parameters such as bandwidth and delay for sensitive applications using voice and video media for example. In the case of mobile ad hoc networks (MANET), the dynamic topology and the unpredicted state of the network add other dimensions to the problem of the satisfaction of Quality of Service (QoS).

Some protocols that have been proposed for routing in ad hoc networks, such as DSDV [1], AODV [2], DSR [3] and ZRP [4], do take into account the specific conditions of MANETs, but were designed without explicitly considering QoS. Therefore, they are not eligible to support multimedia enriched services such as voice applications. Several works have been proposed recently concerning QoS Routing in MANETs [6-10]. Some works [7] proposed table-driven routing approaches for QoS support. However, their performances are degraded comparatively to reactive approaches due to the problem of stale route information. In [7], the authors address the problem of supporting real time communications in a multihop mobile network and they propose a protocol for QoS routing. A ticket-based QoS routing protocol was proposed in [9]: it is based on the model assuming that the bandwidth of a link can be determined independently of its neighboring links. These proposed QoS protocols can
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also be classified into two schemes: source routing and distributed routing. Source routing schemes such as [8] suffer from problems of scalability and frequent updates of the state of the network. On the other hand, most existing distributed algorithms (exp. [13]) require the maintaining of a global network state at every node, which may also cause the problem of the scalability. Other researches focus on MAC layer: in [7, 11] a CDMA over TDMA channel model is introduced by using the notion of a time slot on a link to calculate the end-to-end path bandwidth.

The aim of QoS routing is to find routes that deliver a guaranteed end-to-end QoS. However, assuring QoS in ad hoc networks is more difficult than in others. This is due to the frequent changes in topology and it is also due to the scarcity of resources, some of which, like bandwidth, are shared between adjacent nodes. The optimization of resources usage and a good cooperation between nodes are vital to the satisfaction of some QoS in MANETs. These factors were not always considered in the works cited above. In this paper we present a new QoS routing protocol for mobile ad hoc network, named “Ad hoc QoS Optimal Paths based on metric Classes” (AQOPC). The objective is to make a good use of network resources when transmitting users data packets. For that, AQOPC searches for multiple parallel paths that satisfy QoS requirement constraints. To perform adequate path selections, the information on intermediate nodes is exploited. Two service classes, similar to the ones used in the third generation wireless telecommunication systems (3G) are introduced in AQOPC. These classes allow a wide range of requirements as defined by 3G: interactive, conversational, streaming, etc. Primary Service Classes (PSC) try to provide critical guaranties (for real-time applications, for example), whereas Secondary Service Classes (SSC) provide less critical guaranties and give other feasible paths and permit also alternative routes recovery in the case of PSC QoS violation or error detection. To regulate traffic, a flexible priority queuing mechanism, was developed.

The rest of the paper is organized as follows. In Section 2 we introduce the proposed AQOPC protocol. Protocol performances and simulation results are shown in section 3, and section 4 concludes the paper.

2 AQOPC Protocol

2.1 Route Discovery

AQOPC conforms to a pure on-demand rule. It neither maintains a global routing table nor exchanges it periodically. The protocol relies on dynamically establishing routing table entries in network nodes.

Paths Discovery. When a source node S is ready to communicate with a destination for which it has no routing information, it broadcasts a route request (RREQ) short message to its neighbors. The RREQ format is: <packet_type, source_addr, dest_addr, sequence, previous_addr, time_to_live, hop_req, del_req, band_req>.

The node will add a route entry in its routing table, if the RREQ is accepted, with status checked and rebroadcast the request to the next hop. This status remains valid for a short period $2T_D$, where $T_D$ is equal to the requested delay $del\_req$. If no reply
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packet arrives at this node in time, the route entry will be deleted at the node and reply packets coming after this time will be ignored.

**Paths Reservation.** For each RREQ received by the destination, one route replay (RREP) short message will be generated and unicast back to the source along the reverse route. An intermediate node, which receives an RREP, checks its resources availability and applies a multi criteria admission control policy. A node will update its route status to confirmed if the packet is accepted. The RREP format is: \(<\text{packet_type}, \text{source_addr}, \text{dest_addr}, \text{sequence}, \text{hop_rep}, \text{del_rep}, \text{band_rep}>\).

Upon receiving an RREP, a node may have to update its routing table. The main fields of each entry in a node routing table are: \(<\text{dest_addr}, \text{seq}, \text{next_hop}, \text{status}, \text{hop_node}, \text{band_node}, \text{del_node}>\).

The dest_addr field corresponds to the destination address, seq corresponds to the sequence number of the node in the current route, and next_hop corresponds to the address of the next node. The field Status indicates the state of a node route (set to checked in the paths discovery phase and set to confirmed in the paths reservation phase). The fields del_node, hop_node, and band_node are useful for QoS control as will be shown in section 2.3. The sequence number is used in the protocol to avoid possible loops during path discovery.

2.2 Multi-criteria Admission Control

The admission control policy should guarantee QoS requirements for each accepted flow. For the source QoS requirements \([D_{\text{max}}, H_{\text{max}}, B_{\text{min}}]\) associated respectively to the maximum end-to-end delay, maximum hop count, and minimum bandwidth, the policy of multi-criteria admission control assures for each flow the 3 guaranty intervals \([I_D, I_H, I_B]\). The policy then selects the optimal path corresponding to the source requirements from the convenient guaranty interval. The values \(a, \beta\) for a guaranty interval \(I=[a, \beta]\) are calculated by the route discovery process discussed above. Note that AQOPC operates on a hop-by-hop basis.

**Bandwidth Control.** Bandwidth usually represents a critical requirement for real-time applications. In our study, the value of bandwidth \(\beta\) at node \(i\) is a function of the node bandwidth capacity \(BC_i\) and the traffic at this node \(T_i\). We do not consider external interferences; therefore, we do not deal with the reduced capacity through interference from neighbouring nodes.

We call bandwidth domain \(\Phi(i)\) of node \(i\) that covers the first and second vicinities of \(i\), the set defined as follow:

\[
\Phi(i) = \{ T_{ij} / \eta(i,j), \text{or} \eta(\eta(i,k),j) \} .
\]

where \((\eta(i,j), \text{or} \eta(\eta(i,k),j))\) is the neighbouring relation defined as: \(\eta(i,j) = \{i \text{ has link with } j\}\). The bandwidth \(\beta_i\) of node \(i\) is then:

\[
\beta_i = BC_i - \sum T_{ij}, \forall T_{ij} \in \Phi(i) .
\]
The bandwidth available at node $i$ depends on the traffic generated at this node, the traffic travelling through this node, and the traffic generated at the neighboring nodes. We use $\beta_i$ in (1) as the node bandwidth to compute the path offering a maximum bandwidth among $n$ paths. Assume that $N_l \beta_k$ is the bandwidth at node $k$ in path $l$, we search $\text{MAX} (\chi_b^{(n,1)})$,

\[
\chi_b^{(n,1)} = \begin{cases} 
\text{MIN} (N_l \beta_1, \ldots, N_l \beta_k, \ldots, N_l \beta_n) \\
\vdots \\
\text{MIN} (N_1 \beta_1, \ldots, N_1 \beta_k, \ldots, N_1 \beta_n) \\
\text{MIN} (N_n \beta_1, \ldots, N_n \beta_k, \ldots, N_n \beta_n)
\end{cases}
\]

(2)

\[
\delta_{B_1} (P) = \text{MAX} (\chi_b^{(n,1)}).
\]

(3)

Let $\text{band\_req}$ be the value of the requested bandwidth in the RREQ message arriving at node $k$ in path $l$. $\delta_{B_l} (P)$ denotes the bandwidth of the path we are looking for. (3) is solved by using the following process. During the travelling of the RREQ along a path $l$, each node $k$ calculates $\text{MIN} (\text{band\_req}, N_l \beta_i)$ and makes a decision to forward the RREQ if the bandwidth requested is available. If no bandwidth is available, the request is discarded. Upon receiving each RREQ, the destination will initialize randomly the field $\text{band\_rep}$ to a value higher than its bandwidth value. Then, a RREP is generated and sent back to the source. With the receipt of an RREP by an intermediary node $k$ on path $l$, the calculation of $\text{MIN} (\text{band\_req}, N_l \beta_i)$ is performed and stored in the node routing table and then set to a newly generated RREP.

The sorting algorithm for computing the maximum bandwidth is activated at the receipt of the first RREP by the source node, and is performed upon receiving other route response packets. $\delta_{B_1}$ is the maximum bandwidth value among $n$ RREP received. $P_1$ points out the associated path. We now identify the guaranty interval of the first service class. For that, we extract the second optimal bandwidth $\delta_{B_2}$ by using (4).

\[
\delta_{B_2} (P) = \text{MAX} (\chi_b^{(n,1)} - \delta_{B_1} (P)).
\]

(4)

$\text{GI}(B^i) = [\delta_{B_i}, \delta_{B_i}]$ is the first guaranty interval for bandwidth constraint; the optimal path associated is noted $P^i$. Similarly, we identify the interval of the second class:

\[
\delta_{B_2} = \text{MAX} (\chi_b^{(n,1)} - \delta_{B_2}).
\]

(5)

$\text{GI}(B^i) = [\delta_{B_i}, \delta_{B_i}]$ represents the second guaranty interval, with $P^i$ as the feasible associated path. We can calculate other guaranty intervals as follows:

\[
\delta_{B_i} = \text{MAX} (\chi_b^{(n,1)} - \delta_{B_i}).
\]

(6)

and $P^i$ is the path generated by $\delta_{B_i}$, it will be the path associated to $\text{GI}(B^i)$.
2.3 Guaranty Intervals

The guaranty intervals in AQOPC are defined by both the interval values and their associated feasible paths. They are used by the source node to select the ad hoc (adequate) paths depending on bandwidth, delay, or hop count requirements. The algorithm shown in Fig. 1 checks and selects the suitable service class for a flow bandwidth requirement; we have developed other similar algorithms to achieve class selection concerning delay and hop count constraints.

```c
Check availability (B_flow);
{
  selected = false /*initialization of variable indicating the result of selection*/
  /* we traverse service classes (the number of class is U) */
  while (CS < U)
    {
      if (B_flow) ∈ [βcs, βcs+1]
        { /* we have found the convenient service class to B_flow */
          PBcs = PTSELECT([βcs, βcs+1])
          /* Activate the optimal path PBcs corresponding */
          ACTV(PBcs)
          Break;
        }
    }
/* The bandwidth requirement did not find a suitable service class */
  if selected = false then
    {
      /* select the smallest service class CS where B_flow is inferior to βcs */
      if exist CS where (B_flow < βcs)
        { select MIN (CS)
          PBcs = PTSELECT([βcs, βcs+1])
          selected = true
        }
    }
/* start the paths discovery if there is no suitable service class*/
  if selected = false Start (Paths discovery process)
}
```

Fig. 1. Path selection from a bandwidth guaranty interval

2.4 Priority Queuing

The prioritization scheme is an important factor for service differentiation in mobile ad hoc network. SWAN model [12] uses priority queuing by limiting the amount of real time traffic in order to treat the lower priority packets. AQOPC implements a separate queue for each class (Fig. 2). Buffer space is shared between service classes: when it is not occupied by one service class, it will be assigned to other classes if there is need. By using priority queuing, the contention prediction and prevention
becomes possible at node level: before occupying all buffer space, a node informs its neighbors to slow down traffic.

![Fig. 2. Priority queuing](image)

### 3 Detection and Recovery of QoS Violation

#### 3.1 The Detection of QoS Violation

QoS violation detection and recovery mechanisms are of central importance in an ad hoc networks to support multimedia applications. AQOPC proposes a mechanism named *QoS violation by time exceeding* in order to detect QoS violation. QoS violation by time exceeding is caused by congestion as consequence to traffic augmentation in the network and the cumulative treatment nodes. We define:

- $T_i$: the time necessary for generating an RREQ at node $i$, which has *del_node* as the current delay available at its routing table.
- $\Delta T_T$: the estimated packet treatment time at the source node.
- $\Delta T_G$: the time between sending two data packets by the application generating traffic.

Now, we can compute the estimated time $TEXC$ for receiving a data packet $j$ by a node $i$.

$$TEXC(j) = T_i + \Delta T_T + \sum_{j=1}^{j-1} \Delta T_G$$

(7)

Thus, the delay QoS violation can be easily detected at a node by monitoring the delay of the arriving data packets. If a node receives a data packet $j$ whose delay exceeds the maximum time requirement $TEXC(j)$, a QoS violation by time exceeding is detected and the QoS recovery mechanism will be triggered.

#### 3.2 The Recovery of QoS Violation

AQOPC applies a recovery mechanism that can be used to re-establish the route along a new path when a path is broken. The approach adapts the routing paths according to the new network state caused by either nodes mobility or a degraded path state. When a QoS violation is detected at a node $x$, a neighbor node $z$ will send to the destination $D$ a short update message. Then, $D$ will broadcast back to the source $S$ an update message. The same computations as in the route discovery process in term of admission control will be performed during the traveling of the update message to $S$. Note that loops are avoided by decreasing the sequence number value of node $z$ before it initiates the recovery process.
Upon receiving the short update message, $S$ activates the service class selection algorithm. Then, the flow will be redirected by the source node according to the new state of the network. The path of a service class which offers a nearly best solution to the flow requirements is automatically selected. Note that the original broken path resources are not held for a long time because resource reservation is released after timeout. The recovery process is performed at the routing layer without adding an excessive load or congestion to other layers.

4 Simulation Results

In the performance assessment experiments, we considered a mobile ad hoc network of 100 nodes. The simulation is generated with the GlomoSim simulator in an area of 5000 by 5000 m. The transmission range of a node is 250m, and its data rate is 2Mb/s.

We implemented a random way point mobility model at each node in the network for the duration of the simulation (600 seconds). We used a constant bit-rate CBR traffic model with fixed data packets of 512 bytes at rate of 20 packets per second. Flows have the required bandwidth $B_{\text{min}}$ of 65kb/s and the required delay $D_{\text{max}}$ of 0.35s.

![Fig. 3. Average delay versus node mobility](image-url)

Figure 3 shows the average end-to-end delay versus node mobility. We compare our QoS model represented by QoS1 with the best effort AODV protocol (QoS2). We remark that the average end-to-end delay at the high mobility (above 5 m/s) is smaller than that of the lower mobility because there is less traffic to forward in the network when the mobility becomes high (the traffic delivered to the destination becomes small). We notice that in both QoS1 and QoS2, the stationary scenario (offers slightly better delay than mobility of 5 m/s because at low mobility the paths become longer, therefore the delay of transmitting data from source to destination increases. When the mobility is above 5 m/s, the routes between source and destination become smaller, therefore the average end-to-end delay becomes smaller. AQOPC shows a better result than that of the best effort protocol.

Figure 4 plots the traffic admission ratio versus node mobility. We have considered three types of flow traffics. QoS1, QoS2, and QoS3 assure respectively the traffic of 5, 20, and 50 flows for AQOPC. For the stationary scenario, all the traffic is admitted; about 99.8% of the traffic is delivered to the destination.
Fig. 4. Traffic admission ratio versus node mobility

We notice that with increased mobility, the traffic admitted by the destination decreases. With high traffic load, less traffic is receipted by the destination. At the mobility 10 m/s, the rate is still above 93% for a load of 5 flows, and still above 85% for loads of 20 flows. As the load of the traffic increases, there is more congestion in the network and path errors due to the high mobility, therefore the mechanism of admission control is often called. Therefore, AQOPC routing protocol should not be used in the networks with frequent nodes mobility and fast changing topologies.

Fig. 5. Packets throughput for mobility = 0, 5, 10 m/s

Figure 5 shows the packet throughput for AQOPC under different traffic loads and node mobility v=0 (QoS1), v=5 (QoS2), v=10 (QoS3). We notice that the scenarios of stationary and mobility 5 m/s present a high performance, and almost all the transmitted packets are received by the destination. When the node speed v increases, the throughput drops. The network throughput is affected by the mobility at both MAC layer by resolving collisions caused by node movements, and at the routing layer by reestablishing, when route break is detected, the new routes after calling the QoS admission control.
5 Conclusion

In this paper we presented a new QoS routing protocol based on multi-service classes that provides per-flow end-to-end QoS support in mobile ad hoc networks. It can build multiple paths between source and destination. AQOPC calculates the feasible paths corresponding to different metrics associated to the application streams. Service classes offer a guaranty for each metric. The priority queuing of AQOPC is an efficient way to prevent a contention in the network. The simulation results show that at lower network mobility, AQOPC produces lower delay than its best effort AODV counterpart. It provides QoS support in mobile ad hoc networks with a high reliability and a low overhead.
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Abstract. In the future more and more devices connected to the Internet will be wireless. Wireless networks can be classified into two types of networks: network with infrastructure (i.e. networks with base stations, gateway and routing support), which is called Mobile IP, and network without infrastructure which is called ad hoc networks. Mobile IP tries to solve the problem of how a mobile node may roam from its network to foreign network and still maintain connectivity to the Internet. Ad hoc network tries to solve the problem if the infrastructure is not available or inconvenient for its use such as in rural environments. Integrating ad hoc into Mobile IP provide new feature for Mobile ad hoc network such as Internet connectivity, streamline communication with another network. This paper presents the development of a test bed for integrating Mobile Ad hoc NETwork (MANET) into Mobile IPv6.

1 Introduction

The Internet Protocol (IP) that is currently used is called IPv4. IPv4 was designed in January 1980 and since its inception, there have been many requests for more addresses and enhanced capabilities due to the phenomenal growth of the Internet. Therefore, IPv6 was developed in 1992. Major changes in IPv6 are the redesign of the header, including the increase of address size from 32 bits to 128 bits. Besides the larger address space IPv6 also provides other new features such as address auto configuration, enhanced mobility support and IP Security (IPSec) integrated into the standard IPv6 protocol stack [3,6,15]. Just having more addresses does not solve the problem of mobility. Because part of the IP address is used for routing purposes, it must be topologically correct. This is where Mobile IP comes in.

Wireless networks are classified into two modes: Infrastructure mode and ad-hoc mode. To provide mobility in infrastructure mode, Mobile IP is sufficient but with ad-hoc mode both the ad-hoc routing protocols as well as the Mobile IP is necessary. The Mobile IP tries to solve the problem of how a mobile node may roam from its network to foreign network and still maintain connectivity to the Internet [1]. Mobile IPv6 has more features compared to Mobile IPv4 such as route optimization and Dynamic Home Agent Address Discovery (DHAAD). Ad hoc network tries to
solve the problem if the infrastructure is not available or inconvenient for its use such as in rural environments [7]. Ad hoc networks can be subdivided into two classes: static and mobile [4]. In this paper we will use Mobile ad hoc networks (MANETs).

Integrating MANET with Mobile IPv6 network will extend the capabilities of Mobile IPv6 to MANET which will introduces fast agent discovery, increases cell coverage of access points, monitoring system provision and extend connectivity to other networks or to Internet [1,10,11].

The rest of this paper is organized as follows: Section 2 presents related work in integration of MANET with Mobile IPv6 network. The implementation of our proposal will be described in Section 3 followed by Section 4, which will conclude the paper.

2 Related Work

There are many methods of integrating MANET with Mobile IPv4. The main difference is the routing protocol used in MANET and access point of MANET. One of the method of Integrating Mobile IPv4 with Ad hoc networks [9] is using the Destination-Sequenced Distance Vector (DSDV) routing protocol in the ad hoc network. It extends access to multiple nodes in MANET to create an environment that supports both macro and micro mobility. Another method is MIPMANET: Mobile IPv4 for Mobile Ad hoc Networks [10]. It uses Mobile IP Foreign Agent (FA) as access point to the internet. If any node wants Internet access, it registers in the FA and use its home address for communication. The Ad hoc On-demand Distance Vector (AODV) routing protocol is used to deliver packets between nodes and FA in the ad hoc network. It provides algorithm MIPMANT Cell Switch (MMCS) to determine when mobile node should register with a new FA. Another method of integration is Ad hoc Network and IP Network Capabilities for Mobile Host [13]. It uses AODV as the routing protocol in the ad hoc network and Mobile IPv4 in outside traffic network. It uses Multithomed mobile IPv4 so that any mobile node can register with multiple FAs simultaneously. This connectivity with multiple gateways will enhance performance and reliability. All these methods use mobile IPv4 and they depend of FA. Mobile IPv6, however, does not define foreign agents. To be able to reach the Internet, mobile nodes using Mobile IPv6 need an Internet Gateway.

3 Implementation

Four personal computers identified as HA, MN, CN and Gateway had been configured with IPv6 based on the Linux operating system as shown in Fig. 1. Mobile IPv6 which is a distribution from Helsinki University of been setup in all MANET nodes [14]. Kernel AODV is a loadable kernel module Technology had been setup in HA, MN and CN. Kernel AODV which is a distribution from National Institute of Standards and Technology in US had for Linux. It implements AODV routing between computers equipped with WLAN devices.
Integrating Mobile Ad Hoc Network into Mobile IPv6 Network

3.1 Communication Between MN and CN

When MN starts its Mobile IPv6 program in home network, it sends multicast message (router solicitation) to all routers until HA send router advertisement as shown in Fig. 3. Then, MN will be assigned an address (fec0::280:c8ff:fe39:41bb/64). This will inform MN that it is in the home network. When MN moves to a foreign network, it attaches itself to the gateway, which advertises router advertisement periodically as shown in Fig. 4. After MN receives router advertisement from the gateway, it gets a CoA address (fec0::106:1100:0:280:c8ff:fe39:41bb /64). MN will send a BU to HA and CN. MN will register all sending BU in the BU list as shown in Fig. 4.
HA and CN will keep the BU for a certain time (lifetime) in the Binding cache as shown in Fig. 5. Beyond the stipulated lifetime, if no update of BU is received then this shows that MN is unreachable. BU in HA, CN and in MN will be deleted once MN returns home.

3.2 Communication Between MN and MANET Node

Kernel AODV provides route table for all MANET nodes in the MANET coverage area as shown in Fig. 6. It also supports multihop connectivity between MANET nodes. This gateway has a pool of IPv4 address including IPv4 subnet 10.5.0/24. When MN attaches itself to the gateway, it gets a CoA of (fec0:106:1100:0:280:c8ff:fe39:41bb/64). If MN wants to communicate with MANET node (10.5.0.30), MN creates a packet with the Source Address, SA=fec0:106:1100:0:280:c8ff:fe39:41bb and destination address, DA= PREFIX: 10.5.0.30. The PREFIX is static and any packet originating from an IPv6 node destined to the IPv4 network will contain that PREFIX as a part of the IPv6 destination address.

NAT-PT will translate the IP header including the source and destination address. After translation, the source address will be a one pool address (say 10.5.0.33) and the destination address is 10.5.0.30. The NAT-PT will retain the mapping between 10.5.0.33 and fec0:106:1100:0:280:c8ff:fe39:41bb until the end of the session. In case of a reverse trip, source address will be 10.5.0.30 and the destination address will be 10.5.0.33. NAT-PT will change the source address to
PREFIX: 10.5.0.30 and destination address to fec0: 106: 1100:0: 280: c8ff: fe39: 41bb. The communication will continue as shown in Fig. 7 and Fig. 8.

```
[root@localhost root] # cat /proc/aodv/route_table
Route Table
IP    | Seq | Hop Count | Next Hop
----- |----- |----------- |----------
10.5.0.33 | 1    | 1          | 10.5.0.33 Valid see msec: 2682.0
10.5.0.30 | 1    | 0          | 10.5.0.30 Valid see msec: 1976.102392391
127.0.0.1  | 1    | 0          | 127.0.0.1 Valid see msec: 1976.102392391
```

Fig. 6. Routing Table in gateway

```
[root@localhost root] # ping 10.5.0.33
PING 10.5.0.33 (10.5.0.33) from 10.5.0.30: 56[84] bytes of data:
64 bytes from 10.5.0.33: icmp_seq=1 ttl=64 time=6.84 ms
64 bytes from 10.5.0.33: icmp_seq=2 ttl=63 time=6.22 ms [DUP]
64 bytes from 10.5.0.33: icmp_seq=3 ttl=63 time=6.64 ms [DUP]
64 bytes from 10.5.0.33: icmp_seq=4 ttl=63 time=6.64 ms [DUP]
```

Fig. 7. Ping one pool address in Ad hoc node

```
localhost root# tcpdump
tcpdump: listening on eth0
13:01.02:963824 fe00:2e0:7:ff:fe07:7450 > fe00:106:1100:0:280:c8ff:fe39:41bb: icmp6:
neighbor sol: who has fe00:106:1100:0:280:c8ff:fe39:41bb
13:01.02:963827 fe00:106:1100:0:280:c8ff:fe39:41bb > fe00:2e0:7:ff:fe07:7450: icmp6:
neighbor adv: tot is fe00:106:1100:0:280:c8ff:fe39:41bb
13:01.03:799800 fe00:106:1100:0:280:c8ff:fe39:41bb > ::10.5.0.30: icmp6: echo request
```

Fig. 8. MN receives ping request from gateway

4 Conclusion

This paper has presented a mechanism for integrating MANET with Mobile IPv6. The IPv6 is based on Linux operating system. Mobile IPv6 test bed with MN, HA and CN functions has been successfully setup and configured in a wired LAN environment. MANET software has been successfully setup and configured in gateway by using Universal Serial Port (USB) Wireless Local Area Network (WLAN) card. However, this Mobile IPv6 test bed is limited to Linux platform because it works under the kernel level of Linux operating system.

NAT-PT software has been successfully setup and configured in the gateway which allows communication between MANET (IPv4) network and mobile IPv6 network.
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Abstract. Ad Hoc networking is a technology that is gaining relevance. It is still an area under development where there are multiple open items such as routing, addressing, interoperability and service distribution. However, one of the major problems is the scalability. Most of the protocols designed specifically for Ad Hoc networks show scalability problems. In this paper, we propose network architecture for scalable Ad Hoc networks based on node classification. Moreover, an Ad Hoc framework test bed is implemented for validating the Ad Hoc nodes taxonomy concept. Preliminary results of the Ad Hoc framework integrated in PDAs (iPAQ) are presented.
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1 Introduction

Ad Hoc networks can be rapidly deployed, without preexistence of any fixed infrastructure. However, scalability is a critical functionality in these networks. The existing routing protocols in Ad Hoc networks can be either reactive or proactive. There are many proposals in both categories in order to minimize message overhead and also to be able to deal with the high dynamics and changing topology of these networks. The reactive protocols have the advantages that create the route to destination nodes only when needed. They cache the established routes and remove them is not needed. In that sense reactive protocols provide a suitable mechanism for scalable networks. Nonetheless, reactive protocols have the drawback that route discovery may take excessive time since the route request may traverse the whole network before the destination node is found and a suitable route is discovered. Moreover, reactive protocols impose additional processing requirements to all nodes involved in the route discovery. Proactive protocols are the alternative but it requires that nodes keep all routing about neighbor links ever if the routes are not used. The proactive or link state protocols maintain the information about all network topology. These protocols have additional overhead since they have to periodically exchange topology information updates with the neighbors. Thus, proactive protocols do not suffer from the route discovery latency but instead they are less dynamic since the network changes rapidly and the topology updates may not reflect those changes.
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There are other alternatives that define hybrid solutions where the nodes have to implement proactive mechanism within a certain range while reactive mechanisms for discovering the routes in a wider range (e.g. ZRP). Other optimization consists of using a proactive mechanism but reducing the updates rates and the topology information depending on the network range (e.g. Fisheye). Alternative solutions keep using proactive protocols but limiting the neighbors involved in the topology updates (e.g. OSLR). However, in all the cases the nodes have to implement the specific mechanism either reactive, proactive or hybrid independently of their capabilities and conditions.

Therefore, we propose to solve the scalability problem in AD Hoc networks using a different perspective. This proposal consists of defining a node taxonomy, which leaves up to each node the decision to identify itself with the contribution or role they want to play in the Ad Hoc network.

The rest of the paper presents the proposed node taxonomy where the nodes are classified in either smart or dummy nodes. The nodes when joining the network will automatically classify themselves as one of these two types of nodes. This model intends to study the deployment of large networks relying on the capacity provided by these two types of nodes. Section B summarizes the proposed nodes taxonomy and the concept of smart and dummy nodes. This section includes the algorithm for creating an Ad Hoc backbone formed by smart nodes in order to increase the network scalability. Section C describes the test bed implemented in order to support the concept of dummy and smart nodes. Section D presents the preliminary results of the nodes taxonomy in a real environment using the test bed using real devices (i.e. iPAQ). Finally, section E presents a conclusion and directions for further research.

2 Ad Hoc Node Taxonomy

The actual proposals are either reactive (on demand routing protocols, e.g. AODV [1], DSR [2], TORA [3]), proactive (link state routing protocols, e.g., OLSR, FSR), or combinations of these (e.g. ZRP). There are many proposals in both categories in order to minimize message overhead and also to be able to deal with the high dynamics and changing topology of these networks. The existence of this variety of protocols and solutions proposed for Ad Hoc networks resides in the fact that scalability and reliability is still a critical problem in these networks.

As described in the introduction, the reactive protocols suffer from considerable latency in the route discovery since the route query has to traverse the entire network. Moreover, the reactive protocols create a lot of interferences or noise to the rest of nodes while traversing the entire network during the route discovery. The proactive proposals maintain a routing table with all the routes to reach all the nodes in the network. They have a quick response time since the routes are already available in the routing table. However, proactive protocol requires a lot of memory for keeping all the route information on their tables. The proactive proposals have to keep the route information up to date, which means that periodically they have to send update messages to all the nodes. This means a constant overhead that is reflected in the network by having constant interferences and noise to all the nodes in the
network. Thus, the battery and bandwidth consumption required for keeping the routing tables up to date in the link state routing protocols is a considerable drawback.

Based on the state of the art in Ad Hoc networks and the performance results from existing routing proposals, seems reasonable to have a hybrid solution. This solution will use proactive protocols within a limited area and reactive protocols for a wider area. This approach (e.g. ZRP) will solve the problem of the route discovery latency within the closest area, while the latency remains when the destination nodes reside out of that area. This proposal reduces the size of the routing table since the nodes only keep the route information of all the closest nodes. The noise is also reduced and limited to the neighborhood.

The proposed hybrid solutions consider that all nodes have to implement the proposed hybrid protocol algorithm. Thus, all the nodes have to implement the selected protocol. Thus, we are facing again certain overhead and we are imposing certain requirements to the nodes since all of them have to implement the algorithm defined in the hybrid approach. Thus, when designing a suitable routing proposal we have to keep in mind that Ad Hoc networks require a higher degree of freedom and a fully decentralized architecture. Ad Hoc networks suffer from reliability and scalability problems because the nodes have to act as routers and forward other nodes messages within the network. In addition to this essential packet-forwarding requirement for building Ad Hoc networks, the nodes have to implement the proposed hybrid protocol algorithm. Thus, Ad Hoc nodes may exhaust quickly their resources and became useless.

Therefore, we propose a different perspective for solving the problem. The selected philosophy for this proposal is still based on a hybrid solution that includes both reactive and proactive protocols. The reactive protocols do not require nodes to store link state information, so they are suitable for Ad Hoc networks, where the topology is extremely dynamic. Moreover, the reactive protocols are suitable for nodes with low resources that still can be part and contribute to the packet forwarding required in Ad Hoc network. The proactive reduce the route discovery latency. Therefore, our proposal consists of having a reactive and proactive or hybrid solutions but using them based on the nodes capabilities rather than mandate their usage. We define a node taxonomy [6] that will classify the nodes into dummy and smart nodes. In the proposed mechanism, according to their capabilities and resources the nodes are classified into dummy and smart nodes. Moreover, we propose defining a generic mechanism for deploying a network backbone infrastructure for ad hoc networks. Our proposal for extending the lifetime of the Ad Hoc networks is based in a set of core nodes (i.e. dummy nodes), which will form a backbone. The backbone constitutes a fully and randomly distributed infrastructure to provide service routing and resource discovery information. This backbone is self-created by the smart nodes, thus relieving non-backbone nodes (i.e. dummy nodes) from participating on this activity.

Any node within the network can act as smart nodes and contribute to maintaining and extending the dimensions of the AD Hoc network. In addition to extending the lifetime of the network, the smart nodes may form a service-provisioning infrastructure, which only requires a registry for storing the service description and the mechanism for discovering that node.
Ad result, the Ad Hoc networks will have a fully decentralized architecture based on the proposed backbone (i.e. group of smart nodes). The complexity of routing in Ad hoc networks can be hidden behind the proposed architecture backbone. The node taxonomy differentiates the nodes that are capable of being part of the service backbone, from the nodes that will use it.

3 Ad Hoc Backbone Creation

The proposed model consists of implementing fully distributed backbone architecture for Ad Hoc networks. This approach is based on a node taxonomy that defines two types of nodes [6]: smart and dummy nodes. The smart nodes are considered as nodes with enough resources, that may run multiple protocols simultaneously and they are willing to maintain routing and information about other network resources.

In real networks the AD Hoc backbone can be equivalent to have few smart nodes randomly distributed creating the backbone (i.e. Wireless Access Points attached to fixed infrastructure with enough capacity and resources).

3.1 Backbone Creation Algorithm

The “Ad Hoc backbone” is formed with one or many smart nodes. In order to implement this model in real networks requires that smart nodes implement a new “multiprotocol” architecture. The dummy nodes will be devices with limited resources, running single Ad Hoc MANET protocol and s single network interface.

The main advantage of this architecture is that it does not add any requirement to the nodes with limited resources (i.e. dummy) that may be running a single IETF MANET protocol (i.e. preferably a reactive protocol such as AODV). The nodes with enough resources (i.e. smart) are in charge of creating the backbone and assist the overall routing process in the network. This architecture allows having a huge diversity of nodes with different routing protocols. The smart nodes will interact with those native IETF MANET nodes and will cooperate with them in order to extend the network lifetime. The smart nodes may become dummy nodes at any time along their lifetime because they exhaust their resources.

In order to implement the node taxonomy concept a multiprotocol architecture is required in order to perform a link state routing protocol between the smart nodes and “reactive” or “on demand” routing protocol with the dummy nodes.

3.2 Routing Information Distribution in the Backbone

The smart nodes that implement the backbone maintain the routing information between them using link state protocols (i.e. OSLR). The smart nodes can be organized in clusters. These clusters will use a link state mechanism between them for sharing the routing information. The clusters will use reactive mechanism between them for discovering new routes in different clusters. Thus if any of the smart nodes
in the local cluster has received a route request that is not available in its own cluster, the smart node will issue a reactive request to the neighbor clusters asking for the service (i.e. ZRP). If the route is not found a route error response will be returned.

3.3 Routing Information Access

Any node (i.e. dummy) can issue a service request. The nodes will not notice the existence of a smart node except in the overall functioning of the Ad Hoc network. The smart node will respond to the message query providing the address of the destination node. This route request is broadcasted (TTL=1) to all the neighbors. Any intermediate dummy node that receives a route query and has the address of a smart node on its cache, will unicast the route query to that specific smart node that will attend the query.

Nodes Taxonomy. The proposed distributed backbone requires implementing the node taxonomy composed by smart and dummy nodes. This section presents the algorithm that each node has to perform.

“Smart” node:

Network attach procedure is executed every time a dummy node becomes a smart node. The smart node sends a broadcast message with TTL=1. In this message the smart node is announcing its capabilities and the available information. If the smart node does not receive any response it means that no other smart node is reachable in the same region either directly or through any local dummy node. In case the smart node receives a response from an existing smart node an “Ad Hoc backbone” creation is initiated. The backbone creation consists of checking whether the number of smart nodes reaches an optimum. The optimum consists of a maximum level of smart nodes for avoiding excessive traffic to link state information. If the minimum is not reached the smart node will set a link state relationship among the smart nodes for distributing the routing information within the local region and a clustering infrastructure with other smart nodes for the route discovery in neighbor regions. The responding smart node will indicate to the new node whether it can join the “Ad Hoc backbone” or not depending on the access algorithm (i.e. depending on the number of nodes in the network and the number of nodes that already joined the “Ad Hoc backbone”).

Network attach reception occurs when the smart node receives the request from another smart node, which is performing the network attachment. The incoming requests are received either directly from another smart node or indirectly via an intermediate dummy node. The smart node caches the address of the new smart node in the network. The smart node executes the “Ad Hoc backbone” access algorithm and sends back a unicast message to the originating smart node informing whether it can become a smart node and join the backbone or not. If the new node can join the backbone a link state relationship between them is established.

Route request reception occurs when the smart node receives the route request directly from a “dummy” node or from another smart node.

a) The smart node may receive the route request in a reactive protocol message from a dummy node. The smart node will contain all the routing information about
the local cluster formed by all the smart nodes located in the region nearby. If the smart node does contain the address of the destination node, it will be inserted in the route reply sent back to the dummy node. If the smart node does not contain the address of the requested node, the route request will be forwarded in reactive manner to the neighbor clusters. The smart node times out if a route response from the neighbors cluster is not received within certain period of time. The smart node will respond to the dummy node with route request error or route unavailable message.

b) If the smart node receives the route request from another smart node it means that the neighbor cluster does not contain the destination node address and will issue a reactive route discovery over all the adjacent service clusters. If the contacted smart node contains the requested node, it will be indicated directly via unicast to the dummy node that issued the route request. If the smart node does not contain the address of the destination node, the route request will be forwarded according to the multicast tree formed by the neighbor cluster heads (e.g. ZRP mechanism may be utilized for implementing the service clustering).

“Dummy” node:

**Route discovery** process is executed when the node needs to find out the address of a destination node. The route discovery process will be implemented by sending a route request as part of the reactive protocol implemented in the dummy nodes (e.g. AODV).

**Network attach reception** occurs when a dummy nodes receives the broadcast message sent by the smart nodes entering or attaching the network.

a) The dummy receives the message and caches the smart node address. The dummy node will use the cached address of the smart node as gateway address.

b) If the dummy node already has the address of another smart node it will be returned to the smart node that initiated the broadcast.

**Route discovery reception** occurs when another dummy node is sending a route request broadcast because it did not had the address of any smart node.

a) If the contacted dummy node had the address of any smart node, the route request will be forwarded to that smart node that will respond directly to the dummy node that issued the request with the address of the destination node.

b) If the contacted dummy node does not have the address of any smart node, the route request is broadcasted following the reactive route discovery mechanism.

1) Node self classification:

```java
Node_Classification (){ 
If (start) Then 
CheckNodeResournces() 
   If (resources>threshold) Then 
      node = smart 
      NodeRegistration() 
   Else 
```
node=dummy
    start=False
AttendQueries()
}

2) Node enters the AD Hoc network.
NodeRegistration(){
    If (node==smart) Then
        CreateServiceDescription(message)
        SendInfoBroadcast (TTL=1,message);
        Wait(Timeout)
        If (response)
            CreateBackbone (response)
        Else
            CreateBackbone(NULL)
    }

3) Create backbone
CreateBackbone(response){
    If (response==NULL) Then
        BackboneNeighbours=0
    Else if (response)
        SetLinkWithSmartNeighbours()
}

4) Attending incoming queries
AttendQueries() {
    If (smart) Then
        If (query==nodeRegistration) Then
            If (SmartNodes<Optimum)
                SendResponse(ACKresponse)
            Else
                SendResponse(REJECTresponse)
        If (query==routeDiscovery) Then
            If (routeFoundInCache)
                SendResponse (RouteReply)
            Else
                ForwardRequest(RouteRequest, ToNeighbourCluster)
        If (dummy) Then
            If (nodeRegistration) Then
                If (SmartNodeAddressInCache) Then
                    SendResponse(SmartNodeAddress)
            If (routeDiscovery) Then
                If (SmartNodeAddressInCache) Then
                    ForwardRequest(RouteRequest, ToSmartNode)
Else
  ForwardRequest(RouteRequest, Broadcast)
}

4 Ad Hoc Framework as Test Bed for Nodes Taxonomy

Because of the extreme conditions where the Ad Hoc networks should run, it is envisioned that the specific conditions (i.e. network size, nodes mobility and density, etc) will determine the suitable routing protocol to be executed. Thus it is rather difficult to define an optimal protocol that suits for these continuously changing conditions. In small networks suits either reactive or proactive routing protocols while in medium to large-scale networks a Hybrid protocol between proactive and reactive protocols should be used. Therefore, in order to validate the proposed node taxonomy a test bed has been implemented. This test bed consists of an Ad Hoc framework that is implemented and integrated in real nodes (i.e. Personal Digital Assistants, PDA). Fig. 1 shows the main modules implemented in the AD Hoc framework.

![AD Hoc framework modules](image)

**Fig. 1.** AD Hoc framework modules

The AD Hoc framework consists of the software package that will be implemented in the smart nodes. This software package has been designed for supporting multiple routing protocols running simultaneously. Thus, the smart nodes will use link state protocol between them while reactive protocol for receiving the route request coming from dummy nodes, which will only implement a single reactive protocol. Thus, the Ad Hoc framework is designed as multiprotocol platform.
The Ad Hoc framework we differentiate the component that implements the specific routing protocols (i.e. Protocols Module) and the common module that implements a routing cache. The common cache is the databases for storing all routing or service information provided by the multiple routing protocols running simultaneously in the node.

The Protocols Module is formed by routing protocols such as AODV, OLSR or ZRP protocols, though more protocols can be added. In the actual implementation AODV and OLSR have been used although other ones can be used instead of those.

The Common Module is used to keep common information in the Ad Hoc Network in order to be shared by different protocols. This information is basically routing entries (with their routing information), time stamps, protocols running, collaboration between protocols, etc. Inside this module there are two important parts. The Registry which is an information file where protocol parameters are stored and the Common Cache which is formed by the Common Cache Register Server that is a message center which is listening for register protocols, messages to cache and between protocols and the Cache which is a common routing table where protocols share routes. In this way a node running one protocol can reach other nodes running a different protocol.

The Generic Ad Hoc module is also part of the Ad Hoc framework and provides the interface for accessing the Linux kernel. This module has functions for adding a new route discovered, deleting an old route, updating a route or asking if a route exists. All these operations work with Kernel Routing Table and the route information is updated there.

Fig. 1 shows the Context Roaming module, which is not included in the AD Hoc framework but is an important component. This module is responsible of deciding whether the node should become smart or dummy. Thus, the Context Roaming module has to request information from the routing and MAC layer using the API provided by the Common Module. Moreover, this module also request to the Common Module information about the active interfaces and their signal strengths in case the node has to roam into a different radio interface (i.e. from WLAN into Bluetooth or WCDMA). At the moment of performing the test this module is not implemented yet so we base all the tests using a single WLAN interface.

5 Test Environment

The concept of nodes taxonomy is implemented in practical terms as having nodes with multiprotocol architecture (i.e. smart nodes) and other nodes having a single protocol; e.g. AODV (i.e. dummy nodes). Therefore, the smart nodes implementing a “multiprotocol” architecture exploit the benefits of different routing algorithms running simultaneously in the node and will assist the dummy nodes in the routing process. Moreover, the smart nodes should have bigger capacity, memory, resources and battery. Thus, in practical terms the dummy nodes will consists of PDA (i.e. iPAQ [7]) while the smart nodes will consist of are laptops.
Fig. 2 shows the testing environment composed by 1 *smart* node and 4 *dummy* nodes. The test was done in the Electrical and Communication Building in HUT. The building has a lot of metal and iron doors and other wireless networks, which infers a real environment for the tests. The results are affected by interferences and they had certain changes. Fig. 3 and Fig. 4 represent the average of results in multiple tests. The test was performed using a single smart node (i.e. the central node 1) and four dummy nodes (i.e. the rest of nodes 2, 3, 4 and 5).

The central node was running AODV+OLSR protocol (i.e. smart node is node 1) in a laptop. Two of the other nodes were running AODV (i.e. dummy node running reactive protocol; nodes 2 and 3) and the other two nodes were running OLSR (i.e. dummy node running a proactive protocol; nodes 4 and 5). All nodes were dynamic, that means they were constantly moving and some links were broken during the test.
For the test, ICMP packets with 64 bytes long were used. The test results depicted in following figures represent are the average after running multiple repetitions.

The results of the test shows that including a *smart* node in the AD Hoc network provides remarkable results while the rest of nodes are *dummies* and has lower resources and gain for contributing to the overall network lifetime.

Fig. 3 shows that packet loss in the test with all the nodes running only OSLR is highest versus the test where all the nodes are running AODV. In high mobility conditions there are bigger packet loss in OSLR because of the latency during the link state update so if the link is broken the packet will be lost until the link information is updated in the routing table. After introducing a single *smart* node the results are much favorable.

Fig. 4 shows that OSLR has lowest average round trip versus AODV because the proactive protocols have available all the routes in their cache at the moment of initiating the packet transmission. Instead the reactive protocols (e.g. AODV) have to discover the route before they are able to initiate the data transmission. The results show that by adding a single smart node in the network the route latency in all the network reach the value equivalent to having all the nodes running proactive protocols even part of the network are running a reactive protocol.
6 Conclusions

The scalability and reliability are two characteristics that are difficult to achieve simultaneously in Ad Hoc networks. This paper proposes a method that does not invent a new routing protocol but instead moves the problem to a different plane. We propose to solve the problem by relying on the node incentive to contribute to the Ad Hoc network.

This method proposes the creation of a non-reliable “Ad Hoc backbone” based on best-effort approach depending on the contribution from many nodes as possible. We classify the nodes in order to differentiate the ones that will contribute to the “Ad Hoc backbone” from the ones that benefit from it. We prove our proposal by real testing using nodes that have extra resources and enhanced capabilities for contributing to the Ad Hoc network. The results show that having those smart nodes the overall performance of the network increases considerably.

Directions of future research include the analysis of the right number of smart nodes required for obtaining the optimal network performance without requiring excessive amount of smart nodes in the network. Moreover, game theory can be applied for analyzing the node incentive to become part of the Ad Hoc backbone and contribute to the network performance. The next step would be to locate the Nash equilibrium for this behavior.
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Abstract. The DCSSRA protocol is proposed by using receiver-oriented spread spectrum technology and the multiple mini-slots with dual code sensing technology as the controlling method of packet collisions. The Markovian model is proposed for analysis of average Throughput, Delay, Probability of failure to deliver and stability. The numerical results confirm that the high performance and stability of networks is achieved by the new protocol even under a high traffic load condition.

1 Introduction

The focus of our research is generally on Spread Spectrum (SS) Ad Hoc networks, which includes many complex problems. Particularly, this paper focuses on the multiple access protocol. The SS Ad Hoc networks can benefits from the deep research of multiple-user detection technology. E.g., Iltis [5-6] proposed a method of multi-user detection for quasi-synchronous CDMA signals using linear decorrelators; more importantly, he [7] proposed a model of QSPNET networks, wherein the GPS-based synchronization, multi-user detection were employed and tell-and-go protocol (a reservation-based connection-oriented communication protocol), the networks achieved a rational performance without power control. From Iltis ‘s experience, we should separate the research of multiple access protocol from the research of whole networks and assumes the noiseless channel (MAI is ignored), which is credible and helps to the simplification of the problem. If we ignore the error resulted from synchronization or multiple user interference, the packet collision is assumed as only resource of failing transmission, which includes the premier collision resulted from simultaneous arrival of multiple packets (the collided transmission will be reject) and secondary collision resulted from the arrival packets in the transmitting receiver (receiver work in half-duplex).

Many researchers concentrate on the similar area of this research. For distributed SS networks, Sousa and Silvester [1] proposed two Spreading Code Protocols (C-T
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and R-T protocols) that really are multiple access protocols; Chen [2] proposed a series of multiple access protocols with different collision resolution methods; Joa-Ng [3] proposed the MACA/C-T and MACA/R-T protocols combining the Sousa’s C-T and R-T protocols and the MACA (Multiple Access with Collision Avoidance) protocol; Bao and Tong [4] proposed a random access protocol using the transmitter-based SS scheme. However, note that most of protocols mentioned above focus on resolution of premier collision, and ignore the secondary collision. In fact, the rejected want-to-transmitting nodes may transit their state from transmitting to receiving, and receive other packets desired to them successfully. It is the main motivation that we propose the DCSSRA protocol. Although, the DCSSRA protocol doesn't resolve the entire problem, its improvement of performance is exciting.

2 DCSSRA Protocol

Firstly, we suppose that the time is synchronized and divided into slots which length is long enough to transmit a data packet and several control packets. As shown in Fig. 1, the slot time is divided into a data slot and control slot, and control slot further is divided several mini-slots. The data packet is transmitted in data slot and the control packet in one of mini-slots.

![Fig. 1. Structure of Slot Time](attachment:image1)

Secondly, we suppose that each node is equipped with one transceiver and one spreading code, and knows all of spreading code allocated to other nodes. Each source node transmits packets encoded with the receiver’s spreading code, which is a receiver-oriented CDMA system. Before the transmission of data packet, source node sends a PSEUDO-DATA encoded by spreading code of destination from the mini-slot selected randomly to the end of control slot. In the other time of control slot, source node keeps sensing the code channel of itself if it hasn’t data to send, otherwise, it keeps sensing its spreading code and the spreading code of destination selected by itself (so called dual code-sensing). For understanding the DCSSRA protocol, detail description is taken in an example as shown in Fig. 2.

Suppose that nodes C and I are in receiving state, and other nodes are in transmitting state. We take an example with F it wants to send a packet to C. At the same time, B and G also want to send to C. each node independently select a mini-slot as
transmitting time of PSEUDO-DATA. If the sequence number of mini-slot of F is less than that of C, B and G, C will receives the PSEUDO-DATA sent by F. At the same time, B and G will sense that code channel of C has been occupied, and release their request of transmission. After receiving of PSEUDO-DATA, C sends an ACK packet to F. Therefore, F can send packet to C without collision in the followed DATA slot. The feedback ACK of the request is sent in end of control slot, which will help to avoid the hidden terminal problem.

Continuing our example, if B fails to contend for the channel (sensing the PSEUDO-DATA sent by F), it transits its state to receiving. At the same time, other nodes A, D and E want to send packets to B. Supposed that the node B accepts the request of node A, which efficiently controls the secondary collision.

Note that each node that wants to transmit (e.g. B) senses dual spreading code (including that of itself and destination). Suppose that before the mini-slot selected by B arrives, and A sends PSEUDO-DATA to A, B will receives the PSEUDO-DATA and accepts the request of A, finally, rejects request of itself.

3 Performance Analysis

We assume the network is in equilibrium and each of the nodes has the same behavior and characteristics. The individual node can represent the characteristics of the whole networks. Based on the theory, we employ two Markovian models. One is based on the number of busy nodes in the current slot, which is defined only by the state in the last slot and is a Markovian chain. The other is based on the M/M/1/k queuing model. The two models are coupled with the idle probability of the queue. The idle probability is defined by the behavior of all of the other nodes and represents the characteristics of the whole networks.

In the first Markovian model, the number of the busy nodes is defined as the state variable, denoted by \( N(t) \) in the slot \( t \). For a M-node network, the transition matrix \( P = [p_{nk}] \) characterizes the Markov, \( p_{nk} = \{ N(t+1)=k | N(t)=n \} \). \( p_{nk} \) is the probability that the network state goes from \( n \) in the slot \( t \) to \( k \) in the next slot \( t+1 \). If we assume that the busy probability of each node is independent, and \( p_{nk} \) is given by

\[
\begin{align*}
    p_{nk} &= \binom{M}{k} \cdot P_a^k(n) \cdot (1 - P_a(n))^{M-k},
    \text{where } P_a(n) = (1 - P_0(n))(P_s(n) + P_r \cdot (1 - P_s(n)))
\end{align*}
\]

(1)

\( P_a \) is the busy probability of individual node in the next slot, \( P_0(n) \) is the idle probability of the node, \( P_s(n) \) is the probability of successful transmission, and \( P_r \) is the probability of retransmission. Since the retransmitted packet is always buffered in the head of the queue, the successful transmission indicates the next packet is a new packet. Therefore, if the queue is not idle and the first packet is a retransmitted packet in the queue, the node is busy with probability \( P_r \) in the next slot; if the packet is a new packet; the node is busy with probability 1.

To get \( P_0(n) \), we introduce the second Markovian model, the \( M/M/1/k \) queuing model with finite buffer size. The input traffic flow per node is defined as Poisson process with parameter \( \lambda \) and is equilibrium distribution in the networks. The mean service rate is Poisson process with parameter \( \mu \).
3.1 Probability of Successful Transmission

Suppose that there are \( n \) nodes in the transmitting state in the beginning of a slot. \( P_s \) (probability of successful transmission) is given by.

\[
P_s(n) = \frac{1}{h} \cdot \sum_{j=1}^{h} P_s(n, j)
\]

(2)

Where \( h \) is the number of mini-slots, \( P_s(n, j) \) is the average success probability of transmission when the selected sequence number of mini-slot is \( j \), which is given by following set of linear equations.

\[
P_s(n, j) = \frac{M-n}{M-1} + \frac{h-j}{h} + \frac{1}{h} \cdot \sum_{i=1}^{j} P(n, i)
\]

(3)

\[
Q(x, y, p) = \left(\frac{x}{y}\right)^p \cdot (1-p)^{x-y}
\]

Where \( h \) is the number of mini-slots, \( M \) is the number of nodes; we define the \( 0^0 = 1 \).

3.2 Idle Probability and Block Probability

In the M/M/1/k model, the \( \mu \) is defined as the average number of packets transmitted successfully during one slot and presented as \( 1/N_d \), where \( N_d \) is the average time taken to transmit a packet successfully. Considering the retransmission probability \( P_r \) and the maximum allowed number of retransmission \( R_{max} \), \( N_d \) is given by.

\[
N_d = \left(1 - P_s\right) \cdot \left(\sum_{k=1}^{R_{max}} (1-P_r \cdot P_s)^{R-1} \cdot P_r \cdot P_s \cdot (R+1) + (1-P_r \cdot P_s)^{R_{max}} \cdot (R_{max} + 1)\right) + P_s
\]

(4)

If \( \lambda \) and \( \mu \) are known, according to the classical queuing theory, the idle probability and block probability are obtained as

\[
P_0 = \frac{1-\lambda/\mu}{1-(\lambda/\mu)^{K+1}}, \quad P_{block} = \frac{1-\lambda/\mu}{1-(\lambda/\mu)^{K+1}} \cdot \left(\frac{\lambda}{\mu}\right)^K
\]

(5)

Substituting (2) (5) into (1), we can get the transition matrix \( P \), and finally get the stationary distribution \( \pi = P \cdot \pi \) of the Markov chain.
3.3 Throughput, Delay, and Probability of Failure to Deliver

The throughput (Packets/Slot) is defined as the average number of packets transmitted successfully in a slot and the $P_s(n)$ of the nodes are independent. So, the throughput is given by $\beta(n) = n \cdot P_s(n)$. The average throughput and average delay are respectively

$$\bar{\beta} = \sum_{n=1}^{M} \beta(n) \cdot \pi(n), \quad \bar{D} = \sum_{n=1}^{M} n \cdot \pi(n) / \bar{\beta} \quad (6)$$

The maximum allowed number of retransmission $R_{max}$ and block probability $P_{block}$ define the probability of failure to deliver $P_{fd}$ that is given by

$$P_{fd}(n) = P_{block} + (1 - P_{block}) \cdot P_{drop}, \text{ where } P_{drop} = (1 - P_{s}) \cdot (1 - P_{s} \cdot P_{s})^{R_{max}} \quad (7)$$

$P_{drop}$ is the probability of drop because of $R_{max}$. The average probability of failure to deliver is

$$\bar{P}_{fd} = \sum_{n=1}^{M} P_{fd}(n) \cdot \pi(n) \quad (8)$$

4 Numerical Results

Suppose that the number of nodes is 20, the channel is noiseless and the collision is the only resource of error transmission. We show the results in Fig 3, wherein the line called “ideal Ad Hoc network” is for the maximum throughput for Ad Hoc networks. The line called “ideal cellular networks” is for the maximum throughput for cellular CDMA networks, where the time is divided into uplink and downlink (TDD) slots. The line called “J. Q. Bao Tx-based” is for the protocol of Bao in [4], it is assumed that the receiver can receive all of the packets desired to it, the maximum throughput is given by

$$\beta_{Bao}(n) \leq n \cdot \frac{M - n}{M - 1} \quad (9)$$

In Fig 3, DCSSRA protocol is better than the Bao’s protocol when the traffic load (number of transmitting nodes) is heavy, and is better than “idle cellular networks” when traffic load is not heavy. It confirms that DCSSRA protocol can efficiently control both of collision. Besides, the throughput increases as the number of mini-slots increases. Note that throughput of DCSSRA protocol is very good even if the number of mini-slots is very small (such as 3-5).

For “ideal cellular networks”, the delay always is 2 (slots/Packet), the probability of failure to deliver always is 0. As shown in Fig 4-5, distributed SS networks used DCSSRA protocol as multiple access protocol achieve lower delay than “ideal cellular networks”, at the same time, the DCSSRA protocol keeps low probability of failure to deliver when the traffic load is not very heavy. Besides, performance of DCSSRA protocol is equal to that of R-T proposed by Sousa in [1] when the mini-slots number
is 1. When $h$ increases, the DCSSRA protocol greatly outperforms both R-T protocol and Bao’s protocol.

Fig. 3. Comparison with the Various Protocols, the throughput vs number of transmitting nodes, for $M=20$

Fig. 4. the average delay vs average throughput for $h$ from 1 to 10, $M=20, Q_{\text{max}}=10, R_{\text{max}}=10$ and $P_r=0.6$

Fig. 5. the average probability of failure to deliver vs average throughput for $h$ from 1 to 10, $M=20, Q_{\text{max}}=10, R_{\text{max}}=10$ and $P_r=0.6$

Fig. 6. FET vs average throughput for $h$ from 1 to 10, $M=20, Q_{\text{max}}=10, R_{\text{max}}=10$ and $P_r=0.6$

5 Stability Analysis

The stability analysis of DCSSRA protocol follows the FET method in [4]. Given a state threshold $n_c$, FET $T_i$ is the average time the network state first exceeds $n_c$ assuming at time zero the network is in state $i$. The $T_i$ is given by following linear equations:

\[ T_i = \frac{1}{\lambda(i)} \]
where, the network state threshold \( n_c \) is chosen as the state corresponding to the largest throughput. The results are shown in Fig 6.

The stability of DCSSRA protocol is better than Bao’s protocol when mini-slots number \( h \) is more than 2. When \( h \) is more than 6, the stability of DCSSRA protocol will not increase observably as the increasing of \( h \). Above all, our proposed protocol is very stable and high performance.

### 6 Conclusion

The DCSSRA protocol creatively utilizes the terminals that fail to transmit as receivers of other transmitting terminals, which dramatically improves the throughput of networks in a high traffic load condition.
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Abstract. This paper investigates how the small world concept can be applied in the context of wireless ad hoc networks. Different from wireless ad hoc networks, small world networks have small characteristic path lengths and are highly clustered. This path length reduction is caused by long-range edges between randomly selected nodes. However, in a wireless ad hoc network there are no such long-range connections. Then, we propose to use a fraction of nodes in the network equipped with two radios with different transmission ranges in order to introduce the long-range shortcuts. We analyze the system from a percolation perspective and show that a small fraction of these “special nodes” can improve connectivity in a significant way. We also study the effects of the special nodes on the process of information diffusion and on network robustness.

1 Introduction

Wireless ad hoc and sensor networks have been extensively studied in the recent years. The efficiency of multihop routing used in these networks depends on the network connectivity, i.e., the existence of a direct or multiple hops path between any two nodes in the network. However, connectivity depends on factors such as, interference, noise and energy constraints and cannot be always assured [5]. Connectivity also affects the network capacity, and as shown in [6], a fundamental condition for scalability is to keep the average distance between any source/destination pair small as the system grows.

Recent results by Watts and Strogatz [8] have shown the existence Small World networks that have a small degree of separation between nodes while maintaining highly clustered neighborhoods. The small degree of separation in such networks is obtained through the introduction of some long-range edges that result in faster information propagation. The small word effect has been widely studied in the context of relation graphs, such as, the graph formed by hyperlinks in Web. However, these
long-range edges are not possible in wireless ad hoc networks due to the limited transmission range of the nodes.

In this paper, we propose to introduce some long-range edges in an ad hoc network by using special nodes equipped with two radios, one with a short transmission range and another with a longer transmission range. In fact, nodes with multiple interfaces are expected to be common in a near future. For instance, wireless devices can be equipped with cellular and 802.11 interfaces. As we will show, the introduction of the special nodes can improve network connectivity, reduce the route length and consequently, enhance the network capacity and scalability.

The remainder of this work is organized as follows: In Section 2, we present the basic concepts and some related works. Next, in Section 3, we evaluate the effect of the special nodes with multiple radios in the network connectivity, average hop distance between nodes and network robustness. Finally, we present some concluding remarks and future work in Section 4.

2 Background and Related Work

Recently, Watts and Strogatz [6] have studied a class of networks that present a small characteristic path length \(L\), and are highly clustered, known as Small World networks (or small world graphs). Given the network graph \(G\), the characteristic path length can be calculated as the mean number of hops between any two nodes in \(G\).

The clustering coefficient \(C_u\) of a given node \(u\) in \(G\), is the relation between number of edges connecting neighbors of \(u\) in \(G\), and the total number of possible edges between the neighbors of \(u\). The overall clustering coefficient \(C\) is the average over all \(C_u\) for \(u\) in \(G\).

The reduction in \(L\) is important in various aspects, including the network capacity and the way information propagates through the network. The small world effect has been observed in real networks such as the WWW and overlay peer-to-peer networks. However, these networks form relational graphs in which there is no distance constraint in the edges lengths. Thus, they are not appropriate to model wireless networks, in which the connections are limited by physical distance.

The fixed radius graph \(G=G(N, r)\) is a spatial model widely used in studies of wireless ad hoc networks. In this case, given \(N\) points placed randomly according to some distribution on the Euclidian plane, \(G\) is constructed connecting the nodes whose corresponding points are within a distance \(r\) of each other. Clearly, the constraint on the connection range \(r\) precludes the existence of long-range shortcuts in \(G\). Nevertheless, Watts suggested in [7] that, if a graph is constructed following the spatial graph concept but using a probability distribution to connect nodes with slow-decay and infinite variance, one might expect that this distribution would generate small world spatial graphs.

In terms of ad hoc and sensor networks, the shortcuts could be interpreted as the global edges serving as the links between the clusters heads which could gather information about cluster members using local connections. However, some practical
questions have to be considered: How far a shortcut should be? How many shortcuts are needed to keep the network connected? An attempt is made to answer these questions in the remainder of this paper.

In [3], Helmy has suggested to use long-range shortcuts to reduce the number of queries during the search for a given target node in a large-scale ad hoc network. In this case, a shortcut is defined as a logical link that a node maintains with a random selected node. Therefore, a logical link between a pair of nodes can eventually correspond to several physical hops, and this logical link is implemented by making each node in the path to keep a route to the long-range contact.

In [2], the authors have used percolation theory to analyze the introduction of fixed base stations to increase connectivity in large-scale ad hoc networks. The main idea is that base stations would allow distant nodes to communicate through a fixed, wired infrastructure. The authors have assumed the base stations transmission ranges are the same as the ones of the wireless nodes. The connectivity level is measured as the fraction of nodes connected to a giant cluster, which is defined as percolation probability. Although analytical modeling and simulations [2] have shown that, in the one-dimensional case, the fixed infrastructure does improve the network connectivity, in the 2-dimensional case, the base stations do not enhance connectivity significantly.

The idea of using base stations is also proposed in [1], where the authors proved that if base stations can communicate at a distance larger than twice the maximum communication distance to the users, a giant connected cluster forms almost surely for large values of the density of users, regardless of the covering algorithm used to place the base stations in the covered region.

3 Long-Range Shortcuts in Ad Hoc Networks

Transforming the network into a small world by simple increasing the transmission range of the nodes is an alternative to reduce the average separation between nodes without imposing restrictions to network traffic as suggested in [4]. However, this approach has practical restrictions, such as power consumption, and interference, and the impact of these constraints on the network performance need to be well understood.

Helmy [3] has also pointed out the possibility of having all nodes equipped with several radios, one for short-range communications and another with a longer transmission range, in order to introduce long-range shortcuts in the network. Indeed, a more practical approach is to have a limited number of special nodes equipped with two different radios. A typical short-range radio \( r \) and a longer range one for introducing the long-range shortcuts \( r_f \).

We consider that the longer-range radios operate in a different spectrum from the typical short-range radios. Then, two nodes \( i \) and \( j \) are directly connected in the network graph if they satisfy one of the following conditions: the distance \( d_{ij} \) between \( i \) and \( j \) is smaller than their typical communication range \( r \); or, if \( i \) and \( j \) are special nodes and \( d_{ij} < r_f \).
In the remainder of this section we analyze the effect of the introduction of the special nodes on the network connectivity, on the broadcast efficiency and on the network robustness. We measure the connectivity level as the percolation probability, as in [2]. We consider a network in which 1000 nodes are uniformly distributed over a 1kmx1km square area and all results plotted are averaged over 100 runs.

Initially, we considered a disconnected scenario where \( r = 35 \) m. As shown in Figure 1(a), the percolation probability increases with \( f \) for different values of \( r_f \). For \( f < 0,01 \), the network remains disconnected regardless of the \( r_f \) used. On the other hand, for \( f > 0,2 \) all values of \( r_f \) result in an almost connected network. From this point on, there is not much connectivity gain by adding more special nodes. This is an important result, as it suggests that there is an upper bound on the number of special nodes required to transform a disconnected topology in an almost connected network.

Figure 1(b) shows the percolation probability as a function of the \( r_f/r \) relation. We can observe that for all values of \( f \) simulated there is a critical value of \( r_f \) after which the connectivity has a drastic increase and that, further increase in \( r_f \) has no effect on connectivity. This confirms that there is a maximal range \( r_f \) after which there is no reduction on \( L \). The reduction in \( L \) can be seen in Figure 1(c), for two values of \( r_f \) (10\( r \) and 3\( r \)). Although we do not show, no significant change was observed in the clustering coefficient. In this case, we have assumed \( r=60 \), to make sure that the network was initially connected.

![Fig. 1. (a) Percolation probability as a function of the fraction of nodes with two radios, (b) Percolation probability as a function of \( r_f \), (c) Characteristic path length as a function of \( f \).](image)

We have also studied the effects of the special nodes on the propagation of a broadcast packet in the network. We randomly select a node to start a broadcast and at each time step, each node that received the packet forwards it to its neighbors with a transmission probability \( p_o \). Then, we computed the fraction of nodes at the end of the simulation that did not receive the message \( S(t_{max}) \). We call \( S(t_{max}) \) as the susceptible nodes as an analogy to an epidemic model in which the susceptible nodes represent the nodes that were not infected by the information at the end of the simulation.

The diamonds in Figure 2(a) represent \( S(t_{max}) \) for the fixed radius model (spatial graph) with \( r=60m \). Note that in general, the models with special nodes (\( f=0,1 \)) result in more efficient information diffusion than the simple spatial model for 0.1<\( p_o <0.3 \).
As shown in Figure 2(b), for $p_{tr}=0.2$ and different values of $r_f$, $S(t_{max})$ decreases as $f$ increases.

Finally, we performed simulations in which at each time step we switch off a node and calculate the percolation probability in the resultant network. In Figure 3(a), we show the effect of $r_f$ on the percolation probability for $f=0.1$ and $f=0$. In this case, we can clearly observe a more significant connectivity gain compared to the spatial model ($f=0$) as $r_f$ increases from $3r$ to $5r$. On the other hand, changing $r_f$ from $5r$ to $10r$ seems to produce no effect on network robustness. This result indicates that there is also a value of $r_f$ after which, increasing $r_f$, there is no effect on network robustness.

It is important to note that, even with special nodes, the percolation probability decreases as more nodes are switched off. This happens because the connectivity highly relies on the long shortcuts introduced by the special nodes. Therefore, if shortcuts are removed, the network quickly partitions. We have also performed experiments in which no special node is switched off (Figure 3(b)). In this case, the percolation probabilities as the typical nodes became inactive, for $f=0.1$ with different $r_f$ ($3r$, $5r$ and $10r$), are almost indistinguishable and very high compared to the spatial model ($f=0$).
This results also suggests that, even in the worst case ($r_f = 3r$), the special nodes form a kind of backbone, which is used by the other nodes in order to maintain the connectivity at high levels.

4 Conclusions

In this paper, we have applied the small world concept to ad hoc networks by adding a fraction $f$ of special nodes equipped with two radios, a short-range radio and a long-range one, operating in different frequency bands. Simulations results have shown that there are critical values of $f$ above which, the network connectivity significantly increases. Also, there is a critical $r_p$, above which there is no connectivity gain. These results have an important practical impact as they limits the power increase required to produce the long-range connections, as well as the number of long-range connections. It is also important to note that to obtain the same connectivity levels without special nodes we needed to increase the transmission ranges of all nodes. Furthermore, the simulation results showed the effectiveness of the special nodes in improving the broadcast efficiency and the network robustness as the nodes are switched off at random. As future work, we will also perform more realistic simulations including the protocols of the physical-link, MAC and network layers to evaluate the capacity of a wireless ad hoc network with the special nodes.
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Abstract. Emerging mobile wireless networks are characterized by significant uncertainties in mobile user population and system resource state. Such networks require adaptive resource management that continuously monitor the system and dynamically adjust resource allocations, such as the number of guard channels reserved for handoff calls, for efficient system performance. The main objective of this research is to manage resource such a way so that it can maintain the target call dropping probability as well as utilize the scarce wireless resource efficiently. We propose a simple adaptive resource management scheme which is event based to adjust the number of guard channels for maintaining target call dropping probability. We try to evaluate the performance of the proposed scheme using extensive discrete event simulation. The results indicate that the scheme can guarantee the target call dropping probability under a variety of traffic conditions, and so can utilize the scarce wireless resource efficiently.

1 Introduction

To support a large number of mobile users through frequency reuse, next generation mobile wireless networks are expected to have much smaller cell boundaries (called picocells). One of the direct consequences of smaller cell boundaries is the increased number of handoffs during the lifetime of a mobile call. If there is not enough resources in the new cell when a handoff is being attempted, the call has to be terminated prematurely. Such premature call termination is referred to as call dropping. From the user’s point of view, call dropping is more annoying than being blocked at call setup time (referred to as call blocking). For mobile data transactions, call dropping has more detrimental effect. A data transaction dropped in the middle of processing has to be restarted from the beginning. Therefore, call dropping causes not only user dissatisfaction, but also wastes wireless network bandwidth due to retransmission. Consequently, techniques which can reduce call dropping become increasingly critical in picocell
wireless networks. Ideally, wireless network providers should be able to precisely control the call dropping probability (CDP) in their networks at any time of the day, regardless of the traffic load and user movement patterns.

A basic approach to reduce CDP is to give handoff calls priority over new calls. The well known Guard Channel (GC) scheme [1] and its numerous variants [2,3] reserve a fixed number of channels (guard channels) in each base station for serving handoff calls. GC therefore trades off lower CDP with higher call blocking probability (CBP). Determining the optimum number of guard channels for a desirable CDP is the key design goal of GC schemes. FGC schemes, however, are not effective in future networks, where handoff traffic is expected to be highly dynamic. For dynamic environments, the guard channels in a given cell should be adjusted adaptively in response to traffic dynamics.

Schemes which adaptively allocate guard channels are called adaptive guard channel (AGC) schemes. Some AGC schemes require the network to perform additional functions, e.g., prediction of user mobility and call status exchange with neighbouring cells [4,5,6,7]. Because the network overhead of these schemes increases with number of mobile users, they do not provide scalable solutions for future wireless networks. To make it practically employable and scalable, we need localized schemes which do not depend on motion prediction or call status of neighbouring cells.

Recently several methods have been proposed to design AGC schemes which require only local information. Luo et al.
[8] proposed a localized AGC where a base station periodically measures the actual handoff rate and uses a M/M/1 queueing model to estimate the number of guard channels. Zhang et al. [9] used Wiener prediction theory to predict the future resource requirements of handoff calls.

We propose a simple scheme which is event based to adjust the number of guard channels for maintaining target CDP. The event is the call departure. When a call is departed from the cell, the scheme calculates the CDP and compares with target CDP, and adjusts the guard channel. The beauty of this scheme is that it is simple, and it can maintain the target CDP very well under a variety of traffic conditions. Only local information (number of handoff call coming and number of handoff call dropped) is used in this scheme. The computational overhead of this scheme is to compute the CDP once an event occurs.

The rest of the paper is organized as follows. Section 2 introduces adaptive resource reservation scheme. The simulation model is presented in section 3. The simulation results are presented and discussed in section 4. Finally, in section 5, we draw our conclusions.

2 Adaptive Resource Reservation Scheme

We consider a cellular network where a mobile station communicates with other mobile stations through a base station. When a mobile station crosses cell boundary in the middle of communication, a handoff occurs. In order to support the handoff calls, some channels are reserved (for example G out of C channels) for
handling the handoff calls. The rest of the channels are shared between new calls and handoff calls. The new call is accepted if the number of free channels is greater than G, and handoff call is accepted if there is any free channel in the base station. This is just like the guard channel scheme where the number of guard channels is fixed. In this scheme, we adjust the number of guard channels dynamically for varying traffic conditions and maintain the target CDP. The scheme is based on event which is call departure. When a call is departed, the system calculates the current CDP and compares with the target CDP, and adjusts the number of guard channels in the following way:

1. If the current CDP is higher than the desired CDP then the performance of the scheme is assumed to be worse than the desired one. The reason behind this is that more calls arrived than expected. Therefore, the reserved resource can not accept all of the handoff calls and, a greater number of calls are dropped. Hence the number of guard channels has to be increased in order to accept more handoff calls. Therefore, we increase the number of guard channels by $K$ (Where $K$ is a tuning parameter, and its value can be 1,2,....n) to reduce the dropping probability.
2. If the current CDP is equal to the desired CDP, the performance of the scheme is satisfactory. Therefore, the system will keep the same number of guard channels.
3. If the current CDP is less than the desired CDP, the controller performance is better than that desired. The reason behind this is that the system reserved too much resource for handling the handoff calls. The desired CDP could be satisfied with less number of guard channels. Therefore, the controller must reduce the number of guard channels by $K$ to utilize the resource efficiently.

3 Simulation Model

We have written a discrete event simulation program using C programming language to evaluate the performance of our proposed resource reservation scheme. Each call occupies one channel or one unit of bandwidth. The new calls originate within the cell, and handoff calls come from surrounding cells. The arrival process of new and handoff calls is Poisson with mean arrival rates $\lambda_n$ and $\lambda_h$, respectively. The call holding time and dwell time are exponentially distributed with mean $1/\mu$ and $1/\eta$, respectively.

The performance metrics of our scheme are CDP and CBP. CDP is the ratio of total handoff call dropped to the total handoff call arrived at a cell during the entire simulation time. CBP is the ratio of total new call blocked to the total new call arrived at a cell during the entire simulation time.

The cell capacity is 80. The handoff call arrival rate is exactly half of the new call arrival rate. The mean holding time and dwell time are the same i.e., 112sec. The target CDP is 0.01. The total simulation time is 180000 sec. Both new and handoff call arrival rates were varied during simulations. The value of $K$ is chosen 1 because it gives the better performance.
4 Results

Simulation results are shown in this section in order to see the performance of the proposed scheme. The predetermined target CDP is 0.01 (1%). The performance of the scheme in maintaining the predetermined CDP is presented in the second paragraph, and the performance in terms of the CBP is presented in the third paragraph. The performance of this scheme in terms of CDP after changing the traffic parameters such as call arrival rate, holding time online is presented in the last paragraph of this section.

Figure 1 shows the CDP with the variations of $\lambda_n$. The new call arrival rates are varied from 30 calls/min (low load) to 54 calls/min (high load). Results of the fixed reservation scheme with a constant reservation of 3 guard channels are also shown for comparison. The shortcoming of the fixed reservation scheme is immediately apparent. The CDP is too low (below target) for smaller new call arrival rates because then there are too many reserved channels for handoff calls. Conversely, the CDP is too high for higher new call arrival rates because there is smaller number of guard channels for handling the larger number of handoff calls. Our scheme precisely keeps the CDP because it dynamically adjust the number of guard channels depending on the traffic conditions. The scheme adjusts the
number of guard channels once a call is departed, so if the CDP is more than the target CDP then it gets an opportunity to adjust the number of guard channels. Therefore, the scheme can keep the target CDP 1% precisely for changing traffic conditions. For low load, our scheme keeps the smaller number of guard channels. On the other hand, a greater number of guard channels are kept for high load for maintaining the target CDP.

Figure 2 shows the CBP with the variations of $\lambda_n$. Here we also compare the result of our scheme with a fixed reservation scheme with a constant reservation of 3 guard channels. When the traffic load is low, the CBP is higher for fixed reservation than our scheme because more channels are reserved for handoff calls in fixed scheme. On the other hand, our scheme reserves fewer number of channels, and thus our scheme can accept more number of new calls. Conversely, in fixed reservation, the blocking probability is lower for high load because less channels are reserved for handoff calls, so it suffers more CDP as was seen in Figure 1.

![Fig. 3. Dropping Probability under a variety of call arrival rate](image)

![Fig. 4. Dropping Probability under a variety of call holding time](image)

In Figure 3, the call arrival rate (in calls/minute) is changed over time, from 42 (between 0 s to 60000 s) to 32 (between 60001 s and 120000 s) and then to 58 (between 120001 s and 180000 s). Similarly, in Figure 4, the mean call holding time is changed over time from 112 s (between 0 s and 60000 s) to 100 s...
(from 60001 s to 120000 s) and to 140 s (from 120001 s to 180000 s). Figures 3 and 4 clearly show that the adaptive resource reservation scheme can accurately track the target CDP under a variety of call arrival rates and mean holding times, whereas the CDP varies for the fixed resource reservation scheme with a constant reservation of 3 guard channels.

5 Conclusion

In this paper, we have proposed a simple adaptive resource management to maintain the target call dropping probability for mobile wireless networks. Our scheme can dynamically adjust the number of guard channels depending on the traffic conditions such as arrival rate, holding time. It was shown through simulation that the proposed scheme can maintain the target dropping probability under varying traffic conditions. For future research, we are trying to extend the proposed scheme for multimedia service where different type of services need different amount of bandwidth.
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Abstract. Multi-path transmission in ad-hoc networks provides higher bandwidth and better guarantee on packet delivery than the traditional single shortest-path method. This is important to multimedia applications since processing of data packets is sensitive to error and delay. Current ad-hoc protocols are classified as either proactive or reactive. Reactive protocols are more suitable for optimizing path selection than proactive protocols. Among a set of reactive protocols, DSR (Dynamic Source Routing) is the most commonly used protocol for multi-path transmission. However DSR lacks the ability to give a constant update on backup multi-paths. The aim of this comparative study is to investigate existing path updating techniques and incorporate them on backup multi-path update. Multicast, unicast and hello broadcast are compared analytically and tested on ns-2. The result of the simulated test has shown that an extension of AODV’s hello broadcast gives the best overall performance.

1 Introduction

The advance of multi-media applications has prompted researchers to undertake the task of finding suitable methods to carry multi-media data through ad-hoc wireless networks. The task of finding suitable methods for this particular application is rather difficult to achieve since ad-hoc networks exhibit highly dynamic link connectivity and are prone to error from radio transmission through the physical environment.

In addition to all of the above, the connectivity of wireless nodes is maintained by a set of network messages. The type of messages depends on the selection of routing protocols. Network messages either perform the task of updating network information periodically (Proactive Routing) or search for routes between source and destination on demand (Reactive Routing). Either way, the link status is maintained by nodes working co-operatively with each other. Co-operation between nodes has to occur because of the fact that there is no centralised body to monitor and control network resources. The absence of centralised network monitor has made the task even more difficult because there is no bandwidth guarantee or negotiation during the process of traffic connection.

The task of finding suitable methods to transport multi-media packets through ad-hoc networks is difficult but not impossible. In [1], [2] and [3] using a set of multi-paths to transport split video streams has been proposed. The original compressed video data is split into multiple streams [10] so that if one or more streams are lost
due to link failure or traffic congestion, the receiver can still have video playback with reduced quality.

In general, a set of multi-paths provides higher bandwidth and better guarantee on packet delivery than a single shortest path. However, the unpredictable nature of wireless link can still produce heavy packet losses. Further investigation has been done on each individual link and a set of links on each path. In [1] K-state Markov process were used to model a wireless link in ad-hoc network. Each K-state in the model corresponds to a certain range of received signal-to-noise ratio. Modeling of packet loss rate of the entire path is done by the accumulation of packet error rate (PER) of each individual link. In [3] and [9] link bandwidth availability of each path is measured by the accumulation of queuing packets in waiting and the total number of nodes.

The work presented in [1], [2], [3] and [9] has used DSR (Dynamic Routing Protocol) as the basic routing protocol to perform analysis on multi-path transmission. Other protocols such as AODV (Ad-hoc On Demand Distance Vector), ZRP (Zone Routing Protocol) and TORA (Temporally Ordered Routing Algorithm) are capable of performing multi-path transport, but DSR is still the most popular choice to implement network adaptation for multi-media traffic.

There are still issues that need clarification regarding the use DSR on multi-path systems. Although DSR has the ability to search and maintain active routes and the modified DSR in [3] has the ability to maintain multiple active routes for a pair of source and destination nodes with minimal network messages, DSR does not have the ability to maintain inactive routes for the purpose of multi-path selection. In this paper, active routes are referred to paths that carry data packets, while inactive routes remain connected but stay idle.

The purpose of this paper is to give a comparative study on various methods for inactive paths maintenance. This paper will not deal with specific problems to do with the physical medium or multiple channels of frequency, time and coding for radio transmission between nodes. The problems of coupled paths in alternate path routing are addressed in [8]. Packets would be blocked if two paths were coupled. Current methodology of multi-path routing would have incoming and outgoing packets to be accumulated in transmit and receive buffers, respectively.

2 Criteria on Multi-path Maintenance

There are similarities and differences between active and inactive route maintenance. In the case of active link failure in reactive routing, error messages are generated by a node located upstream of the broken link to inform the source about the failure [5]. Detection of the link failure is brought about by either (i) the expiry of required time of acknowledgement for the transmitted data packet or (ii) an end-to-end acknowledgement exceeding the required time. The former is performed by any two consecutive nodes in an active path at the data link layer. The latter is performed by the two end nodes of the path at the network layer [6]. If users require further transmission of packets on the network, then Route Discovery [5] is required to search for alternate route. In the case of inactive route, there are no error messages to inform the source since timeout for data packet acknowledgement cannot be used to detect link failure due to absence of data traffic.
Fresh update of link status is required for both active and inactive routes. The source needs to know the status of the path before it can decide which set of paths to use for optimal solution [3]. Proactive routing protocol is effective in constant update of route connectivity for both active and inactive routes. Network messages containing network status are exchanged between nodes periodically. Among a collection of single hop route entries protocols, TORA [7] is the most suitable protocol for multi-path. TORA, like most of proactive protocols, can only store one hop (namely next hop) information in its table entries. In the case of multi-path connection, a node at the intersection of multiple paths can store multiple neighboring hop status for the same destination. This leads to a new problem when the source node needs a set of new multi-paths.

Both [3] and [9] have suggested that feedback data is needed in order to select a set of optimal paths for multimedia traffic. Feedback information includes the accumulation of each individual queue sizes associated with each intermediate nodes and the number of nodes in the path. Although the total number of nodes and total queue size can be accumulated by the propagation of TORA update packets [7], the task has proven to be more difficult at the site of intersection.

In figure 1, when node A requires a route to E, it would generate query messages and flood the network until the destination node has been found or a relay node with the knowledge of next hop towards the destination node in its routing table. Node E in this case generates update messages and propagates back to Node A. If total queue length is produced by accumulation of individual queue size then Node B has two different total queue sizes, one of them from D->E and the other from C->F->E. Node B would have difficulty passing this multi-path information to node A since TORA only requires one hop information. As far as node A is concerned, it only knows that the next hop to E is through B and the number of hops to get there would be three, assuming that the shortest path method has been used.
3 Inactive Multi-path Maintenance Methods

3.1 Forward Route Discovery

As mentioned previously, connectivity update and route finding are the two criteria that inactive paths maintenance requires. In terms of searching for optimal multi-path, proactive protocols that use total node numbers and total queue size along a set of multi-paths prove to be extremely inappropriate. This leaves us with the reactive approach, which uses route discovery to search for a set of multi-paths as well as obtaining a set of useful information for optimal path selection.

Normal DSR route discovery has the ability to search for multi-paths as well as carry useful network information such as total queue sizes as well as total number of nodes. However every time a node initiates route request (RREQ) [5] broadcast, the wireless network tends to be flooded with RREQ packets. Additional flooding of the network is not desirable but is necessary in this case. Periodic flooding of RREQ is one technique that can be used to solve the problem of path finding and eliminate the need of route update. However this would have excessive increase in network overhead. Network overhead can be reduced if periodic routing update is operated on inactive paths. Source node can send network packets along inactive multi-paths to investigate their link status. If the link status of several inactive paths is down then the source node simply deletes it from its route entry. Flooding of the network is not required unless there are not enough spare paths for back up.

3.2 Periodic Neighbor Update

Sending network packets along inactive paths can have repercussions. If sections of inactive and active paths are fused together, then sending network packets to investigate path connectivity can affect data traffic on active paths. This point can be illustrated by observing path branching in figure 2. Assuming there are no further paths branching beyond the scope of the figure, Node D in this case would have two paths leading to destination (not shown), viz., Path D->G->H->… (the inactive path) and D->E->… (the active traffic path). Node B in this case would have two paths accumulated from node D as well as two extra inactive paths through C, which are in turn accumulated from F. If node A decided to send packet updates to investigate its inactive path connectivity, then it has to send three network packets containing routing information on link A<->B. If there is more branching further down the path, then more packets has to be carried by link A<->B. This is a serious problem since link A<->B is also an active link for data traffic.

Two methods of overcoming this update problem shall be described in this paper. In this section we shall describe the neighbor update method. This updating technique is also known as “Hello Messages Updating” in AODV [4]. In AODV when a node has not sent packets to its next hop towards destination node within a hello interval, it broadcasts a hello messages to find out its connectivity amongst its neighbors. The TTL of the hello broadcast is to be set to one so that it would not propagate throughout the network. If a node fails to receive a consecutive “Allowed_Hello_Loss” [5] hello message from its neighbor, then the connectivity around its neighborhood has changed. The advantage of this hello method is to relieve
excess load on a set of active links in case of path branching. Nodes among neighbors can simply transmit their identity with minimal information. The second advantage of updating neighboring information is that in multi-user environment, the connectivity status among network neighbors gathering around the intersection of inactive paths is readily available. Even though additional users may join in the network, there would be only a slight increase in the number of hello messages within the intersected region.

Fig. 2. Topology illustrating inconvenient use of sending network packets along inactive paths.

### 3.3 Updating with Multicast

The disadvantage of hello message technique is the large overhead when a small number of users are accessing the network. This problem can be overcome by sending update multicast message down both active and inactive paths. From now on, an update message is simply a network message issued by the source to investigate inactive path connectivity. This is not be confused with Update Packets of TORA. Multicast update can be illustrated by referring figure 2 again. If an update multicast packet is sent to node B, then two separate update packets can be replicated for D and C at the split path. This method only transmits one copy of update packet on each link regardless of path branching. This would guarantee that overloading of traffic on active link due to path branching would be eliminated. Link failure can be detected if reply timeout from downstream node has expired.

The disadvantage of this technique is that high number of users in the network can increase the number of network messages. This is due to the fact that sending update packets through known routes only guarantees path connectivity between each source and destination pair.
3.4 Broadcast from Destination

Forward broadcasting need both request and reply messages to discover paths between source and destination. If broadcasting were to be initiated at destination node, then route reply packets can be eliminated. Traditionally DSR [5] route request packets contain path information from source to the received node. The received node need not be the destination node that is specified in Target_Address [6] of route request packet. After running through route logic, routing information from the request packet is copied into the route cache of the received node.

The same mechanism can be utilised if Target_Address is the source node and IP_Source is the destination node. Upon capturing the request packets, route information, which leads to the destination, is to be recorded in the route cache. Route reply packets are not to be issued from the source node, rather it would send updating packet to each inactive routes if necessary. The construction of the reverse path that leads back to the source can be formed by issuing update packets.

4 Combined Path Search and Update for Inactive Path Maintenance

In the previous section, two path finding methods and three updating methods have been introduced to provide suitable inactive path maintenance. Performance on path management can be improved if some of these techniques are integrated together.

Hello messages and forward discovery can be integrated together to produce an combined effort on inactive route finding and updating. Whenever the source node needs updating, it simply broadcasts its hello message to its neighbor. If failed connection has been detected, error message would be propagated back to the source from the node, which detected the failure.

Backward broadcast would produce less overhead than forward discovery. However it alone cannot be combined with hello message updating method. This is due to the fact that relaying nodes only has information on forward paths only. Whenever link failure is located, it cannot send error messages back to upstream sources because of the absence of reverse path. Reverse path knowledge can be restored if the source multicasts update messages to its new discovered paths. The multicast update procedure only has to be initiated once to ensure the reverse path entries of relay nodes have been set. The rest of the update mechanism can be handled by hello messages. Multicast update can be combined with either forward path discovery or backward broadcast.

5 Simulation Studies

The discrete-event network simulator ns-2 was used to simulate three different updating techniques, namely, multicast, unicast and hello broadcast.
5.1 Additional Implementation for Update

The three updating methods are to update as many required multi-paths as possible without too much network overhead. The overhead restriction requires an additional algorithm to select as few nodes as possible to participate in the update process.

To begin with the implementation process, let us introduce three new states to each node. Each node would have its identity as well as a state variable corresponding to either ACTIVE, INACTIVE or NON_USE. As the name suggests, ACTIVE means that the node in question is located in an active path, INACTIVE means that it lies on an INACTIVE path and NON_USE means that it does not lie on any paths.

At the beginning of the updating process, a unicast update must traverse all the active and inactive paths to initialise each state variable within the node to INACTIVE. The state variable can only be set to ACTIVE status by receiving data packets. In hello broadcast, the initial unicast would also update the source table in each node. The source table can be implemented in different ways, but it must contain a state variable and be logically indexed by source node address. When a node receives an initial update, it would locate the source state variable in the source table and switch it to ACTIVE.

In addition to source table, each node must have a neighbor table containing a state variable indexed by the address of the node’s neighbor. The state variable of the associated neighbor is set to INACTIVE when the node receives an initial update packet. The information for the identity of each inactive neighbor can be found on an initial update packet due to the fact that the header field of an initial update packet is similar to that of DSR data packet. They both contain addresses of all intermediate nodes along the paths.

After the state variable of a node has been set to INACTIVE, each node would broadcast a hello message to its neighbor on every hello interval. Link breakage is detected if a hello broadcasting node does not receive a more than ALLOWED_HELLO_LOSS [11] consecutive hello messages from one of its neighbors that lies on either an active or inactive paths. When a link breakage has been detected, the detecting node would broadcast error packets containing its identity and the identity of the other node at the other end of the break. The detected node would set its out of range active or inactive neighbor to NON_USE and delete its routing table entries that use the broken link. The detecting node also checks whether there are still any paths that lead to its sources. If all the paths to a source have been deleted, then this source is set to NON_USE and if all the sources in its table entry are set to NON_USE then its node state is set to NON_USE, and periodic hello broadcasts for that node can be terminated.

When a node receives an error packet, it will delete path entries that use the broken link. The received node would only rebroadcast error message packets if it has path entries that use the broken link. The received node also updates its neighbor table entries, source table entries and its node state. When the user terminates its connection, the terminated source node would unicast an end of service packet to all its active and inactive paths. A node that receives the end of service packet performs the same updating procedure that it would after receiving an error packet.

The application of the hello message as described previously is slightly different to AODV’s hello message. Although they both concern the connectivity of its active neighborhood, hello in AODV is not concerned with overhead and multi-path update. In section 6.5 of [11] it is mentioned that every node generates a “hello” message on
every HELLO_INTERVAL. This could mean that all nodes in the network are broadcasting hello messages to check for connectivity. Reaction to link failure only takes place only when the broken link is an active link. Nevertheless the algorithm that was implemented in this simulation is an extension of AODV’s hello broadcast.

Multicast and unicast methods are quite straightforward to implement. In both methods, the source node only has to send update to its active and inactive paths periodically. The detection of link failure can be handled by the data link layer as described in section 3.3.

5.2 Results

A scenario of 18 nodes and a number of up to 8 users were used to generate the simulation results shown in figures 3 and 4. Each user transmits CBR (Continues Bit Rate) data with 0.025 seconds between 500-byte packets. The duration of the simulation is 7.0 seconds. Figure 3 shows the plot of the total number of network packets generated for different number of users. The network packet variable includes other DSR packets generated by route discovery and route reply, thus there is a general increase in the number of total network packets in all three methods including hello broadcast.

![Figure 3: Number of network packets versus number of users.](image)

As shown in figure 3 both unicast and multicast generate a lower number of network packets than hello broadcast for 2 users. As the number of users increases, both unicast and multicast have a higher rate of increase in the number of total generated network packets. Between 3 users and 4 users, the total number of network packets generated by unicast is greater than that of hello broadcast. Similar observations are made between 5 users and 6 users, but in this case it is between multicast and hello broadcast. Generally the total number of multicast packets is lower than unicast packets, but there is a crossover between 6 users and 7 users and
unicast crosses back again between 7 users and 8 users. The unsteady nature of unicast behavior could be caused by variation in source and destination locations. However the general trend of plot in figure 3 is that in most cases unicast has a higher number of network packets than that of multicast.

Figure 4 shows the overhead percentage over the number of users. The overhead percentage is the ratio of the total number of bytes generated for network messages to the total number of bytes generated in the simulated period. Hello broadcast is always lower than both unicast and multicast due to its small size update packets. As the number of users increases the overhead percentage of all three methods decrease. In particular hello broadcast has a higher rate of reduction in overhead percentage than both multicast and unicast.

6 Conclusions

A comparative analysis has been presented of different multi-path updating methods based on DSR. The purpose of multi-path update is to ensure that paths from source to destination are valid even though they are not active. Path update in conjunction with path discovery forms a multi-path management system for source traffic that require high bandwidth and low delay.

The DSR route discovery is capable of searching for additional routes between source and destination, but it causes too much overhead if activated too often. Destination broadcasting uses similar path discovery techniques to DSR route discovery, but requires no route reply messages.

Updating techniques are required to refresh connectivity information of all active and inactive paths so that minimum full network broadcasting can be achieved.
Among the three techniques analyzed, the extended AODV’s hello broadcast gives the best result in ad hoc networks with a moderate-to-high number of users.
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Abstract. Most reactive route discovery protocols in MANETs employ a random delay between rebroadcast route requests (RREQ) in order to avoid "broadcast storms". However this can lead to problems such as “next hop racing”, and high redundancy in the rebroadcasting. In this paper we propose a Priority-based Route Discovery Strategy (PRDS) to address both problems. PRDS assigns a high rebroadcast priority to “good” candidates to reduce next hop racing; and introduces a competing procedure to keep “bad” candidates from rebroadcast to alleviate “rebroadcast redundancy”. PRDS is a general mechanism that can be applied to different reactive routing protocols to improve the routing performance. As an example, a macrobian route discovery strategy using PRDS (PRDS-MR) is introduced. Simulation results show that PRDS-MR outperforms AODV in terms of packet delivery ratio and delay while decreasing routing overhead up to 50%~80%.

1 Introduction

Mobile ad hoc networks (MANETs) are considered as resource limited, e.g., low wireless bandwidth, limited battery capacity and the like. Because of this, the conventional routing protocols used in fixed networks are no longer appropriate for MANETs due to the heavy routing overheads that consume too much bandwidth and energy. Existing MANET routing protocols can be classified into three categories: proactive, reactive, and hybrid. Proactive routing protocols are table-driven and rely on periodical exchange of route information. Each node maintains route entries to all other nodes of the entire network. In large and highly dynamic MANETs, Frequent routing information exchanges are needed to keep routing table up-to-date, and this leads to heavy routing overhead and large memory consumption. Reactive and hybrid routing protocols are designed to address these problems. In reactive routing protocols, each node only maintains active route entries and discovers routes only when needed. In hybrid protocols, a network is partitioned into clusters or zones. Proactive and reactive routing protocols are then deployed in intra-cluster/ intra-zone and inter-cluster/inter-zone, respectively. The major advantage of hybrid routing is improved scalability; however, hierarchical address assignment and zoning/clustering management are complicated and can lead to heavy control overhead in high dynamic networks.
The operation of a reactive routing protocol has three basic stages: route discovery, packet delivery, and route maintenance. Different reactive routing protocols are distinguished by different strategies taken in route discovery and route maintenance. In this paper, we focus on route discovery strategies for reactive routing protocols. A source node initiates a route discovery by constructing a Route Request (RREQ) and flooding it to the network. On receiving a new RREQ, an intermediate node usually rebroadcasts it in a random delay, e.g. in AODV [1] and DSR [2], so as to avoid a “broadcast storm” due to synchronization as identified by Ni et al [3]. We abbreviate this random rebroadcast delay route discovery approach as RD-random in this paper. Li et al [4] argued that RD-random might not find the most desirable route, and Zhou et al [5] demonstrated that flooding, which is a broadcasting scheme using random rebroadcast delay, cannot guarantee the least delay.

Fig. 1 illustrates a route discovery scenario. Two of the possible paths from Source S to Destination D are shown in the figure, i.e. path S-C-E-F-D and the shortest path S-A-B-D. Two problems exist if RD-random is used in this scenario: 1) Path S-C-E-F-D may be selected instead of the shortest path S-A-B-D by the destination D. This phenomenon was identified as “next-hop racing” problem in [4]. 2) All nodes except for the destination D will rebroadcast the RREQ. This is not a serious problem in this scenario; however it will lead to heavy routing overhead and consequent implications such as extra bandwidth and energy consumption in a large scale dynamic network. We identify this phenomenon as “rebroadcast redundancy” problem.

The key motivation of this paper is to address the both these problems. The central idea is that as long as the above two problems are solved; the route discovery strategy expects that a route with better quality may be found while minimizing the routing overhead.

Fig. 1. Route discovery: S to D

The rest of this paper is organized as follows. Details of PRDS are given in Section 2. As an example, a macrobian route strategy based on PRDS is described in Section 3. Simulation results can be found in Section 4. Finally, the paper is concluded in Section 5.

2 PRDS

In this section, we describe the Priority-based Route Discovery Strategy (PRDS). The mechanism of PRDS is quite simple. It assigns a high rebroadcast priority to a “good” candidate for the next hop to solve the “next-hop racing” problem; it uses a competing procedure to prohibit “bad” candidates for the next hop from rebroadcast so as to solve “rebroadcast redundancy” problem.

In PRDS, a priority index (PI) indicates how good an intermediate node is for the next hop of the constructing route. PI is defined by some node/link/network state parameters according to different route design purposes. For convenience, we restrict the values of PI from 0 to 1, i.e. $PI \in [0, 1]$. In the next section, we will define a PI for a macrobian route strategy.
Then, the RREQ rebroadcast delay is estimated according to PI using the following formula.

\[ d = d_{\text{max}} \cdot (f(PI) + 0.1 \cdot \text{random}()) \]  

(1)

Where, \( d \) is the rebroadcast delay of a RREQ; \( d_{\text{max}} \) is the upper bound of \( d \). \text{random()} \) is a random function whose values are randomly distributed between 0 and 1. This term is used to differentiate rebroadcast delay when nodes have same PI value. \( f() \) is a function of PI that requires the features of (i) a bounded function with upper bound 1 and lower bound 0; (ii) \( f() \) decreases as PI increases. We define the function \( f() \) as follows,

\[ f(PI) = \tanh((1.0 - PI)/u_0) \]  

(2)

where \( \tanh(x) \) is a hyperbolic tangent function; \( u_0 \) is a constant and the value of 0.3 is appropriate for most cases. \( f(PI) \in [0,0.998] \) when \( PI \in [0,1] \). \( f(PI) \) decreases rapidly when \( PI \) approaches 1 so as to differentiate rebroadcast delay efficiently between high priority nodes.

When an intermediate node has determined the rebroadcast delay of a RREQ, it enters a competing procedure to rebroadcast the RREQ. In PRDS, each node needs to maintain a Competing State Table (CST). A CST contains three fields:

(i) \text{RREQ ID} that is used to identify a unique RREQ. It is represented as (Source ID, broadcast sequence). (ii) The number of times of receiving the same RREQ - \( n_h \). \( n_h \) is initialised to 1 when a node receives a first copy of a RREQ. It is also used to represent the competing state. It is set to 0 when the competition is over. Any following RREQs will be deleted as long as their related \( n_h \) equals 0. (iii) The timestamp of receiving the first copy of the RREQ. This field is used to maintain the CST with soft state mechanism, i.e. timeout mechanism.

In PRDS, we define two events: receiving a RREQ (This event is triggered when a node receives a RREQ.), and rebroadcast delay time out (This event is triggered when a rebroadcast delay expires.). We pre-assign the number of times \( (n_0) \) that a RREQ may be received. When a rebroadcast delay times out, PRDS checks the related \( n_h \) in CST. The node will rebroadcast the RREQ if \( n_h < n_0 \). Otherwise, the rebroadcast operation will be prohibited. We denote PRDS using different \( n_0 \) as PRDS/\( n_0 \), e.g. PRDS/1, PRDS/2, and so on. The sequence of operations for PRDS is shown in Fig.2.

3 PRDS-MR

In this section, we design a Macrobian Routing Protocol using PRDS. We term it PRDS-MR. We assume that (i) each node has its own location and mobility knowledge that can be learned from some positioning system; (ii) each node is equipped with an omni-directional antenna that has a transmission range \( R \). PRDS-MR aims at finding the route that has the following features in comparison with RD-random: the lifetime of the route is relatively long; the route length (hops) is not significantly long; routing overhead is minimised.
We first define two parameters: Link Alive Time (LAT) and Route Alive Time (RAT). LAT is the amount of remainder time during which two nodes remain connected. RAT is the minimum LAT of the links along the route from source to destination.

We denote the coordinates and moving speed of Node \( i \) as \((x_i, y_i, z_i)\) and \((u_i, v_i, w_i)\), respectively. The distance between Node 1 and Node 2 can then be expressed as,

\[
\text{DIS} = \sqrt{(x_d^2 + y_d^2 + z_d^2)} ,
\]

where \( x_d = x_1 - x_2 \), \( y_d = y_1 - y_2 \), \( z_d = z_1 - z_2 \).

A link exists between Node 1 and Node 2 if \( \text{DIS} < R \), i.e. Node 1 and Node 2 can communicate each other directly. The LAT of the link can be estimated as follows,

\[
\text{LAT} = \frac{-(x_d^2 u_d + y_d^2 v_d + z_d^2 w_d) + \sqrt{A - B}}{u_d^2 + v_d^2 + w_d^2} ,
\]

where \( A = (u_d^2 + v_d^2 + w_d^2)R^2 \), \( B = (u_d y_d - v_d x_d)^2 + (v_d z_d - w_d y_d)^2 + (u_d z_d - w_d x_d)^2 \), \( u_d = u_1 - u_2 \), \( v_d = v_1 - v_2 \), \( w_d = w_1 - w_2 \).

Now, we define \( PI \) for PRDS-MR as following,

\[
PI = p^{LAT} \cdot p^{DIS} \cdot p^{RAT} ,
\]

\[
p^{LAT} = \text{tanh}((\text{LAT}/\text{LAT}_0)/C_1), \quad p^{DIS} = \text{tanh}((\text{DIS}/R)/C_2), \quad p^{RAT} = \text{tanh}((RAT/RAT_0)/C_3) .
\]

where \( p^{LAT} \) is the contribution of LAT of the upstream link. It is the main part of \( PI \). It guarantees that those links with long lifetime have a higher \( PI \). \( p^{DIS} \) is the contribution of the length of upstream link. This term prevents very short links from being included in the route. \( p^{RAT} \) is the contribution of lifetime of the path from source to the current node. It prevents short lifetime routes from being selected. \( C_1, C_2, C_3, \text{LAT}_0, \text{LAT}_v, \text{DIS}_v, \text{RAT}_v \).
and $RAT_o$ are parameters whose values can be determined by experiment. In this paper, we set these parameters as follows,

$$C_1 = 0.30; \quad C_2 = 0.17; \quad C_3 = 0.05; \quad LAT_0 = 100 \text{ sec}; \quad RAT_0 = 10 \text{ sec}.$$ 

Figure 3 illustrates a route discovery scenario using PRDS-MR. $n_0$ is set to 1 in this scenario. Node S broadcasts a RREQ to discover a route to Node D. The numbers above links are ($LAT$, $RAT$, $DIS/R$); the number under a link is the PI for the receiving node to rebroadcast the RREQ. For example, numbers (60, 50, .9) above the Link A-B mean that $LAT$ of Link A-B is 60 sec; $RAT$ of Route S-A-B is 50 sec; length of Link A-B is 0.9. The number .96 under Link A-B means the PI for Node B to rebroadcast the RREQ is 0.96. In the figure, Node J is prohibited from broadcast because Link A-J is very short (so $p_{DIS}$ is very small). Node F is prohibited from rebroadcast because the $RAT$ of Path S-E-F is very short (so $p_{RAT}$ is very small). In this example, Path S-A-B-C-D is selected ($RAT=50$ sec); five nodes are prohibited from rebroadcast.

4 Simulation Results

To evaluate the performance of PRDS-MR, we have implemented PRDS-MR based on AODV in the Global Mobile Simulation (GloMoSim) developing library [6]. In the simulations, IEEE 802.11 Distributed Coordination Function (DCF) is used as the MAC protocol. The random waypoint model is utilized as the mobility model and the pause time is 0 second. The bandwidth of the wireless channel is 2Mbps. The data packet size is 512 bytes. The flow pattern is Constant Bit Rate. The maximum re-broadcast delay $d_{max}$ in Eq.1 is set to 30 ms. Table 1 gives the simulation parameters.

The metrics measured in the simulations are: Packet delivery ratio (PDR), throughput, average end-to-end delay, routing overhead (number of sending times of routing packets in the simulation), and route lifetime.

In the following figures, PRDS/$n_0$-MR denotes simulation results of the protocols using PRDS/$n_0$-MR mechanism, where $n_0$ is the threshold of the RREQ duplicate number as described above. $n_0=\text{ALL}$ means each node will rebroadcast every non-duplicated RREQ once.

<table>
<thead>
<tr>
<th># node</th>
<th>Area($m^2$)</th>
<th>Simulation time (Sec)</th>
<th>Other parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>1500x300</td>
<td>500</td>
<td>Communication pairs: 10;</td>
</tr>
<tr>
<td>100</td>
<td>2200x600</td>
<td>500</td>
<td>Communication load:</td>
</tr>
<tr>
<td>200</td>
<td>3500x900</td>
<td>300</td>
<td>Maximum speed: 20m/s;</td>
</tr>
<tr>
<td>500</td>
<td>4500x1500</td>
<td>300</td>
<td>Minimum speed: 0m/s;</td>
</tr>
<tr>
<td>1000</td>
<td>5500x2500</td>
<td>300</td>
<td>Resources:</td>
</tr>
</tbody>
</table>

Fig. 4 illustrates the average route lifetime of each scheme. It shows that route lifetimes of all PRDS/$n_0$-MR schemes are nearly two times as much as AODV. In AODV, RD-random is used in route discoveries; while in PRDS/$n_0$-MR, the long lifetime link has the high priority to be selected. The simulation results demonstrate that
PRDS/$n_0$-MR mechanism is effective. Within PRDS/$n_0$-MR schemes, PRDS/1-MR and PRDS/2-MR perform better than PRDS/ALL-MR.

The performance of PRDS against route length is shown in Fig. 5. The results show that the average route length of each PRDS/$n_0$-MR scheme is 5~14% longer than that of AODV. The macrobian route tends to include shorter links than AODV and leads to longer paths. Considering the benefit from route lifetime, the cost in route length is worthy. PRDS/$n_0$-MR leverages the route length and the route lifetime.

Fig. 6 shows the same variation tendency of routing overhead for all routing strategies. That is, routing overhead increases as network size increases. However it may be seen that the routing overhead of AODV increases much more rapidly than that of PRDS/$n_0$-MR. The reasons for low routing overhead for PRDS/$n_0$-MR are 1) macrobian route decreases the number of route discoveries; 2) a large amount of rebroadcasts are avoided in the route discoveries.

Fig. 7 illustrates the packet delivery ratio. As expected, the packet delivery ratio of each scheme decreases as network size increases. However, the packet delivery ratio of AODV decreases more quickly than any of the PRDS/$n_0$-MR schemes. The difference between them increases as network size increases. The delivery ratio of PRDS/$n_0$-MR is 2%~5% higher than AODV in 50 node network, while 20%~25% higher in 1000 node network. Among all schemes, PRDS/2-MR performs best; PRDS/1 and PRDS/ALL-MR perform similarly; AODV performs worst. The throughput results of different schemes are of the same features as the packet delivery ratio.

Fig. 8 presents the average end-to-end delay of each scheme. In general, delay of any scheme increases as network size increases. In small networks (network size is less than 100), the delay of AODV is lower than that of PRDS/$n_0$-MR. Whereas, the delay of AODV increases rapidly as network size increases and exceeds the delay of PRDS/$n_0$-MR soon.
Fig. 9 shows the signal collisions measured at MAC layer. If we compare Fig. 9 with Fig. 6, we will find that the curves in the two figures are very similar. This implies that signal collisions are highly correlated with routing overhead. Hence, AODV also consumes more bandwidth and energy than PRDS/n₀-MR.

From the above result analyses, we can conclude that PRDS/n₀-MR outperforms AODV in terms of packet delivery ratio, end-to-end delay, and route lifetime. At the same time, it decreases routing overhead significantly. It saves much network bandwidth and energy.

5 Conclusions

Current reactive route discovery protocols in Mobile Ad-hoc Networks (MANETS) employ random delays between rebroadcasting route requests. This has been shown to lead to “next-hop racing” and “rebroadcast redundancy”. In this paper, a novel route discovery strategy termed Priority-based Route Discovery Strategy (PRDS) is described that addresses both these problems. PRDS can be applied to different reactive routing protocols by defining the Priority Index \((P I)\) to find better quality route while decreasing routing overhead.

As an example, we have applied PRDS to design a macrobian route discovery strategy (PRDS-MR) and integrate it into AODV. Simulation results show that PRDS-MR outperforms AODV in terms of packet delivery ratio and end-to-end delay while decreasing routing overhead. PRDS-MR has better scalability than AODV.
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Abstract. In this paper, a new protocol for scheduling TDMA transmissions in a mobile ad hoc network has been considered. In this protocol, nodes may reserve time slots for unicast, multicast or broadcast transmissions. The protocol uses contention when generating the schedules, and its operation is distributed and concurrent, hence its operation is not affected by the network size but only by the node density. Consequently it is scalable and can be used in large networks. This protocol is termed E-TDMA (Evolutionary-TDMA). This last one is not based on the contention and there is a very little contention through another protocol for the MAC level that has been considered: Five Phase Reservation Protocol (FPRP). The protocol’s performance has been studied via simulation of a routing protocol (AODV) over E-TDMA MAC and the change of MAC parameters in order to evaluate the impact of MAC protocol over routing protocol has been evaluated.

1 Introduction

Wireless ad-hoc networks offer mobile nodes the possibility to share a common wireless channel without any centralized control or network infrastructure. Each node acts as a router forwarding packets to its neighbour nodes. In this environment, routing is a critical issue.

There are frequent unpredictable topological changes in these networks, which makes the task of finding and maintaining routes as difficult. Conventional routing protocols based on distance vector or link state algorithms can not be applied here, since the amount of routing related traffic would waste a large portion of the wireless bandwidth, and such discovered routes would soon become obsolete due to mobility of nodes [1].

Reactive protocols determine the proper route only when required, that is, when a packet needs to be forwarded. In this instance, the node floods the network with a route-request and builds the route on demand from the responses it receives. This technique does not require constant broadcasts and discovery, but on the other hand causes delays since the routes are not already available [6].

It is very interesting to investigate as the changes of the E-TDMA MAC’s parameters impact over the network performance. The protocol performances for high speeds, differently by simulations given in literature [2-3] has been evaluated. It is due because we believe that an opportune combination of the permanent colours and those temporary ones can allow to obtain optimal performances also for increasing speeds.
Section 2 summarizes the basics of the MAC protocol. Here we consider two algorithms developed for the MAC level, the Five Phase Reservation Protocol (FPRP) and the Evolutionary-TDMA (E-TDMA).

Section 3 describes the Ad hoc On Demand Distance Vector (AODV) protocol that is a routing protocol designed for mobile ad hoc networks. The protocol's algorithm creates routes between nodes only when the routes are requested by the source nodes, giving the network the flexibility to allow nodes to enter and leave the network at will. Section 4 summarises simulation assumptions, and Section 5 gathers numerical results. Conclusions are given in Section 6.

2 Medium Access Control (MAC) Protocol

The medium access control and its integration and interaction with routing protocol are a key issue for the deployment of efficient wireless ad hoc networks. Differently by classic studies in literature focusing on 802.11 MAC, this work focuses on a novel MAC protocol and its interaction with a routing protocol. The considered E-TDMA MAC is interesting for its contention phase technique exploited through Five Phase Reservation Protocol (FPRP) and for its update schedules mechanism based on two-hop neighbour schedule exchange. FPRP and Evolutionary Time Division Multiple Access (E-TDMA) make possible to build a routing protocol with QoS mechanisms \[4\] in order to exploit services different by classical best-effort service over wireless ad hoc networks. In the following a brief explanation is given.

2.1 Five Phase Reservation Protocol (FPRP)

A node can reserve time slot for data transmissions if it has a particular slot defined temporary colour. A node acquires a temporary colour through a protocol called Five Phase Reservation Protocol (FPRP) \[3\]. FPRP is a protocol for a node to reserve a broadcast slot with contention using a five-phase message exchange.

The protocol jointly and simultaneously performs the tasks of channel access and node broadcast scheduling. The protocol allows nodes to make reservations within TDMA broadcast schedules. It employs a contention-based mechanism with which nodes compete with each other to acquire broadcast TDMA slots. A node needs no a priori information about the network. A node uses the FPRP to explore its neighborhood and to make nearly conflict-free reservations. A reservation cycle has five phases and to see the specific tasks of these phases to see \[3\].

2.2 Evolutionary-TDMA

The E-TDMA is a new protocol for scheduling TDMA transmissions in a mobile ad hoc network \[2\]. In this protocol, nodes may reserve time slots for unicast, multicast or broadcast transmissions.

This protocol is very interesting because it is not centralized and it is independent from a central controller like other developed protocols \[4\].
The E-TDMA protocol allows nodes to assign TDMA transmission slots among themselves as network composition and bandwidth demands change. Nodes determine who can reserve transmission slot by contending for a permission called *temporary color* ($t_c$). Many nodes can acquire this permission simultaneously. A temporary color is a permission to reserve new information slots or permanent colors. If a node needs to make new reservation in a control epoch, it first needs to acquire one of these permissions. Its temporary color becomes invalid after this control epoch, and if it wants to make another reservation later it has to contend again.

A node needs a *permanent color* ($p_c$) in the *ctrl-schedule* for exchanging its scheduling information with its neighbors (but not for making new reservations). Once a node acquires a *permanent color*, it transmits in every slot designated this color as long as its transmission does not collide with others. If a collision occurs due to some topological change, a node will discard its current permanent color and reserve a new one.

The protocol produces two TDMA schedules simultaneously, each used in a different portion of the same channel and for different purpose. The first schedule is a broadcast schedule in which every node is assigned one slot. This broadcast schedule is used for nodes to exchange information in the control frame and is called the *control schedule* (ctrl-schedule). The second schedule carries user generated traffic in the information frame, and is called the *information schedule* (info schedule).

There are two phases in the Control Epoch: In the Contention phase there are $N$ FPRP cycles (where $N$ corresponding to $N$ temporary colour) as shown in fig.1. For every cycle FPRP there is an Allocation (in the Allocation Phase) as shown in fig.2

![Fig. 1. Control schedule and information schedule structure in E-TDMA MAC protocol.](image)

In the protocol, all nodes participate in the scheduling process on an equal basis. The scheduling process is executed across the entire network at the same time. Nodes do not wait in some particular order to schedule their transmissions.

Every node is responsible for its own transmission schedule. After a transmission is complete, the transmitter releases the slot, which can be reserved for another transmission. The protocol is characterized for a local nature. Every node exchange information with its one-hop neighbors, so it is not sensitive to the network size (Fig.3). The protocol operates within a single TDMA channel. The channel is partitioned into two epochs: a *control epoch* where the schedules are updated by the protocol, and an *information epoch* where user data transmission takes place. The two
epochs are interleaved periodically. Every node generates and maintains its own schedules in collaboration with its neighbors. No single node has global information such as the size, the membership or the schedules of the entire network. A node only directly interacts with its one-hop neighbors. Every node has information to other node (two-hop neighbors) indirectly through information to one-hop neighbors.

Fig. 2. Allocation phase structure (pc1…pcM are permanent colours and tcN….tc1 are temporary colours)

Fig. 3. Schedules updates between neighbour nodes in the control phase of E-TDMA protocol.

If a node S has to communicate with a node D the communication has to be conflict-free, in the sense that E-TDMA compute the scheduling above a path and assign the conflict-free slot above every link. If a communication is established, at the moment that it is established it’s conflict-free if there is the E-TDMA protocol at the MAC layer. If the number of temporary’ colours is increased the collision probability of the nodes until two hops of distance is reduced, because if two nodes that are to one-hop or two-hop distance contend for a temporary color in the same Control epoch they can receive both a temporary color for same FPRP cycles if there is more than a temporary color

3 AODV Protocol

The Ad hoc On Demand Distance Vector (AODV) [6-7], routing algorithm is a routing protocol designed for ad hoc mobile networks. AODV is capable of both unicast and multicast routing. It is an on demand algorithm, meaning that it builds
routes between nodes only as desired by source nodes. It maintains these routes as long as they are needed by the sources.

It is loop-free, self-starting, and scales to large numbers of mobile nodes.

We can see in fig. 4 as AODV protocol reacts when a source S establishes a route with a destination D. S sends a RREQ’ packet in broadcast and your neighbourhood (nodes A, B and C) receive this request. E will process only the first one packet that it receives. Nodes A, B and C rebroadcast the request packet (RREQ) received from S, because not have any route from the destination. B will not process the RREQ’s packet received from C.

When a source node desires a route to a destination for which it does not already have a route, it broadcasts a route request (RREQ) packet across the network. Nodes receiving this packet update their information for the source node and set up backwards pointers to the source node in the route tables.

![Diagram](image)

**Fig. 4.** a) Route request phase b) Route reply phase in AODV routing protocol.

A node receiving the RREQ may send a route reply (RREP) if it is either the destination or if it has a route to the destination with corresponding sequence number greater than or equal to that contained in the RREQ. If this is the case, it unicasts a RREP back to the source, otherwise, it rebroadcasts the RREQ.

As the RREP propagates back to the source, nodes set up forward pointers to the destination. Once the source node receives the RREP, it may begin to forward data packets to the destination. If the source later receives a RREP containing a greater sequence number or contains the same sequence number with a smaller hopcount, it may update its routing information for that destination and begin using the better route.

4 The Simulation Model

The performance of the MAC and routing protocols are studied with simulations realized on Network Simulator [8]. The implementation is based on the AODV module contributed by the MONARCH group, and the MAC protocol E-TDMA is added. The number of nodes in the simulated ad hoc network is 40; they are positioned in a 1000m x 1000m square region and have a transmission range of 250m.

We assume that each node moves with max speed $v_{max}$ and has a pausing time equal to 10 seconds. The node speed is uniformly distributed in the range $[0, v_{max}]$. 

We run our simulations with movement patterns generated for 5 different maximum speed: 0.5, 5, 10, 15, 20 m/s. 28 sources have been considered where a CBR source generates packets of 64 bytes (a packet becomes 84 bytes after IP header is added) at a rate of 20 packets per second.

Table 1 summarises the simulation parameters.

### Table 1. Simulation Parameters

<table>
<thead>
<tr>
<th>Input Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation area</td>
<td>1000x1000 m</td>
</tr>
<tr>
<td>Traffic sources</td>
<td>CBR</td>
</tr>
<tr>
<td>Number of sources</td>
<td>28</td>
</tr>
<tr>
<td>Sending rate</td>
<td>20 packets/s</td>
</tr>
<tr>
<td>Size of data packets</td>
<td>64 bytes</td>
</tr>
<tr>
<td>Transmission range</td>
<td>250 m</td>
</tr>
<tr>
<td>Simulation Time</td>
<td>500 s</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mobility Model</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobility Model</td>
<td>Random Way point</td>
</tr>
<tr>
<td>Pause time</td>
<td>10 s</td>
</tr>
<tr>
<td>Mobility average speed</td>
<td>0.5, 5, 10, 15, 20 m/s</td>
</tr>
<tr>
<td>Traffic pattern</td>
<td>Peer-to-peer</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Simulator</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulator</td>
<td>NS-2 (version 2.1b8a)</td>
</tr>
<tr>
<td>Medium Access Protocol</td>
<td>IEEE 802.11</td>
</tr>
<tr>
<td>Link Bandwidth</td>
<td>2 Mbps</td>
</tr>
<tr>
<td>Confidence interval</td>
<td>95%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MAC Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Permanent Color</td>
<td>15, 20</td>
</tr>
<tr>
<td>Number of Temporary Color</td>
<td>1, 2</td>
</tr>
<tr>
<td>Number of bytes for a slot</td>
<td>32</td>
</tr>
<tr>
<td>Number of slots for a frame</td>
<td>40</td>
</tr>
<tr>
<td>Number of info frames for a cycle</td>
<td>4</td>
</tr>
<tr>
<td>Number of FPRP cycles</td>
<td>8</td>
</tr>
</tbody>
</table>

### 4.1 Numerical Results

In fig.5 the throughput performance of wireless ad hoc networks for different maximum speeds is given. It is possible to observe the decreasing of data packet delivery ratio for high speed. This is due to instability of mobility scenario and to the great number of broken links of mobile nodes. The MAC parameters impact differently on AODV performances. For increasing permanent colours number a light improvement of the throughput (2-3%) is showed. More permanent colours gives more quickly the acquisition permission of channel for exchanging control information. The increase of temporary colours produces a improvement too (10%). More temporary colours are used in the networks, more chances of obtaining wireless channel are given. The improvement given by increasing temporary colours is more effective than increasing permanent colours. This due to greater possibility of giving transmission information slot to mobile node in few FPRP cycles, reducing the mobile nodes attempts to acquire the channels. In this way is reduced the collision probability. The increasing chance to transmit that is given to mobile node lead to decrease the normalized control overhead as shown in fig.6.
The drawbacks to increase the permanent and temporary colours could be to have control epochs longer in terms of time for a fixed number of FPRP cycles (in our case 8 FPRP cycles have been considered). However, the fig. 7 shows the improvement in terms of average end-to-end data packet delay. So for 15-20 permanent or 1-2 temporary colours the longer control epoch does not impact so negatively on routing protocol and the greater chance to obtain the info slot given by temporary colours or the better chance to exchange schedule updates given by permanent colours improve also the data packet delay.
5 Conclusions

This paper studies the impact of a novel MAC protocol called E-TDMA over a known routing protocol. The routing protocol considered has been the AODV protocol. The performance of E-TDMA has been evaluated for different permanent and temporary colours and the different impacts over considered routing protocol have been evaluated. This work lead out that to give to the wireless ad hoc networks more permanent and temporary colours can improve the routing protocol performance. This improvement are more effective for increasing temporary colours number than permanent colours ones.
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Abstract. The 802.11 DCF was designed for the single-hop wireless LAN scenario, where one central control system such as AP controls many nodes and mitigated the hidden terminal problem by exchanging the RTS/CTS message. However, in Mobile Ad Hoc Network (MANET), RTS/CTS exchange mechanism is not sufficient to solve hidden terminal problem and also this mechanism reserved a space more than needs so that spatial reuse is reduced. In this Paper, we proposed new Distributed MAC protocol to mitigate the hidden terminal problem and to increase the spatial reuse. we classify the neighbor nodes into two states – free state and constraint state – based on the interference tolerance of a receiving node.

1 Introduction

A MANET uses the IEEE 802.11 MAC DCF which is used in WLAN to access a wireless medium and transmit a frame [2]. With this scheme, hidden terminal problem is partially solved especially in multi-hop ad hoc networks. Because the 802.11 DCF was devised only for a single AP where all nodes are within the transmitting range of one other, various problems occur in wireless multi-hop environments. Figure (1) shows that the interference range of nodes are varied up to the distance between a sender and a receiver. In figure 1(a), the interference range (Ri) is larger than transmission range (Rtx) of a node, node D is out of the transmission range of node B but within the interference range of node B. As a result node B could experience collisions with a reception frame. Also, in figure 1(b), as the interference range of a node B is smaller than the transmission range of the node B, the reserved wireless medium by exchanging the RTS/CTS control message is larger than the interference range of the node. Although node C is out of the interference range of the node B, node C is deferring the transmission of a frame during a NAV time. As a result spatial reuse efficiency is reduced.
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In [1][6], the 802.11 RTS/CTS handshake is analyzed and these are shown that this mechanism is not always effective due to the fact that the power needed for interrupting a packet reception is much lower than that for delivering a packet successfully. Thus the virtual carrier sensing (VCS) implemented by RTS/CTS handshake cannot prevent all interferences. [1] shows that the interference range is varied up to the distance between the transmitter and receiver. The Interference range of the nodes is 1.78 times the distance of two nodes. When the distance of two nodes is greater than 0.56 times $R_{tx}$, $R_i$ of the nodes is larger than the $R_{tx}$ of the nodes. So, Hidden terminal problem is not completely solved. To solve this problem, a node only replies a CTS frame for a RTS when the receiving power of that RTS frame is larger than a certain threshold. Up to the distance between sender and receiver, [3] classified three different case with respect to the effectiveness of medium reservation, underactive, moderate, overactive respectively and showed spatial reuse index to evaluate the efficiency of the medium reservation accomplished by 802.11 VCS. [3] also showed that the space reserved by 802.11 for a successful transmission does not always match the space in which interference may occur. In case of overactive RTS/CTS scenario, [3] shows the spatial reuse efficiency is reduced prominently.

In this paper, to solve the hidden terminal problem and improve the spatial reuse, we classify neighbor nodes into two states, free state and constraint state, with respect to the interference tolerance of a receiver. When neighbor nodes are in the free state, they are robust to the interference due to potential hidden terminals and a spatial reuse efficiency is modest. To improve spatial reuse efficiency, these neighbor nodes in the free state could transmit a frame regardless of remaining NAV values which these neighbor nodes have. When neighbor nodes are in the constraint state they are susceptible to the interference caused by potential hidden terminals. To mitigate this problem we propose alert control message and using this message potential hidden terminals can be prevented from transmitting a frame.

2 A Proposed Distributed MAC Protocol

When neighbor nodes overhear RTS or CTS, these neighbor nodes are classified into two state with regard to the interference tolerance of a receiver. To classify these neighbor nodes into “Free state” and “Constraint state”, we modify the existing RTS/
CTS messages to the Extended RTS (E_RTS) and Extended CTS (E_CTS) such as figure (2). As a sender transmit the E_RTS the transmitting power (P_{tx, rts}) of the sender is specified in the power filed of the E_RTS header. On receiving the E_RTS, the receiver transmit the E_CTS as a response to it. When sending the E_CTS, the receiver includes its own interference tolerance power (P_{i, tolerance}) and P_{tx, cts}. The P_{i, tolerance} at the receiver is the margin of the power which receiver can endure and receive a frame without any errors even though the receiver experiences interferences caused by neighbor nodes’ transmission. On receiving E_RTS, the sender measure a receiving power (P_{rx}) and evaluate P_{i, tolerance} using eq.(1)

\[ P_{i, tolerance} = \frac{P_{rx}}{SIR_{threshold}} \]

Where the SIR_{threshold} is the signal to interference ratio threshold at which receiver can decode the encoded receiving frame without any errors. If experienced interference power at the receiver is greater than SIR_{threshold}, the receiver can not decoded the frame. P_{rx} should greater than or equal to the P_{r, threshold} which is a minimum reception power that receiver can receive and decode a frame.

![Frame control](a) 802.11 RTS message  
(b) Extended RTS message

![Frame control](a) 802.11 CTS message  
(b) Extended CTS message

Fig. 2. Modified Extended RTS/ Extended CTS to classify neighbor nodes’ states

### 2.1 A Constraint State

A constraint state: when the nodes in a constraint state defer a transmission during NAV and broadcast the alert message to mitigate the hidden terminal problem. To do this, when neighbor node k overhear the E_RTS or E_CTS from sender i or receiver j respectively, they measure P_{rx} and evaluate the channel gain G_{ik} or G_{jk} using eq.(2)

\[ G_{jk} = \frac{P_{rx} (receiving power)}{P_{tx, rts, cts} (transmission power)} \]

When node k overhearing a E_RTS or a E_CTS transmits a frame with a transmission power of P_{tx, k}, this power appear at node j with the interference G_{jk}*P_{tx, k}. If this interference is greater than P_{i, tolerance}, it could disrupt a current receiving so that the node satisfied eq.(3) is considered oneself constraint state and is deferring a transmission for NAV.
\[ P_{i,\text{tolerance}} < G_{jk} \cdot P_{tx,k} \]  

**Alert message**: as figure (3) the \( R_i \) of a node is greater than the \( R_{tx} \) of it, the nodes (ex: node D) which is out of the \( R_{tx} \) of the receiver (e.g. B) but within the \( R_i \) could disrupt the current reception at receiver. To solve this problem, among the nodes which overhear only E_CTS message, only node which satisfy the eq.(3) above and eq.(4) below can broadcast

\[ P_r \approx P_{r,\text{threshold}} \]  

the alert message. on the reception of this alert message, nodes (e.g. D) should defer their transmission for NAV so that current reception at receiver (e.g. B) couldn’t be disrupted by the hidden nodes (ex: D). That is, the node which is in the constraint state and within the transmission range of the receiver j can broadcast the alert message. The wireless channel access procedures for the alert message transmission shows in figure 3(a). A node which meets the eq. (3), (4) can access a wireless channel with random backoff mechanism. the maximum backoff time is 6*SIFS. If nodes which ready to send the alert message receive the alert message, this nodes stop to send and drop it. That is, the only node which access the channel first can broadcast the alert message. If nodes receive the alert message but didn’t overhear E_RTS/E_CTS, these node are out of the \( R_{tx} \) of both sender and receiver. So these hidden nodes potentially interfere with a reception at the receiver. To prevent this, nodes which receive the alert message but didn’t overhear E_RTS/E_CTS should

![Diagram](image)

(a) A node at the boundary of the receiver
(b) Alert message frame format
(c) Exchange of E_RTS/E_CTS/DATA/ACK

**Fig. 3.** Alert message to mitigate the hidden terminal problem
defer their transmission during NAV which is included in duration field of alert message. This NAV indicate the duration until sender can receive ACK frame.

2.2 A Free State

If neighbor nodes receive E_RTS or E_CTS or both and satisfy eq.(6), they are considered to be in free state.

\[ P_{i, tolerance} > G_{jk} \times P_{tx,k} \]  

That is, as receiving signal power of receiver is even larger than interference noise power, the free state is robust to interference. Therefore, neighbor node that satisfy eq.(5) can transmit frames without interfering with a reception at the current receiver. So, nodes in free state can access to wireless channel through normal CSMA/CA mechanism regardless of remaining their own NAV and transmit frames to another nodes except node that sender ID is same as E_RTS or E_CTS overheard.

3 Simulation

In this paper, the performance of proposed MAC protocol is compared with standard IEEE 802.11 MAC protocol in ad hoc environment using ns-2.26[4]. We use a String topology and analyzed performance with varying distance between nodes. Wireless channel is assumed as symmetric in both direction, and we use the Two-way ground model[5]. Bandwidth of wireless channel is 2 Mbps, and we didn’t consider the movement of nodes.

In figure 4, we can see the throughput of both 802.11MAC protocol and proposed MAC protocol are increased as the distance between nodes is far apart. Because the number of nodes that can transmit frames at the same time is increase as the distance between two nodes is increasing.

Proposed MAC protocol mitigate the hidden terminal problem and enlarged the space efficiency, therefore the total throughput is improved as shown by figure (4).

(a) Aggregate Throughput (50M Distance)  (b) Aggregate Throughput ( 200 M Distance)  

Fig. 4. The throughput up to the distance between nodes
4 Conclusion

In this paper, we specified neighbor nodes into two states, the free state and the constraint state, to mitigate the hidden terminal problem and enlarge the space reuse efficiency. To determine neighbor node’s state, we introduced E_RTS/CTS messages that was modified from original RTS/CTS messages. The case that the neighbor nodes are in the constraint state, they could transmit the new alert message we proposed to solve the hidden terminal problem. And the case that neighbor node is in the free state, transmitting data without physical/virtual carrier sensing to enlarge the space efficiency and increase throughput.
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Abstract. Most distributed power control algorithms have been proposed assuming constant interference and constant path gain. These considerations may result in lower performance gains in fast time-varying channel conditions. The algorithm presented herein addresses this problem efficiently and it is based on a simple prediction method, utilizing Taylor’s Series. In each iteration, the proposed algorithm predicts both the path gain and the interference and after that, adjust the transmit power.

1 Introduction

In cellular wireless systems, good communication can be efficiently provided by ensuring just a minimum signal quality for individual connections. By appropriately adjusting transmission power levels, minimum link quality requirements can be attained without incurring in unnecessary interference generation. This technique is called power control.

However, the employment of this technique is not trivial when we strive with a multipath environment, where fast fading occurs, since SINR depends on the path gain and the co-channel interference, which are influenced by fast fading. Fast fading, also called short-term fading or multipath fading, is the phenomenon that describes the rapid amplitude fluctuations of a radio signal over a short period of time or travel distance. These rapid fluctuations cause degradation in the action of power control [1].

Some papers have studied the performance of power control in fast fading environment. In [2], a new algorithm is derived from the classical Distributed Power Control algorithm (DPC) [3], considering a time-varying path gain. In [4], a neural network is used to predict the future channel conditions. Similarly, [5] and [6] use adaptive filters, with tap weights updated by least-mean-square (LMS) and recursive least-square (RLS) algorithms, respectively, in order to predict the future path gain.

In this work, a new distributed power control algorithm is presented, outperforming the classical Distributed Power Control algorithm (DPC) [3] when a
time-varying channel is considered. This new algorithm differs from the DPC in that its deduction assumes both path gain and interference to be time-varying functions and it predicts this variations through the Taylor’s Series.

2 The New Algorithm

The discrete-time SINR $\rho_i(k)$ of a link is given by:

$$\rho_i(k) = \frac{g_i(k) \cdot p_i(k)}{I_i(k)}$$  \hspace{1cm} (1)

So, the instantaneous transmit power necessary to balance this link for $\rho_i(k) = \rho_t$, for all instants $k$, is such that:

$$\rho_t = \frac{g_i(k) \cdot p_i(k)}{I_i(k)} \Rightarrow p_i(k) = \frac{\rho_t \cdot I_i(k)}{g_i(k)}$$  \hspace{1cm} (2)

We do not predispose of values of $I_i(k)$ and $g_i(k)$, because these are instantaneous values. In order to solve this problem, we propose a simple prediction method based on Taylor’s Series.

Taylor’s Series is used to expand continuous functions $f(x)$ in following form [7]:

$$f(x) = f(x_0) + \sum_{n=1}^{\infty} \frac{f^{(n)}(x_0) \cdot (x-x_0)^n}{n!}$$  \hspace{1cm} (3)

where the term $f^{(n)}(x)$ represents the $n^{th}$ derivative of $f(x)$ with respect to $x$. Due to $(x-x_0)^n$ and $n!$, when $x$ and $x_0$ are adjacent values, the higher order terms can be neglected. Thus, keeping only the first two terms of the series, we have:

$$f(x) \approx f(x_0) + f'(x_0) \cdot (x-x_0)$$  \hspace{1cm} (4)

Now, we transform (4) into a difference equation. For this, we assume that $x_0$ is the current discrete time instant $k$ and $x$ the next instant $k+1$. Further, $f'(x_0)$ is approximated by $f(k) - f(k-1)$. In this way, we obtain:

$$f(k+1) \approx 2 \cdot f(k) - f(k-1)$$  \hspace{1cm} (5)

Therefore, we can use (5) in order to predict the path gain and interference:

$$\hat{g}_i(k+1) = 2 \cdot g_i(k) - g_i(k-1)$$  \hspace{1cm} (6)

$$\hat{I}_i(k+1) = 2 \cdot I_i(k) - I_i(k-1)$$  \hspace{1cm} (7)

So, using (2), (6) and (7), the transmit power at instant $(k+1)$ is expressed by the following proposed algorithm:

$$p_i(k+1) = \rho_t \cdot \frac{\hat{I}_i(k+1)}{\hat{g}_i(k+1)} = \rho_t \cdot \left[ \frac{2 \cdot I_i(k) - I_i(k-1)}{2 \cdot g_i(k) - g_i(k-1)} \right]$$  \hspace{1cm} (8)
The obtained SINR in discrete time $k + 1$ is:

$$\rho_i(k + 1) = \rho_t \cdot \frac{\hat{I}_i(k + 1)}{I_i(k + 1)} \cdot \frac{g_i(k + 1)}{\hat{g}_i(k + 1)}$$

Note that when the estimations tend to correct values, that is, $\hat{g}(k + 1) \approx g(k + 1)$ and $\hat{I}(k + 1) \approx I(k + 1)$, the SINR tends to $\rho_t$.

### 3 Simulation Results

We now illustrate the performance of the proposed algorithm by simulations utilizing a simulator consisting of a co-channel set of trisectorized base station in downlink direction. The co-channel sector set size comprises one layer of interferes. Base stations are localized on the corner of sectors. The sector antenna radiation pattern employed is ideal. The main-lobe gain is 0 dBi and the gain outside sector is -200 dBi. A snapshot simulation model is assumed where mobile stations are uniformly distributed over the cell area. In each snapshot, up to 600 iterations of the power control algorithm are performed, in intervals of 1 ms. Other simulation parameters are set as follows. The cell radius is set to 1.5 km. A simplified path loss model is used, where $PL(d) = 120 + 40 \log_{10}(d)$ [dB]. The distance $d$ is expressed in kilometers and represents the distance between mobile and base stations. Shadowing standard deviation is assumed 6 dB. Fast fading is implemented following the Jakes’ model [8] with two different Doppler spreads: 18.5 Hz and 92.5 Hz.

The target SINR $\rho_t$ for both algorithms is set to 8 dB. Maximum base station transmit power is limited to 35 dBm and the initial transmit power is set to the minimum transmit power (-70 dBm). The noise power is set to -110 dBm.

![Sample of SINR evolution for the evaluated power control algorithms, with Doppler spread 18.5 Hz and reuse pattern 3/9.](image)
Figs. 1 and 2 show a sample of the SINR evolution achieved by a given user in a typical snapshot for DPC and the proposed algorithm. In this case, seven co-channel base stations are considered and the same system configuration and fading realizations are used for both algorithms. The simulated reuse pattern for each figure is 3/9 and 1/3, respectively, with Doppler spread 18.5 Hz.

From figs. 1 and 2, it is clearly observable that the proposed algorithm is able to stabilize the SINR around the target SINR better than DPC algorithm. In other words, the mean squared error (MSE) between the actual and the target SINR is smaller for the proposed algorithm than for DPC. This behavior was observed for all snapshots.

A sample of how the proposed algorithm performs with gain and interference prediction is shown in figs. 3 and 4 for the same snapshot in figs. 1 and 2. Figs.
3(a) and 3(b) present the behavior of the path gain and the tracking performance of the path gain prediction for reuse patterns 3/9 and 1/3, respectively, with the Doppler spread 18.5 Hz. Equivalently, figs. 4(a) and 4(b) show interference and its prediction. It can be observed that prediction based on Taylor’s Series achieves good performance for both path gain and interference. The same behavior was observed in all snapshots.

In fig. 5, we illustrate how the superior tracking capability of the proposed algorithm translates into a system-level advantage. In practical systems, it is difficult to keep the SINR exactly at the target value, especially for high speeds [1]. Therefore, we assume an SINR margin below the target SINR in which signal quality is assumed acceptable. We simulated 5000 snapshots for several system loads with reuse pattern 3/9 and 1/3 and calculate the average fraction of time in which the achieved SINR is below the target SINR by a margin of 1 dB.
The simulated maximum load is equivalent to seven co-channel cell, that is, the central cell and an interferer ring with six co-channel cells.

In fig. 5(a), it can be observed that the employment of the new algorithm allows for a significant capacity gain when compared to the DPC, when a Doppler spread of 18.5 Hz is considered. Fig. 5(b) shows the performance of the algorithm with a Doppler spread 92.5 Hz. As the channel variation rate increases, it is expected a performance decrease for both algorithms. However, it can be observed that the proposed algorithm still outperform the DPC algorithm for this Doppler spread.

4 Conclusions

This work has presented a new algorithm for power control in wireless communications systems. The proposed algorithm works well in fast time-varying channels, since they predicts both fast fading and interference variations. The prediction method is based on Taylor’s Series and it has low complexity. We demonstrated through simulations that the proposed algorithm is superior to the conventional DPC algorithm, thus resulting in potential capacity gains in mobile communications systems.
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Abstract. This paper presents a new algorithm, Extra, for extending the lifetime of ad hoc networks. Extra tries to conserve energy by identifying and switching off nodes that are momentarily redundant for message routing in the network. Extra is independent of the underlying routing protocol and uses solely information that is collected locally. Simulation studies conducted have shown promising results.

1 Introduction

In recent years, computer ad hoc networks have been receiving more attention. These are networks without defined topology, whose nodes are moving and they communicate through radio channels. As it does not have a centralized element, all the nodes in network should cooperate to permit messages routing. Several routing protocols in ad hoc networks were proposed in the literature, e.g., DSDV [1], DSR [2], TORA [3] and AODV [4].

An important characteristic of mobile devices in an ad hoc network is the energy consumption, because they usually depend on battery. In that way, besides the traditional metric to evaluate a protocol like packet delay and drop rate, lifetime of the network is important. The nodes in a ad hoc network consumes energy not only when they are transmitting or receiving messages, but also when they listen for any data (idle). That happens because the electronics of the radio can be energized to maintain the capacity to receive messages. Several studies indicate that the necessary power for transmission, reception and listen is, typically, in the order of 1,60W, 1,20W and 1,0W, respectively[5]. However, if the radio goes in sleeping state, the consumption falls to 0,025W. Those values indicate that, to be an effective decrease in the battery consumption the radio should be put in sleeping state by a certain period of time, during the operation of the network.

An interesting comparison on the consumption of energy of several ad hoc network protocols was showed in [6]. In this study, the authors observed the energy
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consumption of AODV, DSR, DSDV and TORA protocols presents approximate the same value of energy consumption when the idle state consumption is considered. Then, we noticed the importance of minimizing such periods, although we have to guarantee the connectivity in the network or, at least, try to maintain the metrics in acceptable values compared to the value when all nodes are energized.

The BECA (Basic-Energy Conserving Algorithm) algorithm[7], minimize the energy consumption maintaining the radio turned off by the maximum possible period, supporting a higher latency, but having a smaller energy consumption. Another algorithm, GAF (Geography-informed Energy Conservation for Ad Hoc Routing) [6], uses the geographical positioning information (e.g., using a GPS) to support the mechanism of energy conservation.

Several works discussed the conditions what a node should put to sleep and maintaining the network connectivity using only locally information, are all based in heuristics, without a formal proof[8]. In this work, the authors show and demonstrate a theorem of necessary and sufficient conditions for a node to turn off its radio, maintaining the connectivity of the network.

In this paper, we will present the Extra algorithm to deal the problem of the coordination of the entrance in sleeping state of nodes in ad hoc network. This algorithm allows to each node in the network to make decisions in an autonomous way, based only on local information. Additionally, it can work together with any ad hoc routing protocol.

2 The Extra Algorithm

The Extra algorithm implements an energy saving mechanism in ad hoc networks. It can be implemented on any reactive protocol, demanding few changes in routing protocol. Another important point is that the mechanism only uses locally information in each node, and it is not also necessary any communication.

The energy saving procedure is based on put network nodes in sleeping state. In other words, the node radio is turned off to avoid listens in idle mode, that consumes as many energy as the transmission and the reception of messages.

The main characteristic of this energy saving mechanism, and what differs it from other proposals, is the decision to sleep and the duration of sleeping state. In this algorithm, each node will have a probability P, chosen based on heuristics, to start sleeping. In highly populated networks, where there is more active nodes to maintain network connectivity, P is high. When the density decreases, we have to take care to avoid disconnection, reducing the probability.

2.1 Algorithm Operation

During its operation, a node can be in one of three states: Active, Listening and Sleeping, as showed in Figure 1. A node starts operation sending a hello message, reporting its neighbors that it is in the Active state, i.e., the radio is on and ready to transmit. It will stay in this state during Ta seconds. If during this period it receives a
data packet (as the destination or is part of a route) or a route response, the counting
of $Ta$ time is restarted. Elapsed this time, and not having received any message, the
node decide, with probability $P$, if it will sleep or it will stay active. If the node stays
active, another cycle of $Ta$ seconds is started.

![Node state transition in Extra](image)

**Fig. 1.** Node state transition in Extra

A node stays in the Sleeping state for $Td$ seconds. At the end of this time, the node
changes its state for Listening. In this situation, the radio is turn on to listen the me-
dium to verify if there is some message destined to him. If it is true, the node restarts
the whole cycle, going to the Active state. In case there are no messages during a
period of $Te$ seconds, the node goes back to the Sleeping state. This procedure is
repeated $N$ times, after that starts the cycle. In order to control neighbors' state, each
node has a cache mechanism updated when a packet is received. If, after an interval,
no new message be received from a certain neighbor, its information is considered
obsolete and it will be withdrawn from the cache.

### 2.2 Obtaining Probability $P$

The procedure to calculates the probability $P$ is responsible for the decision to start
the energy saving mechanism. The $P$ value is varied to adjust the energy saving
mechanism in agreement with the network conditions in the moment. For the first
implementation of the algorithm, only information regarding the connectivity and
energy level is considered. Simply, $P$ should be higher when the node energy level is
high and also when the number of neighbors is high. Based on this comment, some
heuristics were developed.

**Heuristic 1:** its characteristic is to try to preserve the network connectivity. Then,
greater value of $P$ and, i.e., high probability to sleeping, is attributed to the nodes in
high density area. Smaller value of $P$ is attributed in low density area. The value of $P$
is defined by the product of the number of neighbors by a constant $K$. However, to
avoid that all the nodes in a very populated region go asleep at the same time, the $P$
value is limited by the constant, $L$. In that way:

$$P(h1) = K \times \text{neighbor\_number}()$$

If ($P(h1) > L$), then $P(h1) = L$
where neighbor_number() is the quantity of neighbors of this node. In the tests accomplished for that work the values chosen were $K = 0.1$ and $L = 0.9$.

**Heuristic 2:** its characteristic is also to try to preserve the network connectivity. In this case, the value of $P$ will be the division of the number of active neighbors by the total number of neighbors of the node.

**Heuristic 3:** the main objective of this heuristics is to save energy when it is insufficient, in spite of the effect that can produce in the connectivity. Here, the value of $P$ is obtained by the relation between level of current energy and the level of initial energy of the node. This heuristics can be seen as a selfish behavior. In that way:

$$P(h3) = 1 - \frac{\text{current_energy}()}{\text{initial_energy}()}$$

where current_energy() is a the amount of energy remaining in the node and initial_energy() is the initial energy of the node.

**Heuristics 4:** this heuristics is a combination of the heuristics 1 and heuristics 3. In other words, it try to save energy balancing the network connectivity and energy conservation in the node. Its definition is the following:

if $(P(h1) = \text{ref})$ and $(P(h3) = \text{ref})$ => $P(h4) = \max(P(h1), P(h3))$

if $(P(h1) = \text{ref})$ and $(P(h3) < \text{ref})$ => $P(h4) = P(h1)$

if $(P(h1) < \text{ref})$ and $(P(h3) = \text{ref})$ => $P(h4) = P(h3)$

if $(P(h1) < \text{ref})$ and $(P(h3) < \text{ref})$ => $P(h4) = \min(P(h1), P(h3))$

where $P(h1)$, $P(h3)$ and $P(h4)$ are the values of $P$ returned by the heuristics 1, 3 and 4, respectively, and ref is an adjustable parameter, whose value attributed in the implementations was 0.5.

**Heuristics 5:** has similar objective to the heuristics 4. It is the combination of the heuristics 2 and heuristics 3, also looking for save energy where it is in shortage, although trying to maintain the network connectivity. Its definition is the following:

if $(P(h2) = \text{ref})$ and $(P(h3) = \text{ref})$ => $P(h5) = \max(P(h2), P(h3))$

if $(P(h2) = \text{ref})$ and $(P(h3) < \text{ref})$ => $P(h5) = P(h2)$

if $(P(h2) < \text{ref})$ and $(P(h3) = \text{ref})$ => $P(h5) = P(h3)$

if $(P(h2) < \text{ref})$ and $(P(h3) < \text{ref})$ => $P(h5) = \min(P(h2), P(h3))$

Finally, in all the accomplished tests, the attributed values $N$, $T_a$, $T_e$ and $T_d$ were, respectively, 15, 4s, 0.05s and 0.5s.

### 3 Performance Evaluation

The Extra algorithm was evaluated through simulation methodology. The goal was validate the algorithm in a great number of ad hoc network scenarios. To evaluate the performance it was compared with basic AODV protocol, as the reference protocol, and with GAF algorithm with AODV protocol. To validate the simulation model, each metric was measured in 10 different scenarios, and the average value was presented with confidence interval of 95%.

The simulator used in the tests was the Network Simulator - ns-2, version 2.26 [9]. To create the simulation scenario, it was used the BonnMotion version 1.1 [10].

The simulation scenario used 60 nodes, moving in a random way (random waypoint model) in a 1200 m by 600m area. There were defined 4 static nodes on the
edges of simulation plane acting as source and sink of traffic. The nodes speed were 0 m/s, a static network used as reference, 1 m/s, equivalent to a person walking, and 10 m/s, a vehicle in urban environment (36 Km/h).

The simulation time was 900 seconds, to permit a comparison with measures accomplished for GAF algorithm in [6]. In all scenarios, we use pause times of 0, 30, 60, 120, 300, 600 and 900 seconds. The radio has 250m range, and the propagation model was the two-ray-ground. For traffic model we choose two sources and two sinks implemented in fixed nodes, with CBR traffic over UDP transport. The packet size was 512 bytes. The evaluated rates were 1 pkt/s, 10 pkts/s and 20 pkts/s, producing in each simulation rates of 2, 20 and 40 pkts/s, respectively.

The energy model chosen is based on the measures from [5] of WaveLAN 2 Mb/s board. The values obtained in this work were 1,6W for transmission, 1,2W for reception, 1,0W in idle (listen) and 0,025W in sleeping state. The initial energy attributed to each node was 500 J, enough to maintain the network working for about 450s with AODV protocol. As the simulation time was 900s, we can observe the behavior of energy saving mechanism.

3.1 Results

In the results presented here none control of energy is considered for AODV protocol and GAF is assumed running with AODV. The first measure indicates the network lifetime obtained by Extra algorithm. In Figure 4 we show a comparison among the performance of AODV, GAF and all Extra heuristics. For this graph it was used a pause time of 0s, the mobile nodes had speed of 1m/s and a rate of 10 pkts/s was maintained for each fonts. On this figure, we can see the benefit of Extra algorithm.

![Fig. 2. Lifetime: AODV, GAF and Extra (for several heuristics)](image)

The results of packet drop rate and percentile 90 of the delay with variation in pause time, transmission rate and node speed, for GAF and Extra (using heuristic 4) shows that Extra doesn’t produce degradation in QoS metrics.
4 Conclusions and Future Works

This work presents a new algorithm, Extra, for energy conservation of nodes in ad hoc networks. As well several other algorithms, its objective is maximize the lifetime of the network, but trying to maintain the connectivity. Its operation is controlled by a function that defines when the node should enter in sleeping state. Against other algorithms, the entrance in this state happens with a certain probability. This probability is calculated in execution time and heuristics are used to calculate. We tested five different heuristics, all of them with very simple structure. As seen in the work, in all heuristics are used only information obtained locally.

As future works, it can be appraised solutions where the neighboring nodes change information about its current energy and the neighbors' density can be more explored. In that last case, for instance, it can be obtained a notion of who are (or how many are) the neighbors of the neighboring nodes. Obviously, this will cause an increase in control messages, what produces more energy consumption. However, it is possible that this negative effect is not enough to degrade the performance.

In any way, the accomplished tests show the importance of maintaining the simplicity of the control parameters. A larger number of parameters implicates in larger complexity in get information and also in the algorithm structure.

References

Calculating the Maximum Throughput in Multihop Ad Hoc Networks

Bernardo A.M. Villela and Otto Carlos M.B. Duarte

GTA/PEE/COPPE-Poli – Universidade Federal do Rio de Janeiro
CP 68504 - 21945-970 - Rio de Janeiro, Brazil.

Abstract. This paper analyzes the communication between two points in wireless ad hoc networks operating at the IEEE 802.11 standard mode. The path from the source to the destination consists of a chain of nodes. We aim at deriving an analytical expression for the maximum throughput. We show that the maximum throughput can be increased, under certain conditions, through the use of two paths: the shortest path and an appropriately chosen alternative path that takes into account the interference problem. The alternative path strategy allows a gain up to 50% of the maximum throughput achieved in the single path strategy.

1 Introduction

Nowadays, the IEEE 802.11 standard is widely deployed in local wireless networks. In the ad hoc mode, it implements a distributed medium access mechanism called DCF (Distributed Coordination Function), which applies the CSMA/CA (Carrier-Sense Multiple Access/Collision Avoidance) access method.

The hidden terminal problem is a classical challenge in wireless networks. The DCF proposes the use of RTS (Request To Send) and CTS (Clear To Send) frames to solve this problem. By means of an RTS frame, the sender shows all his neighbors the intention to transmit and the receiver allows the transmission by sending a CTS frame, showing that its neighborhood is free.

Xu et al. [1] showed that the RTS/CTS handshake cannot completely solve the hidden terminal problem, due to the effect of the interference. This mechanism assumes that all nodes that could interfere with the frame reception (which will be called hidden nodes) are able to receive the CTS too. Xu et al. [1] derived an expression showing that the interference range is a variable range depending on the distance from the sender to the receiver and the signal to interference ratio at the receiver. Moreover, they showed that when the distance from the sender to the receiver is longer than a threshold value, the interference range becomes greater than the transmission range. As a consequence, we cannot assume that the CTS frame is received by a hidden node.

Gupta et al. [2] and Li et al. [3] analyzed the capacity of ad hoc networks. They showed that the capacity depends on some local radio parameters, the MAC (Medium Access Control) protocol, the network size, and the traffic patterns. Saadawi et al. [4] considered the performance of the IEEE 802.11 MAC protocol in multihop ad hoc networks, through the analysis of a TCP (Transmission Control Protocol) traffic.
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Li et al. [3] analyzed the capacity of a chain of nodes considering the interference range. They showed the maximum utilization achievable for a fixed interference range in a specific chain case. In a companion paper [5], we analytically generalized an expression for the maximum utilization of a chain, considering a variable interference range and also considering all the possible relevant distances between two neighbors in the chain. As it was assumed by Li et al. [3], we assumed [5] a simplification, considering the carrier sensing range equal to the transmission range. As a matter of fact, this value, which depends on the sender equipment, is typically greater than the transmission range. Accordingly, in this work, we allow the carrier sensing range to assume greater values and we realize that it may have an important impact on the maximum throughput. Although more complex, this model is more complete and precise. Again we generalize an expression for the maximum throughput, now taking into account both the carrier sensing and the interference effects.

We showed in [5] that the maximum utilization can be increased through the simultaneous use of two paths to the destination: the shortest path and an appropriate alternative path that takes into account the interference problem. In the present work, we also generalize an expression for the maximum utilization achievable using an alternative path, now considering both the carrier sensing and the interference effects.

In Section 2, we present the effects of the interference and carrier sensing. In Section 3, we analyze the maximum utilization of a chain of nodes. In Section 4 we analytically show that the simultaneous use of the shortest path and an alternative path can improve, under certain conditions, the throughput. Section 5 presents our conclusions.

2 The Effects of the Interference and the Carrier Sensing

In order to correctly receive a packet, the signal power at the receiver must be strong enough. Hence, the signal to noise plus interference ratio must be greater than the minimum value specified for the receiver equipment. Increasing the distance from the sender to the receiver results in the reduction of the signal power at the receiver, which means that nodes more distant from the receiver can become hidden nodes.

Let $d$ be the distance from the sender to the receiver, $r$ be the distance from the receiver to a third node that might want to transmit, and $SIR_{TH}$ be the minimum value for the signal to interference ratio required for a successful reception. Hence Xu et al. [1] showed that every node separated by less than $d \sqrt{SIR_{TH}}$ meters from the receiver can indeed interfere with its reception.

Let $R_{Tx}$ be the transmission range. Xu et al. [1] showed that, when the sender and the receiver are more than $\frac{1}{\sqrt{SIR_{TH}}}R_{Tx}$ meters away from each other, the RTS/CTS handshake does not solve the hidden terminal problem.

According to the CSMA/CA mechanism, every node, that wants to transmit some data, before sending it, should sense the medium. This procedure may help avoiding the hidden terminal problem. That happens because the carrier sensing range, whose value is fixed and specified by the sender equipment, is typically greater than the transmission range. Let $R_{CS}$ be the carrier sensing range, Xu et al. [1] showed that the hidden terminal problem is completely solved [1] when $R_{CS} = (1 + \sqrt{SIR_{TH}})R_{Tx}$. Increasing $R_{CS}$ beyond this value is not necessary. Moreover, increasing $R_{CS}$ also increases the number
of nodes that could transmit without interfering with the initial transmission, but they are prevented from doing it, due to the carrier sensing. Therefore the $R_{CS}$ should not be too high, because this way it reduces the network capacity.

3 The Capacity of a Chain of Nodes

The throughput experienced by a source of traffic is maximized when the destination is in the transmission range of the source, situation called “direct communication”, and the medium is free. As an example, Li et al. [3] showed that, even in this best case, the IEEE 802.11 at a 2 Mbps rate is only able to manage a maximum throughput of 1.7 Mbps for 1500 bytes of packet size. The data rate is also reduced for the IEEE 802.11 standard operating at others rates, like 11 Mbps or 54 Mbps. The reduction is due to the overhead added by the RTS/CTS/ACK exchange, to the preamble sent before the transmission of each MAC frame, to the interframe spaces, and to the backoff mechanism. Furthermore, the maximum throughput depends on the data packet size.

The scenario with only two neighboring nodes gives an upper bound for the maximum throughput, which can be taken as a baseline for comparison. So, in the following analysis, the maximum utilization of a general case is a fraction of this reference value [3, 5]. The general case is a “multihop communication”. In this case, the nodes have to cooperate, forwarding the packets from the source to the destination.

Let $U_{\text{max}}$ be the maximum utilization. Now we will analyze the maximum utilization of a chain of nodes $P_S, P_1, P_2, ..., P_D$ when the distance $d$ between neighbors is such as $\frac{R_{Tx}}{2} < d \leq R_{Tx}$. So it can be written that $d = L \times R_{Tx}$, with $0.5 < L \leq 1$. This constraint arises because if $d > R_{Tx}$, then it is impossible reaching the destination and if $d \leq \frac{R_{Tx}}{2}$, then the nodes would not send the packets to their closer neighbors, instead they would send them to their neighbors closer to the destination, minimizing the number of hops. Both the carrier sensing and the interference caused by hidden nodes play an essential role on the analysis of the maximum utilization, which will be accomplished in three steps. In the first one, our analysis will consider only the carrier sensing effect, letting $R_{CS}$ assume different values, and it will be called $U_{\text{max}_{CS}}$. In the second one, we will calculate $U_{\text{max}_{Int}}$, considering only the interference effect [5]. In this case, $SIR_{TH}$ may assume different values. And in the last step, we will find a single value, $U_{\text{max}}$, based on the results of the previous steps. In this paper, the use of the term maximum utilization without any other specification implicitly means that the interference and the carrier sensing range were considered.

Let $R_{CS}$ be the carrier sensing range. It is well known that $R_{CS} \geq R_{Tx}$. Hence, $R_{CS} = V \times R_{Tx}$, with $V \geq 1$. Let $I$ be the number of nodes that can sense a transmission from the source. Hence, $I \leq \frac{R_{CS}}{d} = \frac{V}{L}$. If we assume that the source is transmitting, then none of its successors until $P_I$ may transmit simultaneously, since the medium is sensed as busy by these nodes. But $P_{I+1}$ (and its successors in the chain) does not sense the transmission from the source and it can send a frame concomitantly. Therefore $U_{\text{max}_{CS}} = \frac{1}{I+1}$.

Let $R_{Int}$ be the interference range and let $K$ be the number of nodes located in the interference range of the source. Then $K \leq \frac{R_{Int}}{d} = \sqrt{SIR_{TH}}$. The reception by $P_1$ of a frame from $P_S$ can be interfered by the transmission of all the successors of $P_1$
until the node \( P_{K+1} \). Moreover, \( P_{K+2} \) and its successors in the chain cannot interfere with the transmission of \( P_S \). Therefore \( U_{max1nt} = \frac{1}{K+2} \). It only depends on \( K \), which means it only depends on the \( SIR_{TH} \), whose value must be greater than 1.

As both the carrier sensing and the interference effects play an important role on the definition of the maximum utilization, we must consider both of them together. So the maximum utilization assumes the minimum value between \( U_{maxCS} \) and \( U_{max1nt} \). This way, \( U_{max} \) is given by the dominant effect, depending on \( R_{CS} \), \( d \), and \( SIR_{TH} \).

In the Figures 1(a) and 1(b), it is presented the \( U_{max} \) value when \( 1 < SIR_{TH} < 16 \) and \( V \in \{1; 2; 3\} \) and when \( 16 \leq SIR_{TH} < 81 \) and \( V \in \{1; 2; 3; 4\} \), respectively. The maximum value of \( V \) in each case was chosen, in order to illustrate a limit case, since Xu et al. [1] showed that when \( R_{CS} = (1 + \sqrt{SIR_{TH}})R_{Tx} \), the hidden terminal problem is completely solved and that a greater value of \( R_{CS} \) is useless.

Once defined the \( SIR_{TH} \), \( U_{max1nt} \) remains constant for \( \frac{R_{Tx}}{2} < d \leq R_{Tx} \) and it defines the upper bound of \( \frac{1}{3} \) and \( \frac{1}{4} \) in the Figures 1(a) and 1(b), respectively. The existence of these limits explains why some curves overlap partially, in the Figure 1(a) and in the Figure 1(b) when \( U_{maxCS} \geq U_{max1nt} \). The \( U_{maxCS} \) value depends on the ratio between \( R_{CS} \) and \( d \). Increasing this ratio, the carrier sensing effect may become dominant, reducing \( U_{max} \) some more, as it can be seen in the Figures 1(a) and 1(b).

4 The Use of an Alternative Path

As presented in the Figure 2, let us suppose there is a second path \((P_S, A_1, A_2, \ldots, P_D)\) to the destination, called alternative path. This path is longer, then a routing protocol, which uses only one path per destination implementing a minimum number of hops metric, will continue using the path \( P_S, P_1, P_2, \ldots, P_D \), called primary path. Aiming
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at increasing the throughput [5], the flow can be split in two parts, as it is shown in the Figure 2, using two different paths: the primary and the alternative path. The source injects frames into the network, alternating each frame into each path.

Once defined the carrier sensing range \((R_{CS})\), if \(P_S\) is transmitting, then all the nodes separated from \(P_S\) by a distance less than or equal to \(R_{CS}\) will be prevented from transmitting, because they sense the medium as busy. That holds true for nodes in the primary path and also for nodes in any other alternative path that may exist. If we define the maximum utilization using an alternative path and considering only the carrier sensing range as \(Alt_{maxCS}\), then \(Alt_{maxCS} = U_{maxCS} = \frac{1}{K+1}\).

Nevertheless, we showed [5] that the maximum utilization, using an alternative path and considering only the interference effect, now defined as \(Alt_{maxInt}\), can be increased when compared to \(U_{maxInt}\). Again, let us assume that the neighboring nodes in each path are separated by a distance \(d\), such as \(\frac{R_{Tx}}{2} < d \leq R_{Tx}\). The function \(dist(P_A, P_B)\) gives the distance from the node \(P_A\) to \(P_B\). Again, \(K = \lfloor \sqrt{SIR_{TH}} \rfloor\), which is the number of nodes in the interference range of the source. In the chain case, \(P_S\) and \(P_{K+1}\) cannot transmit simultaneously, since \(dist(P_1, P_{K+1}) \leq R_{Int}\). Aiming at obtaining a value for \(Alt_{maxInt}\) greater than \(U_{maxInt}\), now we allow this concomitant transmission, if \(P_S\) can send the frame to a neighbor \(A_1\), such as \(dist(A_1, P_{K+1}) > R_{Int}\). An equivalent condition should be respected by \(P_1\) and \(A_{K+1}\). An analogous procedure is recommended at the end of the process, when the two paths get closer to each other. And in the middle of the chain, we recommend that a distance greater than \(R_{Int}\) should be guaranteed. This procedure, called \(Proc_{Alt}\), is exemplified in the Figure 2, which considers only the interference effect. In the Figure 2, we have \(1 < SIR_{TH} < 16\). In this case, \(P_S\) can transmit to \(A_1\) simultaneously with the transmission from \(P_2\) to \(P_3\).

We showed in [5] that using only one alternative path with \(Proc_{Alt}\) is enough for achieving the optimum throughput. In a general case, \(Proc_{Alt}\) allows the simultaneous transmission of \(P_S\) and \(P_{K+1}\) (and also of \(P_S\) and \(A_{K+1}\)). So \(Alt_{maxInt} = \frac{1}{K+1}\) [5].

Let us define the maximum utilization using an alternative path and considering both the carrier sensing and the interference effects as \(Alt_{max}\). Then the value of \(Alt_{max}\) is the minimum between \(Alt_{maxCS}\) and \(Alt_{maxInt}\). The Figures 3(a) and 3(b) present \(Alt_{max}\), when \(1 < SIR_{TH} < 16\) and \(V \in \{1; 2; 3\}\) and when \(16 \leq SIR_{TH} < 81\) and
$V \in \{1; 2; 3; 4\}$, respectively. Once specified the $SIR_{TH}$, $Alt_{max_{Int}}$ defines the upper bound of $\frac{1}{2}$ and $\frac{1}{3}$ in the Figures 3(a) and 3(b), respectively.

![Graph](image)

(a) $V \in \{1; 2; 3\}$ and $K = 1$

(b) $V \in \{1; 2; 3; 4\}$ and $K = 2$

Fig. 3. Maximum utilization implementing the alternative path.

The maximum utilization can be increased with the alternative path strategy when, in the chain case, we have $U_{max_{CS}} > U_{max_{Int}}$; otherwise, the carrier sensing defines the maximum utilization and the use of $Proc_{Alt}$ cannot change its value. Therefore we have $Alt_{max} > U_{max}$ when $\lfloor \frac{V}{K} \rfloor < K + 1$. The gain in percentage achieved by the alternative path strategy when compared to the chain case can be generalized as $100 \left( \frac{Alt_{max_{Int}}}{U_{max_{Int}}} - 1 \right) = 100 \left( \frac{K+2}{K+1} - 1 \right)$. When $K = 1$, it is possible achieving the maximum gain, which is 50%. Such gain is achievable for $V = 1$ and any value of $d$ or for $1 \leq V < 2$ and values of $d$, such as $L > \frac{V}{2}$. When $K = 2$, the gain is 33% and it is achievable for $1 \leq V \leq 1.5$ and any value of $d$ or for $1.5 < V < 3$ and $L > \frac{V}{3}$.

5 Conclusions

Due to the characteristics of the IEEE 802.11 medium access mechanism, the communication between two nodes through a chain of nodes has serious access constraints. The maximum utilization of a chain is $\frac{1}{3}$ in the best case. This situation becomes even more restrictive if the signal to interference ratio necessary for a correct reception ($SIR_{TH}$) is greater than or equal to 16, due to the hidden terminal problem. The presence of the interference gives an upper bound for the maximum utilization. In addition, we must consider the carrier sensing effect. The ratio between the carrier sensing range and the distance $d$ between neighboring nodes is a relevant parameter. Increasing this ratio, namely increasing $R_{CS}$ or reducing $d$, the carrier sensing effect may become dominant in the definition of the maximum utilization of the chain, reducing it even more.
We show that it may be possible to increase the maximum throughput, using multiple paths. Therefore we simultaneously use the shortest path and an appropriately chosen alternative path, which takes into account the interference problem. Only one alternative path is enough for achieving the optimum throughput. When $1 < SIR_{TH} < 16$, the use of the alternative path allows a gain of 50% in the maximum utilization when compared to the chain case. When $16 \leq SIR_{TH} < 81$, the allowed gain is 33%.
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Abstract. Distributed-MIMO multi-stage communication networks are known to yield superior performance over traditional networks which is due to the facilitated MIMO channels as well as gains obtained from relaying. The emphasis of this paper is on a suitable allocation of resources to each terminal so as to maximise the end-to-end throughput, which is proportional to the capacity offered by such network. The contribution of this paper is the derivation of an explicit low-complexity near-optimum resource allocation strategy, the precision and performance of which is also analysed for a two-stage relaying network.

1 Introduction

Link capacity in bits/s/Hz is the fundamental measure of any communication system. With the ever increasing need for mobile information the single link capacity, as derived by Shannon [1], no longer suffices. Multiple-Input-Multiple-Output (MIMO) channels are a promising solution to that problem; these were shown to yield significant capacity benefits over Single-Input-Single-Output (SISO) systems [2,3]. The derived capacities constitute an upper bound on MIMO communication which can be approached utilising appropriate multiplexing and/or space-time coding (STC) techniques.

These techniques perform optimum assuming that a MIMO channel is available and all sub-channels are mutually uncorrelated, which is rarely fulfilled in a real world system. Furthermore, to overcome the disadvantage of having only one antenna in a mobile terminal (MT), spatially adjacent mobile terminals were allowed to communicate with each other and thus form a virtual array of more than one antenna element. This concept was termed Virtual Antenna Array (VAA) [4,5], which is deployed here in a more general context.

Concept. A fairly generic realisation of a distributed-MIMO multi-stage communication network with the utilisation of VAAs is depicted in Figure 1. Here, a source mobile terminal (s-MT) communicates with a target mobile terminal (t-MT) via a number of relaying mobile terminals (r-MTs). Spatially adjacent r-MTs form a VAA, each of which receives data from the previous VAA and relays data to the consecutive VAA until the t-MT is reached.
Each of the terminals may have an arbitrary number of antenna elements; furthermore, the MTs of the same VAA may cooperate among each other. With a proper setup, this clearly allows the deployment of MIMO capacity enhancement techniques.

**Background.** To the authors’ best knowledge, the general concept of distributed-MIMO multi-stage communication systems has been introduced in [4,5]. It based on previous contributions by [6]–[8] on relaying and by [2, 3] on MIMO communication. Independent research has led to similar concepts, see e.g. the excellent contributions by [9]–[11].

The principle of VAA has already been analysed in the context of cellular type networks, e.g. [12]. In [13,14], it has been generalised to multi-hop communication scenarios, where explicit resource allocation strategies for each relaying hop in terms of fractional bandwidth, slot duration and power have been derived for ergodic wireless channels.

**Aim of the Paper.** In contrast to previous research, the aim of this paper is to maximise the end-to-end data throughput of above-described networks over ergodic fading channels. This is achieved by optimally assigning resources in terms of fractional frame duration, frequency band and transmission power to each of the MTs.

Similar optimisation problems have been analysed in [15]–[18]. The derived solutions, however, require some form of numerical optimisation. It is the aim of this paper to introduce explicit near-optimum resource allocation strategies for regenerative distributed-MIMO multi-stage ad-hoc systems, where transmission from source to sink is constrained by a total power \( S \), bandwidth \( W \) and frame duration \( T \). The allocation strategies can then be applied to channel-aware medium access control (MAC) protocols.

**Paper Structure.** In Section 2, the system model is briefly described. In Section 3, the exact and approximate ergodic MIMO capacities are exposed. In Section 3.2, the fractional resource allocation algorithms for ergodic fading channels are derived. The performance and precision of the developed algorithms is then assessed in Section 5. Final remarks and conclusions are given in Section 6.
2 System Model

Each MT within the distributed-MIMO multi-stage communication network might be in possession of any number of antenna elements and any number of MTs belonging to the same VAA tier may cooperate among each other. Cooperation is assumed to take place over systems not requiring any optimisation. The correlation among the antenna elements and the various relaying terminals is assumed to be negligible. The channel realisations are assumed to be non-ergodic flat Rayleigh fading, where the sub-channel gains spanned by a MIMO channel of each relaying stage are assumed to be equal.

Transparent or regenerative relaying are the two approaches to accomplish a relaying network. Regenerative relaying allows the deployment of MIMO capacity enhancement technologies at each relaying stage. Therefore, this paper only considers regenerative relaying, where the signal stream is decoded, re-encoded and retransmitted by each relaying stage. The process of terminal selection and data routing is beyond the scope of this paper. For the subsequent analysis, synchronisation is also assumed to be perfect.

Furthermore, it is assumed that orthogonal relaying is deployed, i.e. available resources are allocated such that no interference between the relaying stages occurs. Thus, bandwidth (FDMA)/frame duration (TDMA) has to be divided into non-overlapping frequency-bands/time-slots such that at any time they are used by only one relaying link. The functioning of an FDMA-based relaying system is described in [19] and is briefly summarised for clarity.

Source MT. The s-MT continuously broadcasts the data to the remaining r-MTs in the first relaying VAA tier, utilising negligible power and bandwidth, and possibly not deploying all of its available antenna elements.

First Relaying VAA Tier. After cooperation between the s-MT and the remaining r-MTs of the first relaying VAA tier, the data is space-time encoded according to a given code book. Each MT then transmits only its prior negotiated spatial codewords such that no transmitted codeword is duplicated.

\(v^{th}\) Relaying VAA Tier. The reception, cooperation, de-coding, re-encoding and re-transmission process is congruent to the proceeding described above. Re-transmission from the \(v^{th}\) relaying VAA tier is accomplished at frequency band \(W_v\) with total power \(S_v\).

\(V^{th}\) Relaying VAA Tier. The final relaying tier contains the t-MT. Similar to the 1\(^{st}\) tier, only cooperative MTs are considered here (no cooperation between the r-MTs and the t-MT would terminate the data flow in the respective r-MTs).

Target MT. After cooperation between the r-MTs and the t-MT, the data is space-time decoded and passed on to the information sink in the t-MT.

For a TDMA-based system, all fractional bandwidths \(W_v \in (1, K)\) need to be replaced by fractional frame durations \(T_v \in (1, K)\). Here, \(K\) denotes the number of relaying stages and is related to the number of VAA relaying tiers via \(K = V - 1\). For any scenario, the total communication duration is denoted by \(T\) and the total bandwidth by \(W\). For orthogonal TDMA and FDMA-based relaying systems, 
\[
T = \sum_{v=1}^{K} T_v \quad \text{and} \quad W = \sum_{v=1}^{K} W_v
\] respectively.
3 Exact and Approximated MIMO Capacities

Given $K$ relaying stages, the optimum assignment of resources in terms of fractional bandwidth $\alpha_{v \in (1,K)}$ and transmission power $\beta_{v \in (1,K)}$ per stage requires the evaluation of the MIMO Shannon capacity over ergodic narrowband fading channels. An exact expression for the capacity is given below for traditional and orthogonalised MIMO channels and is shown to be inapplicable to the resource optimisation problem. Therefore, a functional approximation is used to derive an approximate closed form expression to the exact capacity over ergodic channels which is very well suited to the optimisation problem. Note also that it has been demonstrated in [14] that the resource allocation of FDMA and TDMA based systems is equivalent, which is the reason why only FDMA based systems are considered here.

3.1 Exact Fractional Capacity

With reference to the theory exposed in [2], the capacity in [bits/s/Hz] normalised by the bandwidth $W$ of the $v^{th}$ relaying stage for an ergodic flat Rayleigh fading MIMO channel can be expressed as

$$ C_v = \alpha_v \cdot E_{\lambda_v} \left\{ m \log_2 \left( 1 + \lambda_v \gamma_v \frac{\beta_v S}{\alpha_v N} \right) \right\} \quad (1) $$

where $\alpha_v$ is the fractional bandwidth and $\beta_v$ the fractional power allocated to the $v^{th}$ relaying stage. The probability density function (pdf) of $\lambda_v$ can be expressed as

$$ pdf_{\lambda_v}(\lambda_v) = \frac{1}{m} \sum_{k=0}^{m-1} \frac{k!}{(k+n-m)!} L_{k}^{n-m}(\lambda_v)^2 \lambda_v^{n-m} e^{-\lambda_v} \quad (2) $$

where $m \triangleq \min\{t_v, r_v\}$, $n \triangleq \max\{t_v, r_v\}$ and $L_{k}^{n-m}(\lambda_v)$ is the associated Laguerre polynomial of order $k$. A closed form expression in terms of finite sums for the capacity given in (1) was derived in [19] and is given as

$$ C_v = \alpha_v \sum_{k=0}^{m-1} \frac{k!}{(k+d)!} \left[ \sum_{l=0}^{k} A_l^2(k, d) \hat{C}_{2l+d}(\tau_v) + \sum_{l_1=0}^{k} \sum_{l_2 \neq l_1} (-1)^{l_1+l_2} A_{l_1}(k, d) A_{l_2}(k, d) \hat{C}_{l_1+l_2+d}(\tau_v) \right] \quad (3) $$

where $d \triangleq n - m$, $A_l(k, d) \triangleq (k+d)!/[((k-l)!(d+l)!l!]$ and $\tau_v \triangleq \frac{\beta_v \gamma_v S}{\alpha_v t_v N}$. The capacity integral $\hat{C}_\xi(\tau)$ has been defined in [19] as

$$ \hat{C}_\xi(\tau) \triangleq \int_0^\infty \log_2(1 + \tau x) x^\xi e^{-x} \, dx \quad (4) $$
Given \( \text{Ei}(y) \equiv \int_{-\infty}^{y} \frac{e^t}{t} \, dt \) to be the exponential integral, eq. (4) can be solved as

\[
\hat{C}_\zeta(\tau) = \frac{1}{\log(2)} \sum_{\mu=0}^{\zeta} \frac{\zeta!}{(\zeta - \mu)!} \times \left[ (-1)^{\zeta-\mu-1} (1/\tau)^{\zeta-\mu} e^{1/\tau} \text{Ei}(-1/\tau) + \sum_{k=1}^{\zeta-\mu} (k-1)!(1/\tau)^{\zeta-\mu-k} \right].
\] (5)

### 3.2 Approximated Fractional Capacity

Clearly, any analytical optimisation on (3) in terms of the fractional bandwidth \( \alpha_v \) and power \( \beta_v \) is intractable due to the exponential integral and the fairly evolved expression. To overcome that problem, an approximation to the exact MIMO Shannon capacity has been suggested and assessed in [13,14]. In there, a simple functional approximation is suggested in form of \( \log_2(1 + x) \approx \sqrt{x} \). The suggested approximation simplifies (1) to

\[
C_v \approx \alpha_v \sqrt{\frac{\beta_v}{\alpha_v}} \sqrt{\frac{S}{N}} \cdot E_{\lambda_v} \left\{ m \sqrt{\lambda_v/t_v} \right\}
\] (6)

The above expression decouples the fractional resources \( \alpha_v \) and \( \beta_v \) from the term \( E_{\lambda_v} \{ m \sqrt{\lambda_v/t_v} \} \), which is associated with the MIMO capacity gain. The expectation with respect to \( \lambda_v \) is evaluated following exactly the same approach as exposed by (1)–(5), to arrive at [20, §7.414.4.1]

\[
E_{\lambda_v} \left\{ m \sqrt{\lambda_v/t_v} \right\} \approx \frac{1}{\sqrt{T_v}} \sum_{k=0}^{m-1} \frac{k!}{(k+d)!} \frac{\Gamma^3(d+k+1) \Gamma(d+\frac{3}{2}) \Gamma(k-\frac{1}{2})}{(k!)^2 \Gamma(d+1) \Gamma(-\frac{1}{2})} \times 3F_2(-k; d+\frac{3}{2}; \frac{3}{2}; d+1, \frac{3}{2} - k; 1)
\] (7)

where \( \Gamma(\cdot) \) is the complete Gamma function, and \( 3F_2(\cdot) \) is the generalised hypergeometric function with three parameters of type 1 and two parameters of type 2.

The term \( E_{\lambda_v} \left\{ m \sqrt{\lambda_v/t_v} \right\} \) is henceforth denoted as \( \Lambda(t_v, r_v) \), which allows simplifying the MIMO capacity expression to

\[
C_v \approx \alpha_v \sqrt{\frac{\beta_v}{\alpha_v}} \sqrt{\frac{S}{N}} \cdot \Lambda(t_v, r_v).
\] (8)
4 Maximum Throughput for Ergodic Channels

Throughput in [bits] is defined as the information delivered from source towards sink, which requires a certain communication time $T$ and frequency band $W$. Subsequent analysis will therefore refer to the throughput $\Theta$ in [bits/s/Hz] normalised by $T$ and $W$.

In contrast to non-ergodic channels, an ergodic channel can provide a normalised capacity $C$ in [bits/s/Hz] with 100% reliability [2], which allows relating capacity and throughput via $\Theta = C$. Therefore, optimising the throughput $\Theta$ is equivalent to optimising capacity $C$ in the case of ergodic fading channels.

As defined by Shannon, capacity relates to error-free transmission. Hence, if a certain capacity was to be provided from source to sink, all channels involved must guarantee error-free transmission. From this it is clear that the end-to-end capacity $C$ is dictated by the capacity of the weakest link [9, page 429].

Since optimisation has to be performed on the weakest link (or one of the equally strong links) at each of the $K$ relaying stages, notation can be simplified further. To this end, it is assumed that the weakest link in the $v^{th}$ relaying stage has $t_v$ antennas acting as transmitters and $r_v$ antennas acting as receivers. The $K$-stage relaying network is henceforth denoted as $(t_1 \times r_1)/(t_2 \times r_2)/\ldots/(t_K \times r_K)$.

The capacity $C_v$ of the $v^{th}$ relaying stage is hence determined by $t_v$ and $r_v$, and the occurring channel conditions. It is thus the aim to find for all $v = 1, \ldots, K$ the fractional allocations of bandwidth $\alpha_v$ and power $\beta_v$ for given channel conditions $\lambda_v$ and $\gamma_v$ such as to maximise the minimum capacity $C$, i.e.

$$C = \sup_{\alpha, \beta \in (1, K)} \left\{ \min \left\{ C_v(\alpha_v, \beta_v, \lambda_v, \gamma_v) \right\} \right\}$$ (9)

where the optimisation is performed over the fractional sets $\alpha \triangleq (\alpha_1, \ldots, \alpha_K)$ and $\beta \triangleq (\beta_1, \ldots, \beta_K)$. Furthermore, $C_v(\alpha_v, \beta_v, \lambda_v, \gamma_v)$ denotes the dependency of the capacity in the $v^{th}$ link on the fractional resource allocations $\alpha_v$ and $\beta_v$, and on the channel conditions $\lambda_v$ and $\gamma_v$. Fractional capacity allocation strategies satisfying (9) under applicable constraints are derived below.

With the obvious parameter constraints $\sum_{v=1}^K \alpha_v \equiv 1$ and $\sum_{v=1}^K \beta_v \equiv 1$, increasing one capacity inevitably requires decreasing the other capacities. The minimum capacity is maximised if all capacities are equated and then maximised [13, 14]. The normalised capacity of the $v^{th}$ stage is given as

$$C_v = \alpha_v \cdot E_{\lambda_v} \left\{ \log_2 \left( 1 + \frac{\gamma_v \beta_v S}{t_v \alpha_v N} \right) \right\}$$ (10)

Thus, $\alpha_v$ is obtained by equating (10) for all $v = 1, \ldots, K$, which can be shown to be [14]

$$\alpha_v = \frac{\prod_{w \neq v} E_{\lambda_w} \left\{ \log_2 \left( 1 + \frac{\gamma_w \beta_w S}{t_w \alpha_w N} \right) \right\} \prod_{k=1}^K \prod_{w \neq k} E_{\lambda_w} \left\{ \log_2 \left( 1 + \frac{\gamma_w \beta_w S}{t_w \alpha_w N} \right) \right\}}{\sum_{k=1}^K \prod_{w \neq k} E_{\lambda_w} \left\{ \log_2 \left( 1 + \frac{\gamma_w \beta_w S}{t_w \alpha_w N} \right) \right\}}$$ (11)
The end-to-end capacity \( C = C_1 = \ldots = C_K \) is obtained by inserting (11) into (10) to arrive at

\[
C = \left[ \sum_{v=1}^{K} \frac{1}{E_{\lambda_v} \left\{ \log_2 \left( 1 + \lambda_v \frac{\gamma_v}{t_v} \frac{\beta_v}{\alpha_v} \frac{S}{N} \right) \right\} } \right]^{-1}
\]

which constitutes a 2\( K \)-dimensional optimisation problem w.r.t. the fractional bandwidth and power allocations \( \alpha_v \) and \( \beta_v \), respectively.

**Exact Optimisation via Lagrangian.** Using Lagrange’s method for maximising (12) under given constraints suggests the Lagrangian

\[
\mathcal{L} = \left[ \sum_{v=1}^{K} \frac{1}{E_{\lambda_v} \left\{ \log_2 \left( 1 + \lambda_v \frac{\gamma_v}{t_v} \frac{\beta_v}{\alpha_v} \frac{S}{N} \right) \right\} } \right]^{-1} + \iota \left[ 1 - \sum_{v=1}^{K} \alpha_v \right] + \kappa \left[ 1 - \sum_{v=1}^{K} \beta_v \right]
\]

which is differentiated \( K \) times w.r.t. \( \alpha_v \in (1,K) \) and then w.r.t. \( \beta_v \in (1,K) \) another \( K \) times. The obtained \( 2K \) equations are equated to zero and the resulting system of equations is resolved in favour of any \( \alpha_v \) and \( \beta_v \), where \( \iota \) and \( \kappa \) are chosen such as to satisfy the given constraints.

As previously stated, a pdf given in form of (2) leads to \( 2K \) equations which are not explicitly resolvable in favour of the sought variables. This is the main reason why no explicit resource allocation strategy has been developed to date.

**Optimised Bandwidth and Optimised Power.** An explicit resource allocation algorithm has been developed, which yields a close to optimum end-to-end capacity. Similar to [14], it is suggested to reduce the \( 2K \) dimensional optimisation problem (12) to a \( K \)-dimensional optimisation problem by optimising along \( \beta_v/\alpha_v \), the ratio between the fractional power and bandwidth allocation. In [14] it has been shown that \( \sum_{v=1}^{K} \beta_v/\alpha_v \approx K \). Utilising this approximation with (8), eq. (12) can be simplified to a \( (K-1) \)-dimensional optimisation problem w.r.t. \( \beta_v/\alpha_v \) with \( v = 2, \ldots, K \). As demonstrated in [14], the \( K-1 \) equations can be resolved for any \( \beta_v/\alpha_v \) which finally yields

\[
\frac{\beta_v}{\alpha_v} \approx K \cdot \frac{\prod_{w \neq v} \sqrt{\gamma_w} \cdot \Lambda^2(t_w, r_w)}{\sum_{k=1}^{K} \prod_{w \neq k} \sqrt{\gamma_w} \cdot \Lambda^2(t_w, r_w)}
\]

The fractional bandwidth allocations \( \alpha_{v=1,\ldots,K} \) can now be obtained by substituting (14) into (11). The fractional power allocations \( \beta_{v=1,\ldots,K} \) can then be obtained by inserting the prior obtained \( \alpha_v \) into (14) and solving for \( \beta_v \).

Since the derived fractional resource allocation rules are the result of various approximations, the obtained fractional bandwidths and powers not necessarily obey the given constraints. To overcome this problem, it is suggested to derive \( K-1 \) coefficients \( \alpha_v \) and \( \beta_v \), and then obtain the remaining two \( \alpha_v \) and \( \beta_v \) from
the constraints $\sum_{v=1}^{K} \alpha_v \equiv 1$ and $\sum_{v=1}^{K} \beta_v \equiv 1$. Since the weakest link will yield the largest fractional bandwidth and power, it is suggest to calculate these last as to guarantee that the constraints hold.

Note finally that due to the approximations deployed, the obtained $K$ capacities $C_{v \in (1, K)}$ do not entirely coincide. The near-optimum end-to-end capacity utilising the above-given technique is hence dictated by the smallest of all $C_v$.

The case of equal bandwidth and optimised power, as well as the non-optimised case, are easily derived in a similar fashion as above. They have hence been omitted here; however, they are utilised in the next section to compare the performance benefits w.r.t. the optimised case.

5 Performance of Algorithms

The developed fractional resource allocation algorithms for distributed relaying networks with and without resource reuse, as well as with deployed STBCs, are assessed below. The simplest scenario is the 2-stage relaying scenario with only one relaying VAA tier. More relaying stages have not been analysed here due to the lengthy numerical optimisation. The obtained graphs are generally labelled on the parameter $p$, defined as

$$p \triangleq \left[ 10 \log_{10} \left( \frac{\gamma_2}{\gamma_1} \right), 10 \log_{10} \left( \frac{\gamma_2}{\gamma_1} \right) \right]$$

which characterises the relative strength in dB of the second relaying stages with respect to the first stage.

a) Single Antenna Element. The derived resource allocation strategies are obviously also applicable to traditional relaying networks with one antenna element per MT. The precision of the developed fractional resource allocation algorithm is assessed in Figure 2. It depicts the optimum end-to-end capacity obtained via numerical optimisation on (13) and the approximate end-to-end capacity obtained from (14), (11) and (10) versus the SNR in the first relaying stage. The graphs are labelled on the parameter $p$ as defined in (15) with $K = 2$, where the second relaying channel is 10dB and 5dB stronger than the first one, equally strong than the first one, and 5dB and 10dB weaker than the first one.

It can be observed that the exact and developed end-to-end capacity almost coincide. The error was found not to exceed 3% for any of the depicted cases. The developed explicit resource allocations are hence a powerful tool in obtaining a near-to-optimum end-to-end capacity without the need for lengthy numerical optimisations. The algorithm is shown to be applicable for channels with attenuations differing by magnitudes.

b) Multiple Antenna Elements. The algorithms were also scrutinised for communication scenarios where the MTs possess multiple but equal number of antenna elements. Although not shown here, the occurring errors between derived allocation strategy and an optimum allocation is below 3%.

The demonstrated performance gains and power savings clearly underline the merit of the developed fractional resource allocation algorithms.
The importance of the developed strategy, however, becomes apparent when the 2-stage communication scenario is optimised for terminals with a different number of antenna elements. The precision of the fractional resource allocation algorithm, as well as its performance gains when compared to sub-optimal solutions, is exposed in Figures 3. It depicts the case where a s-MT with one antenna element communicates with a t-MT (or
t-VAA) with three elements via a relaying stage, which effectively provides two distributed relaying antennas.

The asymmetry of the gains provided by the respective distributed-MIMO relaying stages causes the sub-optimum allocation strategies not to overlap with the optimum one for $p = [0, 0]$dB. Furthermore, non-linearities can be observed in the end-to-end capacity for the case of optimised power only, which is due to the approximation utilised in the derivation of the allocation strategy. In fact, one can observe a breakpoint which divides the zones where one or the other approximate capacity dominates the end-to-end capacity.

However, the optimised fractional bandwidth and power allocation strategy yields close to optimum performance, even if the link attenuations and the created MIMO configurations differ significantly. Additionally, the gains obtained from a bandwidth/power optimised system when compared to a power optimised or non-optimised system increase with the balance between both links decreasing.

For instance, for $p = [0, 10]$dB, the first $(1 \times 2)$ MIMO link is much weaker than the second $(2 \times 3)$ link. At an SNR of 6dB the capacity losses of a power optimised system is then 20% and of a non-optimised system a considerable 40%. Alternatively, the power required to maintain 2 bits/s/Hz is about 55% higher for the power optimised system, whereas a non-optimised system requires 120% more power.

6 Conclusions

A regenerative distributed-MIMO multi-stage relaying network without resource reuse has been introduced. Analysis concentrated on FDMA-based relaying, where fractional bandwidths $\alpha$ and fractional powers $\beta$ were derived. Explicit fractional resource allocation rules over ergodic channels were derived under the constraint to maximise the end-to-end throughput which, in the ergodic case only, is equivalent to the end-to-end capacity. The derivation of the explicit resource allocation algorithms relied on the exposed exact and approximated capacities for traditional MIMO flat Rayleigh fading. The approximation allowed decoupling the fairly intricate expression related to the MIMO capacity gain from terms requiring optimisation, such as transmission power and bandwidth.

The developed algorithms were tested over a variety of scenarios, i.e. different number of antennas per stage and different channel attenuations. Despite the utilised approximation, the algorithms were found to be robust and yield near-optimum end-to-end throughput.
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Abstract. It is known that wireless ad hoc networks employing omnidirectional communications suffer from poor network throughput and inefficient spatial reuse. Although directional communications are expected to provide significant improvements in this respect, efficient Medium Access Control (MAC) protocols capable of harvesting the benefits of directional communications in the context of ad hoc networks are yet to be seen. In this work we propose a MAC scheme aiming to provide efficient means to explore the transmission range extension and improved spatial division provided by directional antennas. In order to measure the potentiality of our MAC protocol, we have extensively evaluated its performance in terms of average throughput and end-to-end delay under single and multi-hop communication scenarios. The performance evaluation results indicate that our protocol is highly efficient, particularly with increasing number of communications and data rates.

1 Introduction

Stimulated by the availability of faster and cheaper electronic components, the past decade has witnessed enormous advances in wireless communication technologies. These advances have fostered the research in ad hoc networks, which are envisioned as rapidly employable, infrastructure-less networks where each node is equipped with wireless capabilities and act as a mobile router. These characteristics make ad hoc networks suitable to support communications in urgent and temporary tasks, such as business meetings, disaster-and-relief, search-and-rescue, law enforcement, among other special applications. As in the Wireless LAN (WLAN) standard IEEE 802.11 [1], nodes in an ad hoc network are usually assumed to share a common channel and to operate with omnidirectional antennas. Since nodes sufficiently apart from each other can communicate simultaneously, one could expect the throughput to improve with the area they cover. However, the relay load imposed by distant nodes and the inefficient spatial reuse provided by omnidirectional antennas results in poor network throughput [2]. The routing strategy used, and other optimizations may have a positive impact, but only up to a certain extent. In [3], Gupta and Kumar showed that no matter which routing protocol or channel access scheme is used, the throughput
obtained per node is $\Theta \left( \frac{W}{\sqrt{n \log n}} \right)$, where $n$ is the number of nodes and $W$ is the data rate.

Aiming to provide better spatial reuse and increase the network capacity, the research community started considering ad hoc networks where the nodes are empowered with directional antennas. The key benefits provided by directional antennas include reduced co-channel interference, transmission range extension, better spatial reuse and signal quality as compared to their omnidirectional counterparts [4]. However, developing efficient directional Medium Access Control (MAC) protocols in the context of ad hoc networks is a challenging task due to the difficulty in coping with mobility and the absence of a centralized control. In spite of this, few MAC protocols tailored for directional communications have been proposed. In [5], Ko et al. proposed a MAC protocol in which each node is assumed to know its physical location (perhaps with the aid of a GPS). Two schemes were proposed: (i) RTS packets are sent directionally; (ii) RTS packets are send omnidirectionally if none of its antenna elements are blocked. In both schemes, CTS packets are sent omnidirectionally. In the MAC protocol proposed in [6], source and destination identify the location of each other during the omni RTS/CTS exchange. In order to obtain accurate location information without the aid of a GPS, the MAC protocol proposed in [7] associates each neighboring node with an antenna element. RTS/CTS packets are sent directionally, or selective multi-directional, while DATA and ACK packets are sent directionally. The above MAC protocol was refined in [8], where the number of control messages to obtain location information is significantly reduced. Choudhury et al. [9,10] proposed MAC protocols aiming to explore the higher gain provided by directional antennas. In [9], RTS packets are send directionally while the destination waits in omnidirectional sensing mode. The antenna element that receives the RTS is then used for subsequent directional transfers. Note that the above approach, in essence, allows for Directional-Omni communications. In [10], a multi-hop RTS mechanism was proposed aiming to provide Directional-Directional communication.

From the above discussion, one can see that those approaches that rely on omni RTS and/or omni CTS exchange provide little improvement in terms of spatial reuse. Furthermore, none of the aforementioned results can efficiently explore the transmission range extension provided by directional antennas. Although the scheme proposed in [10] attempted to explore the transmission range extension, their approach is inefficient since multi-hop RTS wastes bandwidth, increases contention and communication time. In this work we propose a directional MAC scheme, termed DD-MAC, aiming to overcome the aforementioned limitations. More specifically, our MAC protocol centers in exploring the transmission range extension and spatial reuse provided by directional antennas. At the heart of our MAC protocol lies an elegant, yet simple, mechanism to enable packets to be send and received directionally\(^1\). In order to measure its efficiency, we have successfully implemented DD-MAC in QualNet [12] and extensively evaluated its performance in terms of average throughput and end-to-end delay.

\(^1\) Preliminary results of this work have been presented in [11].
under single and multi-hop communication scenarios. Also, unlike other experiments which normally include some upper layer’s interactions in its results, we use static routes in our simulations to avoid any interferences that might distort the outcome (e.g., with the choice of a particular routing strategy). In addition, to obtain a more realistic evaluation of DD-MAC, the directional beam patterns in our simulations use the real hardware measurements of the ESPAR antenna [13], which is a prototype of a directional antenna tailored for mobile communications. The experimental results indicate that our protocol is highly efficient with increasing number of communications and data rates. For instance, our MAC protocol outperformed the throughput of the IEEE802.11 MAC protocol in more than 150%, on average, for 6 and 10 simultaneous communications.

The remainder of this paper is organized as follows: Section 2 shows a concise discussion on the IEEE 802.11 Distributed Coordination Function (DCF) and presents the antenna model considered in this work. The details of our directional MAC protocol is presented in Section 3. Simulation results are discussed in Section 4, and conclusions are given in Section 5.

2 Preliminaries

2.1 The IEEE 802.11 DCF Operation

The IEEE 802.11 Distributed Coordination Function (DCF) is a contention based MAC protocol designed to operate with omnidirectional antennas [1]. The RTS/CTS exchange is used to inform neighboring nodes about the eminent start of communication. Each of these packets contain the proposed duration of communication and the destination address. Neighboring nodes that overhear any of these packets must themselves defer communication for the proposed duration. This mechanism is known as Virtual Carrier Sensing and is implemented through the use of the Network Allocation Vector (NAV) variable. DATA and ACK packets follows the successful RTS/CTS exchange. When the MAC protocol at a node S receives a request to transmit a packet, both physical and virtual carrier sensing are performed. If the medium is found idle for an interval of DIFS (DCF Inter Frame Space) time, then S chooses a random back off period for additional deferral. When the back off period expires (i.e., reaches zero), S transmits the packet. If a collision occurs, a new back off interval is selected. A Short Inter Frame Space (SIFS) is used to separate transmissions belonging to the same dialog.

2.2 Directional Antenna Model

There are basically two types of directional antennas: Switched Beam, and Adaptive Arrays. Switched beam antennas are relatively simple to implement, comprising a number of antenna elements, a basic Radio Frequency (RF) switching function, and a control logic to select a particular beam. The antenna elements are deployed into a number of fixed sectors, among which the one experiencing
the highest signal level is selected to collect the incoming signals. Adaptive array antennas rely on sophisticated digital signal processing algorithms to direct the beam towards the intended user and simultaneously suppress interfering signals (by setting nulls in the direction of interferences). Although adaptive antennas can provide better performance than a switched beam antenna, the engineering cost associated with it is a limiting factor. On the other hand, switched beam antennas are expected to be produced at a much lower cost while being able to provide most of the benefits of a more sophisticated system [14]. Hence, switched beam antennas seems to be a feasible option as a first generation technology to be used in ad hoc networks. Indeed, efforts aiming to enhance mobile devices with directional antennas already exist, an example is the ESPAR (Electronically Steerable Passive Array Radiator) antenna currently being developed at ATR(ACR) [13].

The ESPAR antenna relies on analog RF beamforming, instead of digital beamforming usually employed in array antennas, which drastically reduces the circuit complexity. Since it requires only one receiver chain, the ESPAR antenna provides drastic improvements, both in power dissipation and fabrication costs, by eliminating the need for frequency converters and analog-to-digital converters by the number of array branches. The ESPAR antennas can be used not only as a switched beam antenna but also as an omnidirectional antenna, by selecting the value of reactance for one specific directional beam among multiple directional beam patterns or omnidirectional, without using multiple receiver chains (frequency converters and analog-digital converters). The advantage of using ESPAR antenna as switched beam antenna is that, variable number of beam-pattern is possible with only one receiver chain. Since ESPAR antenna would be a low-cost, low-power, small-sized antenna, it is expected to help reducing power consumption of the user terminals in wireless ad hoc networks and would be able to deliver all the advantages of a switched beam antenna. In this work we assume that each mobile terminal is equipped with a ESPAR antenna. Our MAC protocol, presented in the next section, also works with antenna models that have similar characteristics, like those assumed in [6,7,10].

3 Enabling Directional Communications

We start by showing how we detect the direction of the received signal and then go on to present the details of our directional MAC protocol. For latter reference, we define three types of neighbors: Omni-Omni (OO), Directional-Omni (DO), and Directional-Directional (DD) neighbors. Nodes A and B are DO-neighbors if node B, in omni mode, can receive a directional transmission from node A (OO and DD-neighbors are defined similarly). Following the above terminology, the communication between two DO-neighbors (also OO and DO) is referred to as DO-communication (also OO and DO-communication). A MAC protocol to enable DO-communication was presented in [9]. Using those results, a mechanism to provide DD-communication was later proposed in [10]. The basic idea in [10] is to create a route between two DD-neighbors. Such route is
composed of DO-neighbors whose task is to forward an RTS request from a DO-
neighbor to another (here, the directional RTS is received and decoded in omni
mode). On receiving the multi-hop RTS, the destination node then replies with
a directional CTS. (Note that the destination has to know the exact location
of the source node, an issue not addressed in [10].) Directional communication
takes place from this point onwards. Clearly, the above method is inefficient since
multi-hop RTS waste bandwidth, increase contention and communication time.
In this work we propose a MAC protocol that can realize directional "single-
hop" RTS transmission and reception. Furthermore, means to associate each
neighboring node to a particular beam of a node is also addressed.

To enable DD-communications, DD-MAC relies on an interesting mechanism
to detect the direction of the received signals. As a first solution, whenever a
mobile station is idle, it waits in rotational-sector receive-mode. In this mode,
a node N rotates its directional antenna sequentially in all directions, covering
the entire space (360 degrees) in the form of directional receiver. Each control
packet is sent with a preceding tone. By properly selecting the duration of a
tone, the receiver is able to identify the best possible direction to receive the
signal. In other words, the time to complete one full rotation is less than the
tone’s duration. Upon hearing a signal that is above the sensing threshold, node
N selects the antenna element that maximizes the signal strength to receive the
packet that follows the tone. We now show that DD-communication is possible
even if idle nodes wait in omni mode. In such case, when a signal is sensed in omni
mode, the node switches to directional sensing mode to obtain the direction that
maximizes the signal level, as performed above. The omni-sensing and one cycle
of the directional rotation are performed within the duration of the preceding
tone. Since the antenna gain of an omni antenna is lower than that of a directional
antenna, the normal receiving threshold leads to DO-communication. However, if
we set the receiver sensitivity to "[(normal receiving threshold) - (gain difference
of omni and directional)]", then DD-communication is available even if idle nodes
wait in omni mode.

Once the packet is received (using either of the above approaches), node N
knows the ID number of the sender and the antenna element associated with
it. This information is then appended into a table, named Angle Signal Table
(AST). An entry in the AST includes the maximal signal strength of the re-
ceived signal at a particular antenna element, the direction and node ID of the
sender as well as the time the information was received. Note that a node might
associate two or more entries of the AST to a particular node. DD-MAC pro-
tocol, presented in the next subsection, uses the above mechanism to provide
DD-communications.

3.1 DD-MAC Protocol

In our Directional-Directional MAC (DD-MAC), channel reservation is per-
formed using directional RTS/CTS exchange between the sender and the re-
ceiver. When idle, each node senses the medium using rotational-sector sensing
(or using omni-sensing with the next cycle of directional rotation, as explained
above). Suppose that node $S$ wishes to communicate with a neighboring node $D$. First, node $S$ performs both physical and virtual carrier sensing to determine whether it is safe to transmit towards $D$ or not. If the medium is free, then node $S$ transmits the RTS directionally. If the medium is sensed busy, then $S$ postpones its RTS transmission, similar to the IEEE802.11.

When node $D$, in rotational sector mode (or using omni-sensing with the next cycle of directional rotation) hears the tone that precedes the directional RTS (DRTS), it locks its antenna in the sector that maximizes the signal. This allows DD-MAC to directionally receive and decode the DRTS, without resorting to multi-hop RTS. Upon receiving the DRTS, node $D$ proceeds by carrier sensing and waiting for SIFS time before sending a directional CTS (DCTS) back to $S$. The tone and DCTS are sent over the same antenna element from which the DRTS was received. Meanwhile, $S$ remains beamformed towards $D$ to receive the DCTS. Directional DATA and ACK packets follow the successful DRTS/DCTS exchange. If node $S$ does not receive a DCTS within a timeout period, a new DRTS is issued. Again, node $S$ has to go through all the steps of carrier sensing and back-off time before re-transmission.

Neighboring nodes, that overhear the DRTS, DCTS, or both, set their Directional Network Allocation (DNAV) in the direction of the detected signals. Such nodes will defer their own transmissions for the proposed duration of transfer. However, they are allowed to engage in communication as long as the desired direction of communication does not interfere with any ongoing transfers.

4 Performance Evaluation

We have simulated the proposed MAC protocol in QualNet [12] and evaluated its performance in terms of average end-to-end delay and throughput for both single and multi-hop communications. The simulation results of the IEEE802.11 MAC protocol (802.11, for short) are used as benchmark in comparing the results. The simulated environment consists of 50 nodes randomly distributed in a 2D-plane of size 1000×1000 meters. All the nodes have the same transmission power, which is set to 10dBm. In our simulations, we have used the ESPAR antenna in the form of a switched beam antenna with a 30 degrees beamwidth, which is discretely steered to cover the 360 degrees span. Based on hardware measurements of the ESPAR antenna, the duration of the preceding tone in control packets is set to 200μs in the simulations. The results are drawn from the average of twenty runs with different seeds, where each run lasts for four minutes. We have simulated over 900 scenarios, which accounts to over 60 hours of simulation time, in order to obtain the averaged results.

The performance evaluation consists of two parts. First, we evaluate the performance improvement of DD-MAC in terms of single-hop communications efficiency, where single-hop source-destination pairs are randomly selected for communication. Since a directional antenna receives/transmits more power towards a specific direction, the gain of a directional antenna is usually greater than the gain of an omnidirectional antenna [4]. Hence, using the same transmis-
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Fig. 1. Comparison of the average throughput (a) and delay (b) for the IEEE802.11 and DD-MAC at different data rates and number of single-hop communications.

sion power, nodes communicating in directional mode can communicate over a larger distance, as compared to nodes communicating in omnidirectional mode. For example, the transmission range in your simulations is nearly 260 meters, for the 802.11 MAC, and around 500 meters for DD-MAC. Since the farthest distance between any two stations in our simulation is ≈ 1,414 meters, source and destination are at most 3 hops away in DD-MAC, against 6 hops, in the worst case, for the 802.11 MAC. Thus, in our second set of experiments we focused on the impact of the extended transmission range provided by DD-MAC in a multi-hop environment. Since this work aims in evaluating the performance of MAC-layer protocols, we use static routes in the simulations to prevent packet generation from the upper layers.

Figure 1 shows the average throughput and average end-to-end delay, respectively, for the 802.11 MAC and DD-MAC with 2, 6 and 10 concurrent single-hop communications. The results are shown for four different data rates: 256, 512, 1024 and 2048Kbps (1024Bytes of CBR traffic generated at every 32, 16, 8 and 4ms interval, respectively). As can be seen in Figure 1(a), the throughput for 802.11 and DD-MAC is comparable at low data rates (256Kbps). This is because the packet injection gives enough time for the MAC protocols to deliver the generated packets without much competition in grabbing the channel. As the number of communications increase though, the gap in throughput widens, even at moderate data rates, as is the case for 10 communications at 512Kbps. With higher data rates, DD-MAC provides an environment of lower contention that the 802.11 with omnidirectional antennas cannot match. In addition, directional communications provide higher gain than omnidirectional communications. Since higher gain reflects in higher SINR (Signal-to-Interference-and-Noise-Ratio) level, the chances of missing data packets or receiving corrupted data packets are minimized. All these accounts for performance improvements, even when only few nodes are engaged in communication, as is the case for 2 communications at 2048Kbps, where DD-MAC has a throughput improvement or nearly 40% higher than the 802.11 MAC. In comparison with the 802.11 MAC,
DD-MAC provides a throughput improvement of more than 70%, for 6 communications, and surpasses 80% for 10 communications at 2048Kbps. In addition, as shown in Figure 1(b), when the data rates are higher than 512Kbps, DD-MAC is capable of delivering packets in less than half of the time needed by the 802.11 MAC.

We now focus on performance evaluation of DD-MAC in a multi-hop setting. The static routes for multi-hop communications are computed using the standard shortest-path algorithm. Figure 2 shows the average throughput and average end-to-end delay for multi-hop communications for the 802.11 MAC and DD-MAC with 2, 6 and 10 concurrent communications for four different data rates. With the exception of the results for 2 communications at 256Kbps, all the other results show a wide throughput gap between 802.11 and the DD-MAC, as can be seen in Figure 2(a). On average, DD-MAC outperforms the 802.11 MAC protocol in more than 60% for 2 communications with data rates higher than 256Kbps. The improvements in throughput surpasses 150%, on average, for 6 and 10 simultaneous communications. The higher throughput achieved by DD-MAC comes primarily from the following facts: (i) DD-MAC uses the RTS-CTS packets exchange only to inform neighboring nodes about the eminent start of communication, not to silence them, as is the case of the 802.11. In other words, when neighboring nodes overhear the DRTS and/or DCTS exchange, they set their DNAV in the direction which the incoming signals were detected. These neighboring nodes are allowed to communicate in other directions, provided that the direction towards they wish to communicate is not blocked by the DNAV. Otherwise, they will have to wait for DNAV to expire, similar to the NAV in the IEEE802.11. (ii) Due to the higher gain provided by directional communication, the average number of hops between source-destination pairs is significantly reduced. The average number of hops for DD-MAC and 802.11 in our simulations is 1.6 and 2.6 hops, respectively. Thus, with a reduced number of hops and a large number of nodes competing for the channel, as is the case for 6 − 10 communication pairs, DD-MAC is capable of achieving a much better performance than the 802.11 MAC. The aforementioned facts also allows DD-MAC to min-
imize the queuing delay, thus reducing the average end-to-end delay, as can be observed in Figure 2(b). From the above, one can expect the gap in performance between 802.11 and DD-MAC to be even wider when considering larger multi-hop simulation environments.

5 Conclusions

The main contribution of this work was to present a directional MAC protocol scheme which aims to explore the transmission range extension and improved spatial reuse provided by directional antennas. In order to evaluate the performance of our scheme, termed DD-MAC, we have simulated it in QualNet and measured its performance in terms of average throughput and end-to-end delay for both single and multi-hop communications. The IEEE802.11 MAC protocol is used as benchmark in comparing the results. The simulation results for single-hop communications showed that DD-MAC can provide significant improvement in terms of average throughput and end-to-end delay, even with only few nodes engaged in communication. With an increased number of simultaneous communications and higher data rates, DD-MAC provided throughput improvements in the order of 70% to 80% higher than the IEEE802.11, with 6 and 10 communication pairs, respectively. In our second set of experiments we focused in verifying the impact of the extended transmission range provided by DD-MAC in a multi-hop environment. Here, DD-MAC outperformed the throughput of the IEEE802.11 MAC protocol in more than 150%, on average, for 6 and 10 simultaneous communications. As future work, we plan to verify the performance of DD-MAC under different routing strategies.
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Abstract. An OFDM (Orthogonal Frequency Division Multiplexing) detector both resistant to frequency and time offset is proposed in this paper. The detector combines a modified frequency offset estimation technique based on the one presented by P.H. Moose in [1], with a Minimum Mean Square Error (MMSE) techniques for time offset correction. Results show that the frequency offset estimation can be performed even when the time offset is unknown, within a given interval, followed with correction of the distortion of the received signal caused by the time offset by the means of an adaptive filter.

1 Introduction

Multicarrier systems have been proven as much more sensitive to synchronization errors than single carrier systems [2],[3]. Different studies have been done in the past to estimate error parameters either jointly or individually.

In [1] P. H. Moose derived the Maximum Likelihood Estimator (MLE) for the carrier frequency offset, which is calculated in frequency domain after FFT (Fast Fourier Transform). The method exploits the fact that when two same consecutive OFDM symbols are transmitted, the received symbols at the output of the FFT differ only by a phase term which depends on the frequency offset. Therefore, it was proposed to send two identical symbols and estimate the frequency offset from the differences of phase rotation between them. A MLE function (S. Kay method) was derived, fundamentally averaging the phase differences over all subcarriers. The method needs two training symbols and is limited by the acquisition range, which is ±1/4 the subcarrier spacing, and by the prior knowledge of symbol timing.

Van de Beek et al proposed in [4] a blind estimation method for tracking time and frequency offsets using the guard interval redundancy. A MLE function was derived correlating the samples in time domain for an AWGN (Average White Gaussian Noise) channel. Although the variance is small, when MLE peaks are averaged over a number of symbols, the individual estimations of this method have bigger offsets [5].

Schmidl&Cox proposed in [6] a way for burst detection and carrier frequency offset estimation. The method gives a robust way of estimating frequency offset without the limitation in [4] but presented a plateau for the timing metric which leads
to some uncertainty for the start of the symbol. The modifications introduced by H. Minn, M. Zeng and V. K. Bhargava in [7] for the Schmidl&Cox’s method were aimed to reduce this uncertainty.

In this paper a complete scheme for synchronisation parameters correction, rather than just an estimation method, is presented. This study may be considered as a complementary work to the ones previously discussed, wherein the time offset is assumed within a given range, i.e., an initial acquisition for the start of the symbol is assumed using some of the methods previously discussed. As usually these time estimation methods involve correlation calculations over a large number of OFDM symbols, are computationally complex and yet do not provide a perfect estimation of the start of the OFDM symbol, the presented technique may be used for correcting the frequency offset on one hand and the residual timing offset on the other.

2 Problem Definition

Considering the structure presented in figure 1 and following the notation used in previous works [8], the actual OFDM transmitted waveform after translation to higher frequency can be written as:

\[
X_T(t) = \frac{1}{N} \sum_{j=-\infty}^{\infty} \sum_{n=0}^{N_c-1} d(n,j) \cdot \text{rect} \left( \frac{t - jT}{T} - \frac{1}{2} \right) e^{j[2\pi f_n(t - jT) + 2\pi \phi_n(t + \phi_0)]}
\]

(1)

where \( N \) is the number of points used for IFFT and FFT, \( N_c \) is the number of subcarriers, \( T = T_s + T_g \) where \( T_s \) represents the duration of the guard interval used to avoid ISI and \( T_g \) is the duration of the OFDM symbol, \( f_n = n/T_s \), \( 0 \leq n \leq N_c - 1 \) are the baseband subcarrier frequencies and \( f_c, \phi_c \) represent the carrier frequency and phase respectively. When assuming that the coherence bandwidth of the channel is larger than the subcarrier bandwidth, then with flat Rayleigh fading over each subcarrier, no guard interval is needed and \( T = T_s \). Under this assumption a received symbol \( z(l,i) \) is ideally obtained from the original symbol \( d(l,i) \) according to:

\[
z(l,i) = a_l(i)d(l,i) + n(l,i) \quad 0 \leq l \leq N_c - 1
\]

(2)

where \( a_l(i) \) is the flat fading factor and \( n(l,i) \) represents the AWGN component on the \( l^{th} \) subcarrier, \( i^{th} \) OFDM symbol, respectively. However, in a real system a frequency offset will always exist due either to the limitations on carrier stability (causing a mismatch between the transmitter frequency \( f_c \) and the receiver frequency \( f_c' \)) or to a Doppler shift \( f_d \) caused by the movement of the mobile station. In such case, the received OFDM envelope can be written after band translation as:

\[
s(t) = S(i-1) + S(i) + \sum_{j=i-1,j} S(j) + n(t)
\]

(3)

where \( S(j) = \frac{1}{N} \sum_{n=0}^{N_c-1} a_n(j)d(n,j)\text{rect} \left( \frac{t - jT_s}{T_s} - \frac{1}{2} \right) e^{j[2\pi f_i(t - jT_s) + 2\pi \Delta f + \phi_0]} \Delta f = f_c - f_c' \), \( \phi_0 = \phi_c - \phi_c' \) and \( N= N_c \) has been taken for the sake of simplicity.
Ideally, the sampling at the receiver for the \(i\)th OFDM symbol should be performed at time instants \(t_k = kT_s/N + iT_s\), \(0 \leq k \leq N-1\) thus only recovering the information related to the term \(S(i)\), i.e., the current OFDM symbol. When this ideal situation is not in effect and the sampling is performed before the start of the symbol (a similar derivation can be done for a sampling done after the correct timing) at time instants \(t_k = -(D-k)T_s/N + iT_s\), \(0 \leq k \leq N-1\) where \(D\) represents the integer sampling error, there will be a contribution from the previous symbol introducing ISI in the system. To illustrate the importance of an accurate sampling at the receiver note that for a conventional OFDM system the minimum integer sampling error \((D=1)\) already leads to random detection (BER=0.5). The sampled version of \(s(t)\), under the assumption \(D < N\), will be given by:

\[
\begin{align*}
1 \sum_{n=0}^{N-1} a_n(i-1)d(n,i-1)e^{j2\pi[(k-D)/N]n/T_s} & + n(k,i-1), \quad 0 \leq k \leq D-1 \\
1 \sum_{n=0}^{N-1} a_n(i)d(n,i)e^{j2\pi[(k-D)/N]n/T_s} & + e^{j\phi_{cur}(i)} + n(k,i-1), \quad D \leq k \leq N-1
\end{align*}
\]

where \(\phi_{cur}(i) = -\pi\gamma D/N + 2\pi i\gamma\) with \(\gamma = \Delta f T_s\).

After some mathematical manipulation it can be shown that the received symbols at the output of the FFT will yield:

\[
z(l,i) = e^{j2\pi\gamma(D)/N} \sum_{n=0}^{N-1} a_n(i-1)d(n,i-1)e^{j2\pi n(N-D)/N} f_i(n-l) + e^{j2\pi\gamma(D)/N} \sum_{n=0}^{N-1} a_n(i)d(n,i)e^{-j2\pi n D/N} f_i(n-l) + \xi(l,i), \quad 0 < l < N-1
\]

where \(f_i(n-l) = \frac{\sin(\pi(n-l) + \gamma D/N)}{\sin(\pi(n-l) + \gamma D/N)} f_i(n-l) + \frac{\sin(\pi(n-l) + \gamma(N-D)/N)}{\sin(\pi(n-l) + \gamma(N-D)/N)} e^{j(N-D)\gamma(n-l)N}
\)

and \(\xi(l,i)\) represents the FFT of the noise samples.

The undesired effects over the received signal are basically: (1) the received constellation incrementally rotates from OFDM symbol to OFDM symbol due to the frequency offset (term \(e^{j2\pi\gamma}\)) (2) correlation among the information carried by the different subcarriers appears (Inter Carrier Interference-ICI) due to the frequency offset as well as to the sampling error, and (3) the current symbol information is corrupted by the previous (or next) symbol due to the sampling error (Inter Symbol Interference-ISI). When combining the \(N\) components of the sequence \(z(l,i)\) into a \(Nx1\) vector \(z(i)\) the outputs of the FFT can be rewritten in matrix notation as:

\[
z(i) = F_i^\top G_1(i-1)d(i-1) + F_i^\top G_2(i)d(i) + \xi(i)
\]

where \(\xi(i) = [\xi(0,i), \xi(1,i), ..., \xi(N-1,i)]\) are gaussian noise samples of zero mean and variance \(\sigma^2\), \(d(i-1)\), \(d(i)\) are \(Nx1\) vectors containing the original symbols modulated onto each subcarrier for the \(i-1\) and \(i\) OFDM symbols respectively.

---

1 Only D integer is considered, correction of small (fractional) sampling error was studied in for example [9]; by means of differential encoding. The case of integer + fractional time offset is a subject for further research.
When the joint effect of the integer sampling error and the frequency offset are considered, the amount of distortion on the received signal is such that it becomes necessary to include some kind of estimation of the frequency offset for a reasonable detection. In the proposed scheme the frequency offset estimation as well as the current phase estimation (rotation originated by the term $e^{j2\pi i \gamma}$) is performed at the beginning of each defined OFDM frame (set of $M$ consecutive OFDM symbols). The estimation is realized using the samples of the training symbol $s_{TR}(k,i)$ at the input of the FFT block. The considered OFDM frame for the proposed scheme is illustrated in figure 2 which depicts samples after the Parallel-to-serial converter at the receiver. It shows the considered frame using two training symbols to estimate the frequency offset and current phase, though it will be shown that it is possible to use only a single training symbol for the estimation. Although the sequences $X(k,i)$ are in general complex sequences, the figure could represent either the real or imaginary parts of $X(k,i)$.

Fig. 1. Conventional OFDM system

### 3 The Proposed Correction Scheme
Different methods have been considered to estimate the frequency offset, some of them need computing the timing metric beforehand which represents a large computational load at the receiver. Since it is very important that the amount of computation needed at the receiver be small (this is even more crucial in this case where the estimation is performed for each OFDM frame), a somewhat similar method to that presented by P.H. Moose in [1], which is more computationally simple, is used. However, some modifications are necessary because Moose assumed that there was no sampling error at the receiver. Moreover, the same training symbols used to estimate the frequency offset are also used to estimate the current phase term.

Once the estimation of the frequency offset and the current phase term has been made at the beginning of the OFDM frame the information symbols are corrected as follows:

\[ s_c(k,i) = s(k,i)e^{-j2\pi\hat{\gamma}k/N}e^{-j\hat{\phi}_{cur}(i)} \quad 0 \leq k \leq N-1 \]  

where \( \hat{\gamma} \) and \( \hat{\phi}_{cur}(i) \) stand for the estimate of the frequency offset and current phase respectively. Notice that the frequency offset can be considered constant within an OFDM frame, but it is necessary to keep track of the current phase term. A good estimation of the frequency offset is doubly important because it results in a good estimation of the current phase at the same time. To illustrate this, note that:

\[ \phi_{cur}(i+1) = \phi_{cur}(i) + 2\pi\hat{\gamma} \]  

Therefore, the current phase term estimation within one frame has to be updated from OFDM symbol to OFDM symbol as follows:

\[ \hat{\phi}_{cur}(i+1) = \hat{\phi}_{cur}(i) + 2\pi\hat{\gamma} \]  

At the same time (9) shows that the more recent is the frequency offset estimation, the best is the correction of the OFDM symbol. Assuming a perfect initial acquisition of the phase term \( \phi_{cur}(i) = \phi_{cur}(i) \) the current phase estimation for the last symbol of the frame would be:

\[ \hat{\phi}_{cur}(i+(M-1)) = \phi_{cur}(i) + (M-1) \cdot 2\pi\hat{\gamma} = \phi_{cur}(i+(M-1)) + \epsilon(M) \]  

i.e., the further from the beginning of the OFDM frame, the worse is the current phase term estimation because \( \epsilon(M) \) is proportional to \( M-1 \).

Apart from the frequency offset and current phase estimation, a MMSE detector is used to correct the effect of the integer sampling error. A linear filter is applied at the
output of the FFT before detection to equalize the samples \( z(i) = FFT\{s_c(i)\} \), where \( s_c(i) \) is the vector containing the N samples of \( s_c(k,i) \), as follows:

\[
y(i) = W'^{(i)}z(i)
\]  

(11)

where \( z(i) \) is the \( Nx1 \) vector containing the outputs of the FFT, \( W'^{(i)} \) is a \( NxN \) matrix containing the MMSE coefficients and \( y(i) \) is the \( Nx1 \) vector containing the equalized samples. The optimal coefficients for the matrix \( W'^{(i)} \) which minimize the Mean Square Error between the desired and equalized data are given by the well known Wiener-Hopf equation:

\[
w_j(i) = R_{zz}^{-1}(i)r_{zd}(l,i)
\]  

(12)

where \( w_j(i) \) is the \( l^{th} \) column of the matrix \( W(i) \), \( r_{zd}(l,i)=E\{d(l,i)z'^{(i)}(i)\} \) and \( R_{zz}(i)=E\{z(i)z'^{(i)}(i)\} \). From (6) and (12) the set of optimal coefficients will be given by:

\[
w_l(i) = (F'^{T}A(i-1)F'_{1} + F'^{T}A(i)F'_{2} + \sigma^{2}I)^{-1} F'^{T}g_{2,l}(i)
\]  

(13)

where \( A(i) = \text{diag}(a_{0}^{2}(i),a_{1}^{2}(i),\ldots,a_{N-1}^{2}(i)) \), \( g_{2,l}(i) \) is the \( l^{th} \) column of the matrix \( G_{2}(i) \) and \( \sigma \) stands for the noise power.

Note that, since the frequency offset is assumed to be close to zero after frequency offset correction, the optimal coefficients depend basically on \( D \). The value of \( D \) is unknown at the receiver and therefore a solution based on the LMS (Least Mean Squares) algorithm is proposed to converge to the optimal coefficients. In each frame a LMS training symbol is sent and the weights of the filter are updated as follows:

\[
w^{'}_l(i) = w^{'}_l(i-1) - \mu(y^{'}_w(l,i) - d_{w}(l,i))z_{wc}(i)
\]  

(14)

where \( z_{wc}(i) \) represents the output of the FFT for the training symbol after frequency correction, \( y^{'}_w(l,i) \) is the output of the filter for the \( l^{th} \) subcarrier, \( d_{w}(l,i) \) is the original training data and \( \mu \) is the scalar parameter determining the rate of convergence and stability.

The LMS training symbol is not inserted right after the frequency estimation symbols which must have certain properties (defined in the next section) not compatible with a proper training for the MMSE filter. Note that the distortion on the LMS training symbol depends on the previous symbol, the values of which should be ideally random, which is not the case for the frequency estimation symbol.

Furthermore, in order to have better correction, the LMS training symbol has to be inserted as close to the beginning of the frame as possible (see equation 10). Thus, the LMS training symbol is always inserted two symbols after the estimation ones. For the simulations, the LMS training sequences are chosen sequentially from a set of 50 randomly generated sequences of length \( N \) \( (d_{w}(l,i) = 1,-1) \) and are known for both the transmitter and receiver.
4 Frequency Estimation Methods

4.1 Two Estimation Symbols Method (TESM)

In [1] Moose derived the MLE of the frequency offset given the realizations of two received symbols at the output of the FFT, $z_{TR}(i)$ and $z_{TR}(i+1)$ in response to identical transmitted data, obtaining the following result:

$$\hat{\gamma} = \frac{1}{2\pi} \tan^{-1} \left( \frac{\sum_{l=0}^{N-1} \text{Im}\{z_{TR}(l,i)z_{TR}(l,i+1)^*\}}{\sum_{l=0}^{N-1} \text{Re}\{z_{TR}(l,i)z_{TR}(l,i+1)^*\}} \right)$$  \hspace{1cm} (15)

Basically, to reduce effect of noise, Moose performs an estimation of $\tan(2\pi\gamma)$ averaging over all the subcarriers. When a sampling error occurs, this method is no longer satisfactory because, at the output of the FFT, the information of the estimation symbol and the information from the previous or next symbol is totally mixed. However, at the input of the FFT, a similar operation with some modifications can be performed if the sampling error $D$ is assumed within a given interval (it is assumed that it occurs in no more than $N/8$ samples away from the correct timing point). Under this assumption the central $N_{\text{avfreq}}=3N/4$ samples of the realizations of two received symbols at the input of the FFT, $s_{TR}(i)$ and $s_{TR}(i+1)$, in response to identical transmitted data, can still be used for averaging.

Furthermore, another drawback of the estimation presented by Moose is that the function $\arctan(x)$ used for estimation, returns a value between $[-\pi/2, \pi/2]$ whereas a phase term, $e^{j2\pi\gamma}$, which belongs to the interval $[-\pi, \pi]$, is being measured. This means that when using the $\arctan(x)$ function, only a phase term $|2\pi\gamma|<\pi/2$ can be estimated, therefore limiting the frequency offset acquisition to $|\gamma|<0.25$.

To solve this problem, we use for estimation the following expression instead:

$$\hat{\gamma} = \frac{1}{2\pi} \angle \left\{ \sum_{N/8}^{7N/8-1} \text{Re}\{s_{TR}(k,i)s_{TR}(k,i+1)^*\} + j \sum_{N/8}^{7N/8-1} \text{Im}\{s_{TR}(k,i)s_{TR}(k,i+1)^*\} \right\}$$  \hspace{1cm} (16)

One can show that (16) can give, like (15), an estimate for $\gamma$. For the simulations the function $\text{angle}(x)$ provided in Matlab software is used. One could also use the complementary information provided by $\cos^{-1}(x)$ and $\sin^{-1}(x)$ to achieve the same result and be able to measure phases in the interval $[-\pi, \pi]$. This leads, as discussed earlier, to frequency acquisition range limited to $|\gamma|<0.5$. If the frequency offset is larger than this value (integer frequency offset), the transmitted sequence appears shifted at the receiver [6] and other techniques become necessary.

Once the frequency offset $\gamma$ has been estimated, the samples of $s_{TR}(i)$ and $s_{TR}(i+1)$ are corrected to eliminate the different rotation experienced by each sample depending
on χ. Additionally, the samples of $s_{TR}(i)$ are corrected to assure that both symbols are in phase\(^2\) as follows:

$$
s_{TC}(k,i) = s_{TR}(k,i)e^{-j2\pi\frac{k}{N}}e^{j2\pi\frac{n}{N}}
$$

$$
s_{TC}(k,i+1) = s_{TR}(k,i+1)e^{-j2\pi\frac{k}{N}}
$$

(17)

Notice that, from (4) and (17), for a sampling performed before the correct point and within the considered interval for $D$, it is always true that (for simplicity and justification of the used estimation method it is assumed that $\hat{\chi} = \chi$):

$$
s_{TC}(k,i) = a_{\chi}(i)X_{TR}(k-D)e^{j\phi_{cur}(i+1)} + n(k,i) \quad N/8 \leq k \leq N - 1
$$

$$
s_{TC}(k,i+1) = a_{\chi}(i)X_{TR}(k-D)e^{j\phi_{cur}(i+1)} + n(k,i+1) \quad 0 \leq k \leq N - 1
$$

(18)

where $X_{TR}(k) = \frac{1}{N} \sum_{n=0}^{N-1} d_{TR}(n,i)e^{j2\pi\frac{k}{N}}$ and $X_{TR}(k-D) = X_{TR}(k-D+N)$.

Analogously, for a sampling performed after the correct point, it can be stated:

$$
s_{TC}(k,i) = a_{\chi}(i)X_{TR}(k-D)e^{j\phi_{cur}(i+1)} + n(k,i) \quad 0 \leq k \leq N - 1
$$

$$
s_{TC}(k,i+1) = a_{\chi}(i)X_{TR}(k-D)e^{j\phi_{cur}(i+1)} + n(k,i+1) \quad 0 \leq k \leq 7N/8 - 1
$$

(19)

If the training symbol is such that $\angle \{X_{TR}(k)\} = L, \forall k$, i.e., all the samples of the transmitted OFDM symbol are in phase, an averaging can be performed in order to determine $\phi_{cur}(i+1)$. Under these conditions the estimate of the current phase term may be calculated over the $N_{avph}^{\phi_{cur}}$=$7N/4$ samples of $s_{TC}(k,i)$ and $s_{TC}(k,i+1)$ as follows:

$$
\hat{\phi}_{cur}(i+1) = \frac{1}{N_{avph}^{\phi_{cur}}} \sum_{k=N/8}^{N-1} s_{TC}(k,i) + \sum_{k=0}^{7N/8-1} s_{TC}(k,i+1) - L
$$

(20)

In order to keep the transmitted power constant and fulfill the previous requirement, $\angle \{X_{TR}(k)\} = L, \forall k$, the training symbol is chosen $X_{TR}(k) = \sqrt{N} \cdot FFT[\delta_{N}(n)]$ where $\delta_{N}(n) = [1,0,0,\ldots,0]$.

### 4.2 Single Estimation Symbol Method (SESAM)

In order to reduce the number of pilot symbols used to estimate the frequency offset and current phase, therefore increasing the bandwidth efficiency, a similar method can be defined over one single training symbol.

If the transmitted symbol $X_{TR}(i)$ has two equal halves\(^3\), a similar averaging to that of (16) can be performed over the $N_{avfreq}^{\phi_{cur}}$=$N/4$ usable samples for each half of $s_{TR}(i)$ as shown:

$$
\hat{\chi}_{s} = \frac{1}{\pi} \sum_{N/8}^{3N/8-1} \left\{ \begin{array}{l}
\text{Re} \{s_{TR}(k,i)s_{TR}(k+N/2,i)\} + j \sum_{N/8}^{3N/8-1} \text{Im} \{s_{TR}(k,i)s_{TR}(k+N/2,i)^{*}\} 
\end{array} \right\}
$$

(21)

\(^2\) Note that from (4) two consecutive received symbols at the input of the FFT (sent identical) differ mainly in a phase term $e^{j2\pi\frac{k}{N}}$ for $D \leq k \leq N - 1$

\(^3\) Under this condition, the property $s_{TR}(k+N/2,i) = s_{TR}(k,i)e^{j\pi/k}$, $N/8 \leq k \leq 3N/8 - 1$ is fulfilled within the considered margin for $D$
Analogously, the current phase is estimated using the central $N_{\text{avph}}=3N/4$ samples of $s_{\text{tc}}(i)$:

\[
\hat{\phi}_{\text{cur}}(i) = \angle \left\{ \sum_{k=N/8}^{7N/8-1} s_{\text{tc}}(k,i) \right\} = \pm \frac{2\pi \gamma D}{N} + 2\pi \gamma = \phi_{\text{cur}}(i)
\]

(22)

Notice that in this case the acquisition range for the frequency offset is increased in a 100%. The limitation will be given by $|\pi\gamma|<\pi \Rightarrow |\gamma|<1$. It is also important that, on the other hand, the averaging is performed over less samples for both the frequency offset and current phase, therefore losing immunity against noise.

5 Simulation Results and Discussion

Simulations were carried over AWGN channel first letting the LMS algorithm converge to the optimal coefficients using the frequency corrected samples $z_{\text{wc}}(i)=$FFT[$s_{\text{wc}}(i)$] and applying (14) to update the filter coefficients. Then, the bit error counting is started over the information symbols of the frame. The number of information symbols within one frame is taken 5 and the original symbols are BPSK mapped. In figures 3 and 4 the system performances for TESM and the SESM respectively are depicted for $\gamma=0.4$ and $N=64$. The two schemes perform differently for this number of subcarriers mainly because of the larger noise reduction with the TESM and because the frequency offset and phase estimation are much more accurate. In some applications it might be desirable to loose some spectral efficiency (ratio between the information symbols and the total number of symbols sent) in order to achieve a much better performance.

Fig. 3. TESM system performance
Fig. 4. SESM system performance

Nevertheless, it has been shown by simulation that for a number of subcarriers larger than 128 both systems became undistinguishable over AWGN channel. It was also noticed that the acquisition range is reduced to the half when using the TESM$^4$.

$^4 N_{\text{avfreq}}^T=3N_{\text{avfreq}}^T$ and $N_{\text{avph}}^T=7N_{\text{avph}}^T/3$
Thus it is concluded that for a large number of subcarriers ($N \geq 128$) it is clearly preferable to use the SESM as the performance is almost equal, the acquisition range is doubled and the efficiency is augmented in almost a 10%.

It was also shown by simulation that the TESM for $N \geq 32$ yields already a very accurate frequency offset estimation when compared to the overall performance of the system. This means that the performance of the system in the absence of frequency offset is equaled; the same statement could be done regarding the SESM for $N \geq 128$. The overall performance of the systems under these conditions is therefore only dependant on the value of the integer sampling error.

### 6 Conclusions

In this letter a complete scheme for time and frequency offset correction for OFDM systems has been presented. The system uses a frequency offset estimation method for posterior correction combined with a MMSE detector for time offset correction. Two different frequency offset estimation methods have been presented and it has been shown that for a large number of subcarriers is possible to achieve a good estimation using a single pilot symbol. The overall performance of the system remains strongly dependant on the value of the sampling error since this last parameter is blindly corrected instead of estimated as the frequency offset.
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Abstract. This paper examines finite field trigonometry as a tool to construct trigonometric digital transforms. In particular, by using properties of the k-cosine function over GF(p), the Finite Field Discrete Cosine Transform (FFDCT) is introduced. The FFDCT pair in GF(p) is defined, having blocklengths that are divisors of (p+1)/2. A special case is the Mersenne FFDCT, defined when p is a Mersenne prime. In this instance blocklengths that are powers of two are possible and radix-2 fast algorithms can be used to compute the transform.

1 Introduction

The manifold applications of discrete transforms defined over finite or infinite fields are very well known. The Discrete Fourier transform (DFT) has, since long, been playing a decisive role in Engineering. Another powerful discrete transform is the Discrete Cosine Transform (DCT), which became a standard in the field of image compression [1]. Such transforms, despite being discrete in the variable domain, have coefficients with amplitudes belonging to an infinite field. They can therefore be understood as some kind of "analog transforms". In contrast, transforms defined over finite fields are discrete in both variable and transform domain. Their coefficients are from a finite alphabet, so they can be understood as "Digital Transforms".

A very useful transform related to the DFT is the Finite Field Fourier Transform (FFFT), introduced by Pollard in 1971 [2] and applied as a tool to perform discrete convolution using integer arithmetic. Since then several new applications of the FFFT have been found, not only in the fields of digital signal and image processing [3-5], but also in different contexts such as error control coding and cryptography [6-7].

The Finite Field Hartley Transform, which is a digital version of the Discrete Hartley Transform, has been recently introduced [8]. Its applications include the design of digital multiplex systems, multiple access systems and multilevel spread spectrum digital sequences [9-12].

Among the discrete transforms, the DCT is especially attractive for image processing, because it minimises the blocking artefact that results when the boundaries between subimages become visible. It is known that the information packing ability of the DCT is superior to that of the DFT and other transforms [13]. The DCT is now a tool in the international JPEG standard for image processing, but there is no equivalent transform over finite fields. A natural question that arises is whether it is possible to find a DCT over such fields. The first task towards such a new transform is to define the equivalent of the cosine function over a finite field.
Based on the trigonometry over finite fields proposed in [8], this paper introduces a new digital transform, the finite field discrete cosine transform (FFDCT). The FFDCT is defined for signals over \( \text{GF}(p) \), \( p \equiv 3 \pmod{4} \) and its components are in \( \text{GF}(p) \).

## 2 Background and Preliminaries

### 2.1 Fundamentals on Finite Field Complex Numbers

Definition 1. The set of Gaussian integers over \( \text{GF}(p) \) is the set \( \text{GI}(p) = \{a + jb, a, b \in \text{GF}(p)\} \), where \( p \) is a prime such that \( j^2 = -1 \) is a quadratic nonresidue over \( \text{GF}(p) \). Only prime \( p \equiv 3 \pmod{4} \) meet such a requirement [14].

The extension field \( \text{GF}(p^2) \) is isomorphic to the “complex” structure \( \text{GI}(p) \) [15]. From the above definition, \( \text{GI}(p) \) elements can be represented in the form \( a + jb \) and are referred to as complex finite field numbers.

Definition 2. (unimodular set): The elements \( \zeta = (a + jb) \in \text{GI}(p) \), such that \( a^2 + b^2 \equiv 1 \pmod{p} \) are referred to as unimodular elements.

### 2.2 Finite Field Trigonometry

This session describes briefly trigonometric functions over a finite field, which hold many properties similar to those of the standard real-valued trigonometric functions [16]. In what follows, the symbol \( := \) means equal by definition.

Definition 3. Let \( \zeta \) be a nonzero element of \( \text{GI}(p) \), where \( p \equiv 3 \pmod{4} \). The \( k \)-trigonometric functions cosine and sine of \( \angle(\zeta^i) \) (arc of the element \( \zeta^i \)) over \( \text{GI}(p) \), are

\[
\cos_k(\angle\zeta^i) := (2^{-1} \pmod{p}) \left( \frac{\zeta^{2i} + \zeta^{-2i}}{2} \right) \quad \text{and} \quad \sin_k(\angle\zeta^i) := (2^{-1} \pmod{p}) \left( \frac{\zeta^{i} - \zeta^{-i}}{j} \right),
\]

where \( \zeta \) has order \( N \).

For the sake of simplicity, these are denoted by \( \cos_k(i) \) and \( \sin_k(i) \). Over the field of real numbers, the DCT is defined by the pair

\[
C[k] := \sum_{n=0}^{N-1} x[n] \cos\left(\frac{(2n+1)k\pi}{2N}\right), \quad x[n] = \sum_{k=0}^{N-1} \beta[k]C[k] \cos\left(\frac{(2n+1)k\pi}{2N}\right),
\]

where \( \beta[k] \) is the weighting function \( \beta[k] = \begin{cases} \frac{1}{2}, & \text{if } k = 0 \\ 1, & \text{if } k = 1 \end{cases} \).

The steps leading to the expression for the DCT of the length \( N \) sequence \( x[n] \), involve replicating \( x[n] \) and computing its DFT, from which the DCT coefficients can be obtained. Therefore, to construct a length \( N \) DCT, a kernel of order \( 2N \) is required.
3 The Discrete Cosine Transform in a Finite Field

Let \( f = (f_i) \) be a length \( N \) vector over \( \text{GF}(p) \). To define its DCT using \( k \)-cosines, the following lemma is required.

Lemma 1 (k-cos lemma): If \( \zeta \in \text{GI}(p) \) has multiplicative order \( 2N \), then

\[
A = \sum_{k=1}^{N-1} \cos_k(i) = \begin{cases} 
N - 1, & \text{if } i = 0 \\
-1, & \text{if } i \text{ is even } (\neq 0) \\
0, & \text{if } i \text{ is odd}
\end{cases}
\]

Proof: By definition

\[
A = \sum_{k=1}^{N-1} \cos_i(k) = \frac{1}{2} \sum_{k=1}^{N-1} (\zeta^k + \zeta^{-ki}) ,
\]

so that, clearly, \( A = N - 1 \) if \( i = 0 \). Otherwise, \( A = \frac{1}{2} \left[ \frac{\zeta^i (\zeta^{i(N-1)} - 1)}{\zeta^i - 1} + \frac{\zeta^{-i} (\zeta^{-i(N-1)} - 1)}{\zeta^{-i} - 1} \right] \).

Since \( \zeta \) has order \( 2N \), then \( \zeta^N = -1 \). Multiplying the second term by \( (-\zeta^i) \), yields

\[
A = \frac{1}{2} \left[ -\frac{1 - \zeta^i}{\zeta^i - 1} + \frac{1 - \zeta^{-i}}{\zeta^{-i} - 1} \right].
\]

Therefore, for \( i \) even, \( A = \frac{1}{2} \left[ -\frac{1 - \zeta^i + 1 - \zeta^{-i}}{\zeta^{-i} - 1} \right] = -1 \) and, for \( i \) odd,

\[
A = \frac{1}{2} \left[ -\frac{1 - \zeta^i + 1 + \zeta^{-i}}{\zeta^{-i} - 1} \right] = 0.
\]

From this k-cos lemma, it is possible to define a new digital transform, the finite field discrete cosine transform (FFDCT).

Definition 4: If \( \zeta \in \text{GI}(p) \) has multiplicative order \( 2N \), then the finite field discrete cosine transform of the sequence \( f = (f_i), \ i = 0,1,..,N-1, \ f_i \in \text{GF}(p) \), is the sequence \( C = (C_k), \ k = 0,1,..,N-1, \ C_k \in \text{GI}(p) \), of elements

\[
C_k := \sum_{i=0}^{N-1} 2f_i \cos_k \left( \frac{2\pi i + 1}{2} \right).
\]

The inverse FFDCT is given by theorem 1 below.

Theorem 1 (The inversion formula): The inverse FFDCT of the sequence \( C = (C_k), \ k = 0,1,..,N-1, \) is the sequence \( f = (f_i), \ i = 0,1,..,N-1, \ f_i \in \text{GF}(p) \), where

\[
f_i = \frac{1}{N} \sum_{k=0}^{N-1} \beta_k C_k \cos_k \left( \frac{2\pi i + 1}{2} \right),
\]

and the weighting function \( \beta_k \) is given by \( \beta_k = \begin{cases} (2^{-1} \mod p), & \text{if } k = 0 \\
1, & \text{if } k \neq 0
\end{cases} \).

Proof: To establish the inversion formula, it is sufficient to show that \( g_i = f_i, \ i = 0,1,..,N-1, \) where

\[
g_i := \frac{1}{N} \sum_{k=0}^{N-1} \beta_k C_k \cos_k \left( \frac{2\pi i + 1}{2} \right).
\]

From definition 4, one may write

\[
g_i = \frac{1}{N} \sum_{k=0}^{N-1} \beta_k \left[ \sum_{r=0}^{N-1} 2f_r \cos_k \left( \frac{2\pi r + 1}{2} \right) \right] \cos_k \left( \frac{2\pi i + 1}{2} \right),
\]

which is the same as
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\[ g_i = \frac{2}{N} \sum_{r=0}^{N-1} f_r \left[ \sum_{k=0}^{N-1} \beta_k \cos_k \left( \frac{2r+i+1}{2} \right) \right]. \]

Using the addition of arcs formula leads to

\[ g_i = \frac{2}{N} \sum_{r=0}^{N-1} f_r \left[ \frac{1}{2} + \frac{1}{2} \sum_{k=1}^{N-1} \cos_k (r+i+1) \right] + \frac{1}{2} \sum_{k=1}^{N-1} \cos_k (r-i)]. \]

From the k-cos lemma and observing that \((r+i+1)\) is even whenever \((r-i)\) is odd and vice-versa, the evaluation of the above expression requires considering three cases:

i) If \(r+i+1 = 0\), then \(r = -i - 1\), which implies \(f_r = 0\). Therefore, in this case, \(g_i = 0\).

ii) If \(r-i = 0\), then \(r = i\). In this case \(g_i = \frac{2}{N} f_i [\frac{1}{2} + \frac{1}{2}(0) + \frac{1}{2}(N-1)] = f_i\).

iii) If both, \(r+i+1\) and \(r-i\) are different from zero, considering the parity for these terms it is possible to write

\[ g_i = \frac{2}{N} \sum_{r=0}^{N-1} f_r \left[ \frac{1}{2} + \frac{1}{2}(0) + \frac{1}{2}(-1) \right] = 0, \]

so that \(g_i = f_j\), \(i = 0, 1, ..., N-1\).

The elements of an FFDCT of length 8 over GF(31) are presented in example 1.

Example 1: For \(p = 31\), the element \(\zeta = (7+j13) \in \text{GL}(31)\) has order \((p+1)/2 = 16\). The FFDCT of length \((p+1)/4 = 8\) of the sequence \(f = (1,2,3,4,5,6,7,8)\) is the sequence \(C = (10,20,0,17,0,12,0,5)\). The transform matrix \(\{\cos_k(\frac{2i+1}{2})\}, i, k = 0, 1, ..., 7,\) is

\[
M_{k,i} = \begin{bmatrix}
2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
27 & 10 & 20 & 22 & 9 & 11 & 21 & 4 \\
14 & 5 & 26 & 17 & 17 & 26 & 5 & 14 \\
10 & 9 & 4 & 11 & 20 & 27 & 22 & 21 \\
8 & 23 & 23 & 8 & 8 & 23 & 23 & 8 \\
20 & 43 & 22 & 10 & 21 & 9 & 27 & 11 \\
5 & 17 & 14 & 26 & 26 & 14 & 17 & 5 \\
22 & 11 & 10 & 4 & 27 & 21 & 20 & 9 
\end{bmatrix}.
\]

The inverse matrix, which is equal to \(\left(\frac{\beta_k}{N} \cos_k(\frac{2i+1}{2})\right), i, k = 0, 1, ..., 7,\) is given by

\[
M^{-1}_{k,i} = \begin{bmatrix}
2 & 23 & 28 & 20 & 16 & 9 & 10 & 13 \\
2 & 20 & 10 & 18 & 15 & 8 & 3 & 22 \\
2 & 9 & 21 & 8 & 15 & 13 & 28 & 20 \\
2 & 13 & 3 & 22 & 16 & 20 & 21 & 8 \\
2 & 18 & 3 & 9 & 16 & 11 & 21 & 23 \\
2 & 22 & 21 & 23 & 15 & 18 & 28 & 11 \\
2 & 11 & 10 & 13 & 15 & 23 & 3 & 9 \\
2 & 8 & 28 & 11 & 16 & 22 & 10 & 18 
\end{bmatrix}.
\]

It is interesting to observe, at this point, that due to the expressions defining the FFDCT pair, there is a simple relation between the direct and inverse transform matrices. In fact, the elements of these matrices are related by
From a practical point of view, an important family of finite field transforms may be obtained from the FFDCT, namely the Mersenne FFDCT. These are defined over GF\((p)\) when \(p=2^s-1\), a Mersenne prime. The blocklength is \(N=2^{s-2}\), which is attractive since that radix-2 fast algorithms can be used in this case.

In general, the transformed vector (DCT spectrum) lies over the extension field GF\((p^s)\). However, if a unimodular element \(\zeta\) is used to define the finite field trigonometry, then it can be shown that \(\cos\) and \(\sin\) are real functions [17].

**Proposition 1.** If \(\zeta = a + jb\) is unimodular, then \(\cos_k(i)\) and \(\sin_k(i)\) \(\in\) GF\((p)\), for any \(i, k\).

This is the situation illustrated in example 1. In this case \(\zeta\) is unimodular and has a square root \(\lambda\) that is also unimodular. This \(\lambda\) has order \((p+1)\), so that \(\zeta\) has order \((p+1)/2\), which implies an FFDCT of length \(N = (p+1)/4\). Table 1 below lists the parameters of some real FFDCT.

**Table 1.** Parameters for the FFDCT over a few Finite Fields: Ground field, transform blocklength, unimodular element used to define \(\cos_k(i)\) and its order over the extension field.

<table>
<thead>
<tr>
<th>Ground field (GF(p))</th>
<th>Blocklength (N)</th>
<th>Unimod element (\zeta)</th>
<th>Extension field (GF(p^s))</th>
<th>Order (\text{Ord}(\zeta))</th>
</tr>
</thead>
<tbody>
<tr>
<td>7* (Mersenne FFDCT)</td>
<td>2</td>
<td>2+j2</td>
<td>GF(49)</td>
<td>8</td>
</tr>
<tr>
<td>23</td>
<td>6</td>
<td>4+j10</td>
<td>GF(529)</td>
<td>24</td>
</tr>
<tr>
<td>31*</td>
<td>8</td>
<td>2+j11</td>
<td>GF(961)</td>
<td>32</td>
</tr>
<tr>
<td>47</td>
<td>12</td>
<td>4+j19</td>
<td>GF(2209)</td>
<td>48</td>
</tr>
<tr>
<td>71</td>
<td>18</td>
<td>8+j24</td>
<td>GF(5041)</td>
<td>72</td>
</tr>
<tr>
<td>79</td>
<td>20</td>
<td>2+j32</td>
<td>GF(6241)</td>
<td>80</td>
</tr>
<tr>
<td>103</td>
<td>26</td>
<td>2+j10</td>
<td>GF(10609)</td>
<td>103</td>
</tr>
<tr>
<td>127*</td>
<td>32</td>
<td>2+j39</td>
<td>GF(16129)</td>
<td>128</td>
</tr>
<tr>
<td>151</td>
<td>38</td>
<td>2+j65</td>
<td>GF(22801)</td>
<td>152</td>
</tr>
<tr>
<td>167</td>
<td>42</td>
<td>4+j73</td>
<td>GF(27889)</td>
<td>168</td>
</tr>
<tr>
<td>191</td>
<td>48</td>
<td>6+j27</td>
<td>GF(36481)</td>
<td>192</td>
</tr>
<tr>
<td>199</td>
<td>50</td>
<td>2+j14</td>
<td>GF(39601)</td>
<td>200</td>
</tr>
</tbody>
</table>

* Mersenne FFDCT.

### 4 Conclusions and Suggestions

In this paper the discrete cosine transform in a finite field GF\((p)\) was introduced. The FFDCT uses the k-trigonometric \(\cos_k(.)\) function over GF\((p)\) as kernel. An important lemma concerning such functions was given, from which the inversion formula was established. The length of the transform is a divisor of \(p+1\), where \(p=3 \mod 4\). If \(p\) is a Mersenne prime, the transform is called Mersenne FFDCT and has a blocklength that is a power of two. Unimodular elements were selected to guarantee real values for the k-trigonometric functions, thus producing real (GF\((p)\)-valued) transforms.
Since there exists many definitions for the classical DCT, it is interesting to investigate alternative definitions for the FFDCT as well. Further Transforms such as discrete sine transform and 2-D FFDCT could also be defined. Possible applications of the FFDCT for multiplex, CDMA schemes and image processing are currently under investigation.
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Abstract. Fast QR decomposition (QRD) RLS algorithms based on backward prediction errors are well known for their good numerical behavior and their low complexity when compared to similar algorithms with forward error update. Although the basic matrix expressions are similar, their application to multiple channel input signals generate more complex equations. This paper presents a lattice version of the multichannel fast QRD algorithm based on a posteriori backward errors updating. This new algorithm comprises scalar operations only; its modularity and pipelinability favors its systolic array implementation.

1 Introduction

Digital processing of multichannel signals using adaptive filters has recently found a variety of new applications including color image processing, multispectral remote sensing imagery, biomedicine, channel equalization, stereophonic echo cancellation, multidimensional signal processing, Volterra–type nonlinear system identification, and speech enhancement [1]. This increased number of applications has spawned a renewed interest in efficient multichannel algorithms. One class of algorithms, known as multichannel fast QR decomposition least-squares adaptive algorithms based on backward error updating, has become an attractive option because of fast convergence properties and reduced computational complexity.

In the case of one single channel, a unified formulation for Fast QRD-LS algorithms is available in [2]. In this paper, a new algorithm based on the a posteriori backward error updating is developed, using an approach similar to the one used in [3]. Our starting point is the block multichannel algorithm based on the a posteriori backward error updating presented in [4]. It is well known that, due to its blocking characteristic, the algorithm of [4] deals with matrix inversions which are potential sources of instability. To overcome this, a new expression is derived; moreover, with the help of order recursive implementations, the resulting new lattice–type algorithm is introduced. This new algorithm uses scalar operations only.
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This paper is organized as follows. In Section 2, we review the basic matrix equations of the Multichannel Fast QR Decomposition Least Squares (MCFQRD-LS) algorithms based on backward prediction errors. Section 3 addresses the Multichannel Fast QRD based on the updating of the a posteriori error vector (MCFQRD_POS_B). In Section 4, the Lattice version of the MCFQRD_POS_B algorithm is presented. Simulation results and conclusions are summarized in Sections 5 and 6, respectively.

2 The Multichannel Fast QRD Algorithm Based on Backward Prediction Errors Updating

The objective function to be minimized according to the least-squares (LS) algorithm is defined as

$$\xi_{LS}(k) = \sum_{i=0}^{k} \lambda^{k-i} e^2(i) = e^T(k) e(k)$$

where $$e(k) = [e(k), \lambda^{1/2} e(k-1), \ldots, \lambda^{k/2} e(0)]^T$$ is an error vector and may be represented as follows.

$$e(k) = \begin{bmatrix} d(k) \\ \lambda^{1/2} d(k-1) \\ \vdots \\ \lambda^{k/2} d(0) \end{bmatrix} - \begin{bmatrix} x_N^T(k) \\ \lambda^{1/2} x_N^T(k-1) \\ \vdots \\ \lambda^{k/2} x_N^T(0) \end{bmatrix} w_N(k) = d(k) - X_N(k) w_N(k)$$

where, as seen in Figure 1,

$$x_N^T(k) = [x_k^T \ x_{k-1}^T \ \ldots \ x_{k-N+1}^T]$$
and \( \mathbf{x}_k^T = [x_1(k) \ x_2(k) \ \cdots \ x_M(k)] \) is the input vector at time instant \( k \). Note that \( N \) is defined here as the order or the number of filter coefficients per channel, \( M \) is the number of input channels, and \( \mathbf{w}_N(k) \) is the \( MN \times 1 \) coefficient vector at time instant \( k \).

If \( \mathbf{U}_N(k) \) is the Cholesky factor of the \((k+1) \times M \) input data matrix \( \mathbf{X}_N(k) \), obtained through the Givens rotation matrix \( \mathbf{Q}_N(k) \), then

\[
\mathbf{e}_q(k) = \mathbf{Q}_N(k)\mathbf{e}(k) = \begin{bmatrix} \mathbf{e}_{q1}(k) \\ \mathbf{e}_{q2}(k) \end{bmatrix} = \begin{bmatrix} \mathbf{d}_{q1}(k) \\ \mathbf{d}_{q2}(k) \end{bmatrix} - \begin{bmatrix} \mathbf{0} \\ \mathbf{U}_N(k) \end{bmatrix} \mathbf{w}_N(k)
\]

(4)

From the definition of the forward prediction problem in a multichannel scenario, we can write matrix \( \mathbf{X}_{N+1}(k) \) as follows

\[
\mathbf{X}_{N+1}(k) = \begin{bmatrix} \mathbf{D}_f(k) & \mathbf{X}_N(k-1) \\ \mathbf{0}^T \\ \mathbf{0}_{(M-1) \times (MN+M)} \end{bmatrix}
\]

(5)

where \( \mathbf{D}_f(k) = [\mathbf{x}_k \ \lambda^{1/2}\mathbf{x}_{k-1} \ \cdots \ \lambda^{k/2}\mathbf{x}_0]^T \) is the \((k+1) \times M \) forward reference signal and the subscript \( N+1 \) corresponds to the \((N+1)\)th order problem.

The triangularization process of \( \mathbf{X}_{N+1}(k) \) leading to \( \mathbf{U}_{N+1}(k) \) is performed applying Givens rotations to (5) as follows.

\[
\begin{bmatrix} \mathbf{Q}(k-1) & \mathbf{0} \\ \mathbf{0} & \mathbf{I}_{MXM} \end{bmatrix} \begin{bmatrix} \mathbf{D}_f(k) & \mathbf{X}_N(k-1) \\ \mathbf{0}^T \\ \mathbf{0}_{(M-1) \times (MN+M)} \end{bmatrix} = \begin{bmatrix} \mathbf{E}_{f_q1}(k) & \mathbf{0} \\ \mathbf{D}_{f_q2}(k) & \mathbf{U}_N(k-1) \\ \lambda^{1/2}\mathbf{x}_0^T & \mathbf{0}^T \\ \mathbf{0}_{(M-1) \times (MN+M)} \end{bmatrix}
\]

(6)

Now, premultiplying (6) by a series of Givens rotations \( \mathbf{Q}_f(k) \), that zeroes its first \( k-MN \) rows, and by \( \mathbf{Q}_f'(k) \) that completes the triangularization process, we have

\[
\mathbf{U}_{N+1}(k) = \mathbf{Q}_f'(k) \begin{bmatrix} \mathbf{D}_{f_q2}(k) & \mathbf{U}_N(k-1) \\ \mathbf{E}_f(k) & \mathbf{0} \end{bmatrix}
\]

(7)

after removing the resulting null sections. In (7), \( \mathbf{Q}_f'(k) \) is a fixed order matrix obtained from \( \mathbf{Q}_f'(k) \). It is clear that the \((MN+M) \times (MN+M) \) matrix \( \mathbf{Q}_f'(k) \) contains the Givens rotations that annihilates \( \mathbf{D}_{f_q2}(k) \) against the diagonal of \( \mathbf{E}_f(k) \), the \( M \times M \) Cholesky factor of the forward error covariance matrix.

Based on (7), it is possible to obtain

\[
[\mathbf{U}_{N+1}(k)]^{-1} = \begin{bmatrix} \mathbf{0} \\ \mathbf{U}_N^{-1}(k-1) - \mathbf{U}_N^{-1}(k-1)\mathbf{D}_{f_q2}(k)\mathbf{E}_f^{-1}(k) \end{bmatrix} \mathbf{Q}_f'(k)^T.
\]

(8)

The result in (8) will be used in the next section to derive an expression for the updating of the \textit{a posteriori} backward prediction error vector. Also from (7) we can write

\[
\begin{bmatrix} \mathbf{0} \\ \mathbf{E}_f^0(k) \end{bmatrix} = \mathbf{Q}_f'(k+1) \begin{bmatrix} \mathbf{D}_{f_q2}(k) \\ \mathbf{E}_f(k) \end{bmatrix}
\]

(9)
where $E^0_f(k)$ corresponds to the zero order forward error covariance matrix.

Algebraic manipulations based on Givens rotations applied to (6), generate the following equation using fixed order matrix $Q_\theta(k)$ obtained from $Q_N(k)$.

$$
\begin{bmatrix}
\tilde{e}^T_{fq1}(k+1) \\
D_{fq2}(k+1)
\end{bmatrix} = Q_\theta(k) \begin{bmatrix}
x^T_{k+1} \\
\lambda^{1/2}D_{fq2}(k)
\end{bmatrix}
$$

(10)

where $\tilde{e}^T_{fq1}(k+1)$ is the first row of $E^T_{fq1}(k+1)$.

Similarly, from (6) it is possible to obtain

$$
\begin{bmatrix}
0^T \\
E_f(k+1)
\end{bmatrix} = \overline{Q}_f(k+1) \begin{bmatrix}
\tilde{e}^T_{fq1}(k+1) \\
\lambda^{1/2}E_f(k)
\end{bmatrix}
$$

(11)

where $\overline{Q}_f(k+1)$ is a fixed order matrix of the orthogonal matrix $Q_f(k+1)$, responsible for annihilate $\tilde{e}^T_{fq1}(k+1)$ against $\lambda^{1/2}E_f(k)$.

Finally, the joint process estimation is performed by the following expressions [1]

$$
\begin{bmatrix}
e_{q1}(k+1) \\
d_{q2}(k+1)
\end{bmatrix} = Q_\theta(k+1) \begin{bmatrix}
d(k+1) \\
\lambda^{1/2}d_{q2}(k)
\end{bmatrix}
$$

(12)

$$
e'(k) = e_{q1}(k)/\gamma(k) = e(k)/\gamma^2(k)
$$

(13)

**Remark:** The expression needed to obtain $Q_\theta(k)$ depends on the type of error to be updated (a priori or a posteriori) and is provided in the next section for the a posteriori case.

### 3 The Multichannel Fast QRD_POS_B Algorithm

Regardless the type of triangularization applied to $X_N(k)$ to generate $U_N(k)$, matrix $Q_\theta(k)$ can be partitioned as

$$
Q_\theta(k) = \begin{bmatrix}
\gamma(k) \\
\gamma^T(k)
\end{bmatrix}
$$

(14)

where $\gamma(k) = \prod_{i=0}^{M_N} \cos \theta_i(k)$; $f_N(k)$, $g_N(k)$, and $E_N(k)$ have more complicated expressions and depend on the type of triangularization used (in our case, lower triangularization, corresponding to backward prediction errors).

From (6) and (14), we can write

$$
\begin{bmatrix}
0^T \\
U_N(k)
\end{bmatrix} = Q_\theta(k) \begin{bmatrix}
x^T_N(k) \\
\lambda^{1/2}U_N(k-1)
\end{bmatrix} = \begin{bmatrix}
\gamma(k) \\
f_N(k)
\end{bmatrix} \begin{bmatrix}
g^T_N(k) \\
E_N(k)
\end{bmatrix} \begin{bmatrix}
x^T_N(k) \\
\lambda^{1/2}U_N(k-1)
\end{bmatrix}
$$

(15)

We know that $Q_\theta(k)$ is orthogonal. Hence,

$$
I_{N+1} = Q_\theta(k)Q_\theta^T(k) = \begin{bmatrix}
\gamma(k) \\
f_N(k)
\end{bmatrix} \begin{bmatrix}
g^T_N(k) \\
E_N(k)
\end{bmatrix} \begin{bmatrix}
\gamma(k) \\
g_N(k)
\end{bmatrix} \begin{bmatrix}
f^T_N(k) \\
E^T_N(k)
\end{bmatrix}
$$

(16)
From (15) and (16), we can obtain the two following relations:

\[ f_N(k)x_N^T(k) + \lambda^{1/2}E_N(k)U_N(k-1) = U_N(k) \]  

(17)

and

\[ \gamma(k)f_N(k) + E_N(k)g_N(k) = 0 \]  

(18)

From (15), we can observe that \( U_N(k) \) is Cholesky factor of \([x_N(k) \lambda^{1/2}U_N^T(k-1)]^T\). Hence, we can premultiply (15) by its transpose to have

\[ U_N^T(k)U_N(k) = x_N(k)x_N^T(k) + \lambda U_N^T(k-1)U_N(k-1) \]  

(19)

Premultiplying (17) by \( U_N^T(k) \) and comparing to (19) we can write

\[ f_N(k) = U_N^T(k)x_N(k) \]  

(20)

\[ E_N(k) = \lambda^{1/2}U_N^T(k-1)U_N(k-1) \]  

(21)

\( f_N(k) \) is referred to as the \textit{a posteriori} backward error vector and it is our particular vector of interest in the fast QRD-RLS algorithms based on \textit{a posteriori} backward error updating. By substituting (20) and (21) in (18), it is possible to obtain

\[ g_N(k) = -\gamma(k)U_N^T(k-1)x_N(k)/\sqrt{\lambda} \]  

(22)

which is the quantity of interest in the Fast QRD-RLS algorithms based on the \textit{a priori} backward error updating.

From (20), it is straightforward to see that

\[ f_{N+1}(k+1) = U_N^T(k+1)x_{N+1}(k+1) \]  

(23)

Now, combining (8) and the expression above, we obtain [5]

\[ f_{N+1}(k+1) = Q_f(k+1)f_N(k+1) \]  

(24)

where

\[ p(k+1) = E_f^T(k+1)\tilde{e}_f(k+1) \]  

(25)

with \( \tilde{e}_f(k+1) \) –the first line of the multichannel forward error, transposed– being the \textit{a posteriori} forward error vector. Also from [5], we have the following expression, similar to its single dimension counterpart, to update \( Q_\theta(k) \).

\[ Q_\theta(k+1) \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} \gamma(k+1) \\ f_N(k+1) \end{bmatrix} \]  

(26)

The expression in (25) requires a matrix inversion operation which can be numerically unstable, leading to stability problems. For calculating \( p(k+1) \) in a simpler manner, it is easily shown from (11) that the following equation can be used instead of (25):

\[ \overline{Q}_f(k+1) \begin{bmatrix} \gamma(k) \\ 0 \end{bmatrix} = \begin{bmatrix} * \\ p(k+1) \end{bmatrix} \]  

(27)
Proof. From (11), it is clear that $E_f(k + 1)$ is the Cholesky factor of $[\tilde{e}_{fq_1} \lambda^{1/2} E_T^T(k)]^T$ [6]. Consequently, we can write

$$E_f^T(k + 1) E_f(k + 1) = \begin{bmatrix} \tilde{e}_{fq_1}^T(k + 1) \\ \lambda^{1/2} E_f(k) \end{bmatrix}^T \begin{bmatrix} \tilde{e}_{fq_1}^T(k + 1) \\ \lambda^{1/2} E_f(k) \end{bmatrix} = \tilde{e}_{fq_1}(k + 1) \tilde{e}_{fq_1}(k + 1) + \lambda E_f^T(k) E_f(k)$$

The above equation is the product form of (11). Now, premultiplying and post multiplying (28) by $E_f^{-T}(k + 1)$ and $E_f^{-1}(k + 1)$, respectively, after some algebraic manipulations, yields

$$\gamma^2(k) I = p(k + 1) p^T(k + 1) + \Psi$$

where $\Psi = \lambda \gamma^2(k) E_f^{-T}(k + 1) E_f(k) E_f^{-1}(k + 1)$.

Finally, premultiplying and post multiplying (29) by $p^T(k + 1)$ and $p(k + 1)$, respectively, it simplifies to

$$\gamma^2(k) = p^T(k + 1) p(k + 1) + \frac{p^T(k + 1) \Psi p(k + 1)}{p^T(k + 1) p(k + 1)} = p^T(k + 1) p(k + 1) + \ast^2$$

With further manipulation, it can be shown that the quantity represented by the asterisk is known prior to the computation of $p(k + 1)$; this knowledge, however, is useless for that purpose because it suffices to know $\gamma(k)$ and $Q_f(k + 1)$ to obtain $p(k + 1)$ in a simple manner.

The expression in (30) is clearly a Cholesky product. Hence, there must exist an orthogonal matrix $Q$ such that

$$\begin{bmatrix} \gamma(k) \\ 0 \end{bmatrix} = Q \begin{bmatrix} \ast \\ p(k + 1) \end{bmatrix}$$

Now, recalling our starting point in (11), we figure out that $Q$ is related to $Q_f(k + 1)$. Moreover, from the knowledge of the internal structure of $Q_f(k + 1)$, we finally realize that $Q = Q_f^T(k + 1)$ satisfies (31) leading to (27), which concludes the proof.

4 The New LATTICE Multichannel Fast QRD_POS_B Algorithm

Because of the blocking nature of the input vector used to derive the equations of the algorithm presented in the previous section, the quantities $D_{fq_2}(k)$, $d_{q_2}(k)$, and $f_N(k)$ can be split up into $N$ blocks from top to bottom. For the matrix $D_{fq_2}(k)$ we have

$$D_{fq_2}(k) = \begin{bmatrix} D_{fq_2}^{(1)}(k) \\ \vdots \\ D_{fq_2}^{(N)}(k) \end{bmatrix}$$
Table 1. The MCFQRD_POS_B Equations.

<table>
<thead>
<tr>
<th>Initialization:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_N(0) = 0$; $D_{fq2}(0) = 0$</td>
</tr>
<tr>
<td>$d_{q2}(0) = 0$; $E_f(0) = I$</td>
</tr>
<tr>
<td>All cosines = 1, and all sines = 0;</td>
</tr>
<tr>
<td>For each $k$, do</td>
</tr>
<tr>
<td>1. Obtaining $D_{fq2}(k+1)$ and $\tilde{e}_{fq1}(k+1)$</td>
</tr>
<tr>
<td>$\left[ e_{fq1}^T(k+1) \right] = Q_\theta(k) \left[ x_{k+1}^T \right]$</td>
</tr>
<tr>
<td>2. Obtaining $E_f(k+1)$</td>
</tr>
<tr>
<td>$\left[ 0^T \right] = Q_f(k+1) \left[ \tilde{e}_{fq1}^T(k+1) \right]$</td>
</tr>
<tr>
<td>3. Obtaining $p(k+1)$</td>
</tr>
<tr>
<td>$\left[ * \right] = Q_f(k+1) \left[ \gamma(k) \right]$</td>
</tr>
<tr>
<td>4. Obtaining $Q_f'(k+1)$</td>
</tr>
<tr>
<td>$\left[ 0 \right] = Q_f'(k+1) \left[ D_{fq2}(k+1) \right]$</td>
</tr>
<tr>
<td>5. Obtaining $f_N(k+1)$</td>
</tr>
<tr>
<td>$f_{N+1}(k+1) = Q_f'(k+1) \left[ f_N(k) \right]$</td>
</tr>
<tr>
<td>6. Obtaining $Q_\theta(k+1)$ and $\gamma(k+1)$</td>
</tr>
<tr>
<td>$Q_\theta(k+1) \left[ 1 \right] = \left[ \gamma(k+1) \right]$</td>
</tr>
<tr>
<td>7. Joint Estimation</td>
</tr>
<tr>
<td>$\left[ e_{q1}(k+1) \right] = Q_\theta(k+1) \left[ d(k+1) \right]$</td>
</tr>
<tr>
<td>8. Obtaining the a priori error</td>
</tr>
<tr>
<td>$e'(k+1) = e_{q1}(k+1)/\gamma(k+1)$</td>
</tr>
</tbody>
</table>

where $D_{fq2}^{(i)}(k)$ has dimensions $M \times M$. In light of this assumption, (9) can be rewritten as

$$
\begin{bmatrix}
0_{M(N-i+1)\times M} \\
0_{M(i-1)\times M} \\
E_f^{(i-1)}(k+1)
\end{bmatrix}
= Q_\theta'^{(N-i+1)}(k+1)
\begin{bmatrix}
0_{M(N-i)\times M} \\
D_{fq2}^{(N-i+1)}(k) \\
0_{M(i-1)\times M} \\
E_f^{(i)}(k+1)
\end{bmatrix}
$$

(33)

for $i = N, N - 1, \ldots, 1$, which means a backward execution. From the previous equation, it is easy to see that

$$
Q_\theta'(k + 1) = Q_\theta'^{(N)}(k+1)Q_\theta'^{(N-1)}(k+1) \cdots Q_\theta'^{(1)}(k+1).
$$

Nevertheless, (33) suggests that it can also be performed in a forward manner, that is, for $i = 1, 2, \cdots, N$. This property is the key to derive the lattice version of the algorithm. Now, recalling that $Q_\theta'(k)$ is used to update $f_N(k)$, we can rewrite (24) as
Table 2. The Lattice MCFQRD POS B Equations.

<table>
<thead>
<tr>
<th>POS</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>$A$</td>
</tr>
</tbody>
</table>

Initializations:

$f_N(0) = 0; \quad D_{fq2}(0) = 0; \quad \gamma_0(0) = 1; \quad d_{q2}(0) = 0; \quad E_f(0) = \mu I, \quad \mu = \text{small number}$

All cosines = 1, and all sines = 0;

For each $k$, do

1. Obtaining $D_{fq2}^{(N-i+1)}(k+1)$ and $e_{fq1}^{(i)}(k+1)$

$$
\begin{bmatrix}
0 & M(N-i) \\
M(N-i+1) & 0
\end{bmatrix}
\begin{bmatrix}
\gamma_{i-1}^{(i)}(k+1) \\
\gamma_i(k+1)
\end{bmatrix} = Q_{\theta f}^{(N-i+1)}(k+1)
$$

2. Obtaining $Q_{\theta f}^{(N-i+1)}(k+1)$

$$
\begin{bmatrix}
0 & M(N-i+1) \\
M(N-i) & 0
\end{bmatrix}
\begin{bmatrix}
\gamma_{i-1}^{(i)}(k+1) \\
\gamma_i(k+1)
\end{bmatrix} = Q_{\theta f}^{(N-i+1)}(k+1)
$$

3. Obtaining $p_i(k+1)$

$$
\begin{bmatrix}
\gamma_{i-1}^{(i)}(k+1) \\
\gamma_i(k+1)
\end{bmatrix} = Q_{\theta f}^{(N-i+1)}(k+1)
$$

4. Obtaining $e_{fq1}^{(i)}(k+1)$

$$
\begin{bmatrix}
0 & M(N-i+1) \\
M(N-i) & 0
\end{bmatrix}
\begin{bmatrix}
\gamma_{i-1}^{(i)}(k+1) \\
\gamma_i(k+1)
\end{bmatrix} = Q_{\theta f}^{(N-i+1)}(k+1)
$$

for $i = 1, 2, \cdots, N$. Note that we are taking into account the forward option for both (33) and (34).
From the last two equations, we realize that steps 4 and 5 of the algorithm in Table 1 can now be carried out in a forward manner. The rotation angles \( Q_{\theta}(i) \) are obtained through

\[
Q_{\theta}(i)(k+1) \begin{bmatrix} \gamma_{i-1}(k+1) \\ 0 \end{bmatrix} = \begin{bmatrix} f^{(N-i+2)}(k+1) \\\end{bmatrix}
\]

and the joint estimation is performed according to

\[
\begin{bmatrix}
\gamma_{i-1}^{(N-i+1)}(k+1) \\
\lambda^{1/2}d_{q2}^{(N-i+1)}(k)
\end{bmatrix} = Q_{\theta}(N-i+1)(k+1) \begin{bmatrix} e_{\theta}^{(i)}(k+1) \\ \gamma_{i}^{(N-i+1)}(k+1) \end{bmatrix}
\]

In order to adequate the equations of steps 1 to 3 of the algorithm as in Table 1 to this formulation, it suffices to observe that they can be easily split up into \( M \times M \) blocks that will be executed recursively as shown in Table 2. It is worth mentioning that, for the sake of simplification due to space constraints, we have used matrix notation in the single loop operations as shown in Table 2. However, when implementing these equations, it is straightforward to reduce the simple Givens rotations matrices into scalar operations.

5 Simulations Results

In this section we perform an evaluation of the Multichannel Fast QRD-RLS in an adaptive beamforming scenario. Although this kind of application requires the use of constrained algorithms, structures like the Generalized Sidelobe Canceller (GSC) [7], used here, or the Householder structure [8], make possible the use of unconstrained algorithms to solve constrained problems.

In our adaptive beamforming experiment, we have used a linear array of 7 sensors with a look-direction set to 0° and three jammers with incident angles corresponding to \(-25°, 45°, \text{ and } 50°\). The signal-to-noise ratio (SNR) was set to...
and a jammer-to-noise ratio (JNR) of 30dB was used. The forgetting factor (λ) was set to 0.98.

The MSE converging paths (identical) are presented in Figure 2 for both MCFQR.POS.B (introduced here in its lattice version) and the MCFQR.PRL.B of [3]. Both algorithms are of O(NM^3) computational complexity. Nevertheless our proposed algorithm saves 2NM multiplications and 2NM divisions in steps 3 and 6 when compared with its equivalent counterpart of [3]. After 10 independent runs of a considerably large number of samples (6 x 10^6), we have observed no sign of divergence, as expected for algorithms of the QRD-LS family.

6 Conclusions

In this paper we have introduced the Lattice version of the Multichannel Fast QRD-RLS algorithm based on the a posteriori backward error updating. Its order recursiveness and stability are very attractive features and it can be used in a wide range of applications, many of them in the field of telecommunications.

Although the new algorithm introduced here presents the same converge properties as the one of [3], it is worth mentioning that it saves computational load that makes it particularly attractive as N and M increase.
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Abstract. This work presents a family of new algorithms aiming to perform blind equalization in Quadrature Amplitude Modulation (QAM) signals. The algorithms are based on modified Constant Modulus (CM) criteria and they use decision direction. One of the proposed algorithms is based on the Constant Modulus Algorithm (CMA). Another one is based on the Recursive CMA (RCMA). The other two ones are dual-mode versions for high-level modulations. The first mode is used to avoid a too large number of incorrect decisions. Computer simulations show they outperform the CM based algorithms.
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1 Introduction

This work focuses on blind equalization for high level Quadrature Amplitude Modulations (QAM) signals. The main drawback of blind equalization is the low speed of convergence, which is about one order of magnitude lower than that obtained by the Least Mean Square (LMS) Algorithm [1] in the training mode. In this work, we study algorithms based on the constant modulus (CM) criterion. The CM criterion has been historically used to perform blind equalization and it works very well for use with modulations in which all points of the signal constellation have the same radius, like in Phase Shift Keying (PSK) modulations [2]. However, when the constellation points are allowed to assume multiple radii, the error of the algorithms based on CM criterion never goes to zero, even if the signal is perfectly equalized. This is one of the reasons for the unsatisfactory performance of conventional CM algorithms with QAM signals.

In this paper we will present four novel algorithms for blind equalization based on modified CM criteria. The first one is based on the Constant Modulus Algorithm (CMA). Another one is based on the Recursive Constant Modulus Algorithm (RCMA). The other two ones are dual-mode algorithms that start with the conventional CM algorithms and then switch to the novel ones, aiming to avoid an excessive number of incorrect decisions at initial iterations. In order to achieve better performance on QAM systems we make a modification on the CM cost function. Actually, the proposed modified CM-based algorithms can be viewed as a generalizations of the CM-based classical algorithms for PSK systems.
2 System and Signal Models

A simplified version of the linear system model employed in this work is shown in fig. 1. The transmitted sequence \( \{a(n)\} \) can assume the value of any constellation symbol with equal probability. The output sequence of the equalizer \( \{y(n)\} \) is given by (1), where \( h_i \) is the impulse response of the channel and \( v(n) \) is an additive white Gaussian noise (AWGN) component. The number of taps of the equalizer is \( M \) and \( w(n) \) is its tap-weight vector. \( \hat{a}(n) \) is the output of the decision device (estimated symbol).

\[
y(n) = \sum_{i=1}^{M} w^\top(i)x(n-i), \text{ where } x(n) = \sum_{i=0}^{N} a(n-i)h_i + v(n). \tag{1}
\]

![Fig. 1. Simplified structure of the system.](image)

3 Classical Algorithms Based on CM Cost Function

The CMA was developed by Godard [2] and Treichler et al. [3] independently. It is one of the most used algorithms for blind equalization and it has several well-known applications. The equation for updating the tap-weight vector in CMA is given by:

\[
w(n+1) = w(n) - \mu y(n)(|y(n)|^2 - R)x^\top(n), \text{ where } R = \frac{E\{|a(n)|^4\}}{E\{|a(n)|^2\}}, \tag{2}
\]

\( x(n) = [x(n)x(n-1) \cdots x(n-M+1)] \) is the vector of filter inputs and \( \mu \) is the step-size parameter. The CMA is one of the most robust algorithms for the blind equalization, although it may converge to a point of local minimum, due to the cost function expression 2. However, these cases of non-optimal convergence are very unusual in practice [1].

The application of the CMA with QAM signals leads to a non-optimal performance, because even when the signal is perfectly equalized, the adjusted term of the tap weight vector never reaches zero. Higher is the order of the QAM system, higher is the midsadjustment of the algorithm.

Many authors proposed generalized CM cost functions, which must deal with multi-modulus constellations, just like the Multiple Modulus Algorithm (MMA) in [4]. Another alternative for a CM algorithm in multiple radii constellations is the Decision
Adjusted Modulus Algorithm (DAMA), proposed in [4] for real value modulations, and reintroduced in [5] for QAM signals, with the name of Radius Decision Equalization (RDE). The tap-weight vector is updated according to the equation below:

$$w(n+1) = w(n) - \mu y(n) \{ \min[(|y(n)|^2 - R_i)] \} x^*(n).$$  (3)

where $R_i$ are the squared magnitudes of the constellation points. Clearly, the DAMA cost function goes to zero if the signal is perfectly equalized. However, in many cases, DAMA will not converge because of the large number of incorrect radius decisions during the initial period. The performance of the DAMA can be improved a lot if it works in a dual-mode, just like it is developed in [6], where the authors proposed the CMA - Assisted Decision Adjusted Modulus Algorithm (CADAMA) to improve the stability of the DAMA. The CMA performs the initial adjustment of the tap weight vector and then switches to DAMA.

4 Proposed Modified CM Algorithms

In this section we present new cost functions based on the CM cost function and the respective algorithms. The first new cost function is the Decision-Directed Modulus (DDM) cost function, that is a generalization of the CM cost function and uses the squared magnitude of the decided symbol. The DDM cost function is expressed by:

$$J = E\{(|y(n)|^2 - |\hat{a}(n)|^2)^2\}. \quad (4)$$

The first proposed algorithm using the DDM criterion is the Decision-Directed Modulus Algorithm (DDMA), which is a version of the CMA with a variable reference modulus. By calculating the stochastic gradient of the DDM cost function we get the DDMA tap-weight vector equation:

$$w(n+1) = w(n) - \mu y(n)(|y(n)|^2 - |\hat{a}(n)|^2)x^*(n). \quad (5)$$

The derivative of $\hat{a}(n)$ relative to $w(n)$ was assumed to be zero. For PSK modulations, the DDM and the CM cost functions are equivalent. The main advantage of the DDMA algorithm is the great performance in QAM constellations, in terms of speed of convergence and steady-state error. When the perfect equalization is achieved, the DDMA tap-weight vector adaptation term goes to zero while in CMA it never does so.

The performance of the DDMA is also prejudiced if the number of incorrect decisions is too large. To solve this problem the initial adjustment of the tap weight vector can be done by the CMA and when the mean square error goes below a threshold value, the algorithm switches to DDMA. This is the second proposed algorithm, the dual-mode DDMA. It has a great steady-state error and robustness, even in high level modulations.

Many authors proposed cost functions based on the CM cost function, but this work brings something different. We propose not just a cost function based on the CM but another based on the recursive CM. The performance of the DDMA can also be improved at the expense of increased complexity. The second proposed cost function is the Recursive DDM. The RDDM cost function is expressed next:
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\[
\phi(n) = \sum_{i=0}^{n} \lambda^{n-1}(|y(i)|^2 - |\hat{a}(i)|^2),
\]  \hspace{1cm} (6)

where \(\lambda \leq 1\) is the forgetting factor. The solution to this optimization problem leads us to the Recursive DDMA (RDDMA), which can be described by the following equations:

\[
k(n) = \frac{\mathbf{P}(n-1)\mathbf{s}^*(n)}{\lambda + \mathbf{s}^T(n)\mathbf{P}(n-1)\mathbf{s}(n)}, \text{ where } \mathbf{s}(n) = y_s(n)x(n)
\]

\[
\mathbf{P}(n) = \lambda^{-1} \cdot [\mathbf{P}(n-1) - k(n)\mathbf{s}^T(n)\mathbf{P}(n-1)]
\]

\[
\mathbf{w}(n) = \mathbf{w}(n-1) + k(n) \cdot (|y(n)|^2 - |\hat{a}(n)|^2)
\]

where \(\mathbf{P}(n)\) is initialized as \(\mathbf{P}(0) = \delta^{-1}\mathbf{I}_N\), and \(\delta\) is a small positive constant and \(\mathbf{I}_N\) is the N-by-N identity matrix. Again, we considered the derivative of \(\hat{a}(n)\) relative to \(\mathbf{w}(n)\) equal to zero. For PSK modulations, the RDDMA is identical to the Recursive CMA (RCMA), proposed in [7,8]. For QAM constellations, RDDMA has similar performance to that of the DDMA, but with higher speed of convergence.

As well as the DDMA, the performance of the RDDMA can be improved a lot if number of incorrect decisions is not too large. The dual-mode RDDMA starts with RCMA in order to achieve the initial adjustment of the tap weight vector and when the mean square error goes below a threshold value, the algorithm switches to RDDMA. The proposed dual-mode RDDMA also has a great robustness and steady-state error, even in high level modulations.

5 Simulation Results

In this section we present some simulation results concerning the performance of the proposed algorithms, DDMA and RDDMA, in the single-mode and in dual-mode. The channel model used in our computational simulations consists in a telephone line model [9]. Its discrete-time impulse response is expressed by the following equation:

\[
h(n) = 0.04\delta(n) - 0.05\delta(n-1) + 0.07\delta(n-2) - 0.21\delta(n-3) - 0.50\delta(n-4) + 0.72\delta(n-5) + 0.36\delta(n-6) + 0.21\delta(n-8)0.03\delta(n-9) + 0.07\delta(n-10).
\]

The modulations used are 16-QAM and 64-QAM. The Signal-to-Noise Ratio (SNR) is 40dB and \(M = 16\). A PLL is used to correct phase shift at the output of the equalizer. The curves are averaged over 50 independent realizations of the experiment.

Fig. 2(a) shows the mean square error (MSE) of the DDMA, DAMA and CMA for a 16-QAM constellation. The green line shows the Wiener optimum square error. Any value of the step-size parameter leads to the convergence of the DAMA, because of the large number of initial wrong decisions, as already mentioned. We can see the proposed DDMA has a better speed of convergence and a little smaller steady-state error than
CMA. For high QAM constellations, the DDMA and DAMA do not perform very well. The solution used in this case is to use dual-mode algorithms, as mentioned in section 4. Fig. 2(b) shows the learning curves of the CMA, dual-mode DAMA and dual-mode DDMA, for a 64-QAM signal. We can see that the dual-mode DDMA algorithm have much better performance than the all tested CMA-based algorithms.

The following figure presents simulation results relative to the recursive algorithms. Fig. 3(a) shows the MSE of RDDMA and RCMA for a 16-QAM constellation. It should be highlighted that RDDMA presents best steady-state error, as shown in fig. 3(a). The recursive-CMA algorithms, such as the CMA-like ones, do not perform very well for high QAM constellations. Again, we show that the equalization can be improved with
dual-mode algorithms. In the fig. 3(b) we can see the much better performance of the dual-mode RDDMA relative to RCMA and RDDMA single-mode for 64-QAM signal.

Based on these results we can point out the some remarks: in signals up to 16-QAM, the DDMA outperforms the CMA and DAMA, and the RDDMA outperforms the RCMA. For high level QAM signals, the dual-mode DDMA has better performance than the others CM based algorithms, and the dual-mode RDDMA has also a much better performance than the others recursive CM based algorithms. The proposed algorithms were tested in others channel and the results were very similar.

6 Conclusions

We have presented a new family of algorithms characterized for some properties very desirable when performing blind equalization in QAM signals. The DDMA outperforms the conventional CMA in terms of speed of convergence and, in some cases, in terms of residual error. The RDDMA performs better than the conventional RCMA in terms of speed of convergence and in terms of residual error. For QAM signals of high modulation levels (up to 32-QAM) these algorithms present a large number of incorrect decisions during the initial phase and this make their performance worse. In these cases, the proposed dual-mode versions of DDMA and RDDMA showed to have very good performances. The next steps of this work include a study of stability and applications in ARMA (Auto Regressive – Moving Average) structures.

References

Channel Estimation Methods for Space-Time Block Transmission in Frequency-Flat Channels

Nikolai Nefedov

1 Nokia Research Center, P.O.Box 407, 00045 Finland, nikolai.nefedov@nokia.com
2 Helsinki University of Technology, Communications Lab., 02015 Finland

Abstract. In this paper we consider different approaches for channel estimation based on semi-blind subspace and training channel estimation for orthogonal and non-orthogonal space-time block codes in HSDPA environment. It is found that application of subspace channel estimation in flat fading channels is rather limited, while estimation based on training symbols provides acceptable performance.

1 Introduction

To achieve 10-20Mbps data rates specified for High Speed Downlink Packet Access (HSDPA) in CDMA, a large fraction of the available downlink channelization codes is assigned to a given user, combined with high order constellations (e.g. 16-QAM or 64-QAM) and high rate (e.g. rate 3/4) turbo codes. On the other hand, instead of high order modulation, high data rates may be sought from transmit diversity and/or multiple-input-multiple-output (MIMO) channels. At the moment the most practical concepts are based on the extensions of space-time block codes (STBC). However, the main limitation of the orthogonal full-diversity, full symbol rate STBC is that it exists only for 2 transmitting antennas, $N_T = 2$ [1]. With increased transmit diversity order, using an orthogonal STBC for 3 or 4 transmit antennas, the maximal symbol rate is reduced to 3/4 [2]. Since the main target is to increase the data rate, such reduction in the symbol rate is not desired.

Solutions addressing the trade-off between diversity order, code rate, and performance are proposed in [2][3][4] where orthogonality is sacrificed in order to keep full symbol rate STBC for $N_T = 4$ transmit antennas [4].

In MIMO channels the number of channel parameters is increased, and it in turn degrades the overall performance of MIMO systems. Efficient channel estimation is needed to overcome performance saturation due to channel estimation errors. One of efficient methods to improve performance is iterative data-aided channel estimation. However, complexity of iterative receiver for CDMA is very high and a more feasible way to improve MIMO channel estimates may be seen in application non-iterative semiblind subspace methods based on second order statistics or/and traditional methods based on training symbols.
In this paper we consider training-based and subspace channel estimation for frequency flat channels\(^1\) with orthogonal STBC (OSTBC) and non-orthogonal STBC (NOSTBC) transmission schemes with/without channel coding. Notation and a brief overview of OSTBC and NOSTBC are given in Section 2. Subspace channel estimation in flat fading channels with STBC is addressed in Section 3. Simulation results for HSDPA with different channel estimation methods are presented in Section 4, with conclusions followed in Section 5.

2 STBC for High Data Rate Systems

Let’s consider MIMO transmission with \(N_T\) transmitting and \(N_R\) receiving antennas. We use bold and capital bold letters for vectors and matrices with real entries, respectively. Vectors and matrices with complex elements are marked with a line on the top, \(E\{\}\) and \((\cdot)^T\) stand for the expectation and matrix transpose. Transmitted signal with STBC may be presented in the following form
\[
\bar{X}(s_1, s_2, \ldots, s_K) \triangleq \sum_{k=1}^{K} [\text{Re}\{s_k\} A_k + i\text{Im}\{s_k\} B_k]
\]
where \(K\) is number of information complex-valued symbols in a transmitted block, \(A_k, B_k\) are \(N \times N_T\) modulation matrices, \(k = 1, \ldots, K\); \(N\) is number of transmitted coded symbols in the block. Below we consider only minimum delay STBC, i.e. \(N = N_T\). In the OSTBC case the modulation matrices satisfy the following conditions:
\[
A_k^T A_k = I, B_k^T B_k = I \text{ for } k = 1, \ldots, K; A_j^T B_k = B_j^T A_k \text{ for } k, j = 1, \ldots, K;
\]
\[
A_j^T A_k = -A_k^T A_j, B_j^T B_k = -B_k^T B_j \text{ for } 1 \leq j < k \leq K.
\]

The received signal \(\bar{Y}\) may be presented in matrix form as \(\bar{Y} = \bar{X} \bar{H} + \bar{N}\), where \(\bar{H}\) and \(\bar{N}\) are matrices describing channel and complex additive white Gaussian noise (AWGN), respectively. In case of one receiving antenna, \(N_R = 1\), the received signal vector is \(\bar{y} = \bar{X} \bar{h} + \bar{n}\), where channel vector \(\bar{h} = [h_1, \ldots, h_{N_T}]^T\) is formed by complex fading channel coefficients, \(\bar{h}_m, m = 1, \ldots, N_T\); \(\bar{n}\) is complex-valued AWGN.

Expanding \(N \times 1\) complex-valued received vector \(\bar{y}\) into \(2N \times 1\) real vector \(y = [\text{Re}\{\bar{y}\}, \text{Im}\{\bar{y}\}]^T\) we get \(y = Xh + n\), where \(h \triangleq [\text{Re}\{\bar{h}\}, \text{Im}\{\bar{h}\}]^T; n \triangleq [\text{Re}\{\bar{n}\}, \text{Im}\{\bar{n}\}]^T\);
\[
X \triangleq \sum_{k=1}^{K} [\text{Re}\{s_k\} P_k + \text{Im}\{s_k\} Q_k];
\]
\[
P_k \triangleq \begin{pmatrix} A_k & 0_{N \times N_T} \\ 0_{N \times N_T} & A_k \end{pmatrix}, \quad Q_k \triangleq \begin{pmatrix} 0_{N \times N_T} & -B_k \\ B_k & 0_{N \times N_T} \end{pmatrix}.
\]

Note that vectors \(P_k h\) and \(Q_k h\) are orthogonal to each other for any expanded channel vector \(h\). It may be shown that for random data \((E\{ss^T\} = I)\) the autocorrelation matrix of the received vector \(y\) is given by
\[
R_y \triangleq E\{yy^T\} = E\{Xhh^TX^T\} + \frac{\delta^2}{2} I
\]
\[
= \sum_{k=1}^{K} (P_k h)(P_k h)^T + \sum_{k=1}^{K} (Q_k h)(Q_k h)^T + \frac{\delta^2}{2} I \quad (1)
\]

\(^1\) Subspace channel estimation for transmit diversity schemes in multipath MIMO channel are addressed in [8].
Review of non-orthogonal STBC may be found in [5]. As an example of the NOSTBC we consider a scheme known as ABBA ($N_T = 4, N_R = 1$, symbol rate 1, i.e. $N = K$) [4][5]. In this case modulation complex-valued matrices are

$$A_1 = T_1 \otimes T_1; \quad A_2 = I_{2 \times 2} \otimes T_3; \quad A_3 = T_4 \otimes I_{2 \times 2}; \quad A_4 = T_4 \otimes T_3; \quad B_1 = I_{2 \times 2} \otimes T_2; \quad B_2 = I_{2 \times 2} \otimes T_4; \quad B_3 = T_4 \otimes T_2; \quad B_4 = T_4 \otimes T_4;$$

where

$$T_1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \quad T_2 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \quad T_3 = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \quad T_4 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix};$$

transmitted signal is

$$\bar{X}(\bar{s}_1, \bar{s}_2, ..., \bar{s}_N) \triangleq \sum_{n=1}^{N}[\text{Re}\{\bar{s}_n\}A_k + i \text{Im}\{\bar{s}_n\}B_n];$$

with the autocorrelation matrix $R_y$ similar to (1), where $K = N$.

### 3 Subspace Channel Estimation in Flat Fading Channels

#### 3.1 OSTBC

In blind subspace methods the observation space is first partitioned into signal subspace and noise subspaces. Then channel parameters are estimated based on orthogonality between subspaces. This method allows to identify channel with transmit diversity up to a right multiplication of an invertible matrix. To resolve the ambiguity a small amount of transmitted symbols (e.g., tailing symbols) should be known at the receiver.

Let’s consider first multiple-input-single-output (MISO) flat fading channel channels with $N_R = 1$. Note that oversampling at the receiver side typically used to convert a multipath MISO channel into MIMO channel [9][10] cannot be applied for flat fading MISO channels. Hence, other methods should be used to facilitate channel estimation. Below we consider a reduction of the STBC symbol rate to obtain orthogonal subspaces.

Eigenvalue decomposition of the received autocorrelation matrix (1) gives $R_y = V \Lambda V^T$, where matrices $V$ and $\Lambda$ are formed by eigenvectors $v_i$ and eigenvalues $\lambda_i$: $V \triangleq [v_1, v_2, ..., v_{2N}]$; $\Lambda \triangleq \text{diag}[\lambda_1, \lambda_2, ..., \lambda_{2N}]$, $\lambda_1 \geq ... \geq \lambda_{2K} > \lambda_{2K+1} = ... = \lambda_{2N}$. Let’s form matrices $V_S \triangleq [v_1, v_2, ..., v_{2K}]$ and $V_N = [v_{2K+1}, ..., v_{2N}]$ whose columns span signal and noise subspaces of $R_y$, respectively. Hence,

$$V_N^T P_k h = 0; \quad V_N^T Q_k h = 0,$$

or

$$\sum_{k=1}^{K} ||V_N^T P_k h||^2 + \sum_{k=1}^{K} ||V_N^T Q_k h||^2 = 0$$

which is equivalent to

$$h^T \left( \sum_{k=1}^{K} P_k^T V_N V_N^T P_k + \sum_{k=1}^{K} Q_k^T V_N V_N^T Q_k \right) h = 0$$

Then the estimation of the expanded channel vector $h$ may be found as

$$\hat{h} = \arg \min_h (h^T U h)$$

where $U$ is $2N_T \times 2N_T$ matrix,

$$U \triangleq \sum_{k=1}^{K} P_k^T V_N V_N^T P_k + \sum_{k=1}^{K} Q_k^T V_N V_N^T Q_k.$$
3.2 Resolving Channel Ambiguity

To identify \( \mathbf{h} \) (within a scalar ambiguity) we have to find an unique null-eigenvector of \( \mathbf{U} \). However, there exist \( 2(N-K) \) orthogonal null-eigenvectors of \( \mathbf{U} \) that satisfy \( \mathbf{h}^T \mathbf{U} \mathbf{h} = 0 \). To resolve the ambiguity problem we have to introduce some redundancy. For example, for complex-valued OSTBC during some part of the slot transmission we may set the real part of the first symbol in some OSTBC blocks to zero, i.e. \( \text{Re}\{s_1\} = 0 \) [7]. Then for the corresponding blocks the autocorrelation matrix and its eigenvalue decomposition are:

\[
\mathbf{R}_y = \sum_{k=2}^K (\mathbf{P}_k \mathbf{h})(\mathbf{P}_k \mathbf{h})^T + \sum_{k=1}^K (\mathbf{Q}_k \mathbf{h})(\mathbf{Q}_k \mathbf{h})^T + \frac{\delta^2}{2} \mathbf{I}
\]

where \( \mathbf{R}_y = \mathbf{V} - \mathbf{L}(\mathbf{V}^-)^T \), \( \mathbf{V}^- \triangleq [\mathbf{v}_1^-, \mathbf{v}_2^-, ..., \mathbf{v}_{2N}^-] \), such that \( \mathbf{V}_S^- \triangleq [\mathbf{v}_1^-, \mathbf{v}_2^-,..., \mathbf{v}_{2K}^-] \) spans signal space of \( \mathbf{R}_y^- \).

By construction of the matrices \( \mathbf{R} \) and \( \mathbf{R}^- \), columns of the matrices \( \mathbf{V}_N \) and \( \mathbf{V}_S^- \) span orthogonal (i.e. \( \mathbf{V}_N(\mathbf{V}_S^-)^T = 0 \)) subspaces of dimension \( 2(N-K) \) and \( 2K-1 \), respectively. Signal subspace of \( \mathbf{R} \) (spanned by \( \mathbf{V}_S \)) has dimension \( 2K \) and is orthogonal to the subspace spanned by \( \mathbf{V}_N \). Hence, a subspace which is orthogonal to both subspaces formed by \( \mathbf{V}_N \) and \( \mathbf{V}_S^- \) must have dimension \( 2K - (2K - 1) = 1 \) and is spanned by \( \mathbf{P}_1 \mathbf{h} \). Formally it may be expressed as [7]

\[
\mathbf{h}^T (\mathbf{P}_1^T \mathbf{V}_N \mathbf{V}_N^T \mathbf{P}_1 + \mathbf{P}_1^T \mathbf{V}_S^- (\mathbf{V}_S^-)^T \mathbf{P}_1) \mathbf{h} = 0
\]

Then the estimation of the channel vector \( \mathbf{h} \) (within a scalar ambiguity) may be found as \( \hat{\mathbf{h}} = \arg \min_{\mathbf{h}} (\mathbf{h}^T \mathbf{U}_1 \mathbf{h}) \), where \( \mathbf{U}_1 \) is \( 2N_T \times 2N_T \) matrix:

\[
\mathbf{U}_1 \triangleq \mathbf{P}_1^T \mathbf{V}_N \mathbf{V}_N^T \mathbf{P}_1 + \mathbf{P}_1^T \mathbf{V}_S^- (\mathbf{V}_S^-)^T \mathbf{P}_1
\]

4 Simulation Results

4.1 OSTBC

It is obvious that for full symbol rate \( (N = K) \) OSTBC with \( N_T = 2 \) and \( N_R = 1 \) no blind subspace channel estimation possible since no orthogonal subspaces \( (N-K = 0) \) are available. This reveals a trade-off between detector-estimator complexity and OSTBC symbols rate. In case of full symbol rate OSTBC \( (N_T = 2) \) we have simple linear detectors, but no blind channel estimation possible. To estimate channel we have to sacrifice symbol rate either by reducing the STBC symbol rate or by inserting known training symbols.

Let’s consider the OSTBC with \( N_T = 4 \) and \( N_R = 1 \). The highest symbol rate for this case is \( 3/4 \) \( (K = 3, N = 4) \) [3][4]. Modulation matrices for this case may be presented as follows [5]

\[
\mathbf{A}_1 = \mathbf{T}_1 \otimes \mathbf{T}_1; \quad \mathbf{A}_2 = \mathbf{T}_3 \otimes \mathbf{T}_1; \quad \mathbf{A}_3 = \mathbf{T}_4 \otimes \mathbf{T}_3
\]

\[
\mathbf{B}_1 = \mathbf{T}_2 \otimes \mathbf{T}_1; \quad \mathbf{B}_2 = \mathbf{T}_4 \otimes \mathbf{T}_2; \quad \mathbf{B}_3 = -\mathbf{T}_4 \otimes \mathbf{T}_4
\]

BER performance for 3/4 rate OSTBC for different estimation methods is presented at Fig.1A. Simulations correspond to a flat block-fading channel without channel coding where each block consists of 50 transmitted matrices made of 200 symbols (4QAM). To facilitate semi-blind channel estimation we set \( \text{Re}\{s_1\} = 0 \) in a half of the transmitted matrices as described in the Section above (data rate
loss is 6.25%). Note that there are no redundant symbols inserted, but less data symbols transmitted. However, one may treat missing transmitted symbols as a data rate loss due to redundancy symbols. As an alternative to the semi-blind method (line with stars at Fig.1A) we may allocate the same amount of redundancy for the explicit training (line with circles at Fig.1A). Our simulations show that it is better to allocate redundancy directly to the training than to have data rate loss (the same as for training) to resolve ambiguities in subspace blind channel estimation (Fig.1A).

Fig. 1. A) BER performance of channel estimation methods: OSTBC of rate 3/4; B) BLER performance of coded HSDPA, NOSTBC(ABBA), coded block=480bits

4.2 NOSTBC (ABBA)

Despite the fact that ABBA is NOSTBC, it may be shown that blind subspace channel estimation is not possible if full symbol rate of ABBA is kept (the proof is not presented due to lack of space, it will appear elsewhere).

For channel estimation we need to allocate some redundancy either in form of direct training or in the way presented in Section 3. However, as it is mentioned above, it is better to allocate redundancy directly for training than to use it only for resolving subspace blind channel estimation ambiguities. To evaluate a performance loss due to channel estimation based on training we simulate the NOSTBC (ABBA) with high channel coding rates based on zigzag codes [11][12]. Simulated block error rate (BLER) performance with 16QAM transmission, channel coding (4/5 rate zigzag codes, block size 480) and channel estimation based on training is presented at Fig.1B. To provide soft decisions needed for channel decoder we used a soft-output lattice detector for MQAM [13]. In each
block of 30 matrices we used from 2 to 4 training matrices. As one can see, in coded HSDPA the performance loss due to errors in channel estimation is 1-2 dB (depending on training) w.r.t. to ideal channel state information (CSI). This gap may be further reduced if training is integrated into semi-blind estimation.

5 Conclusions

In this paper we compare training-based and semi-blind subspace channel estimation for different STBC schemes in HSDPA/CDMA environment. Both approaches require to sacrifice the data rate to make channel estimation feasible. However, simulation results show that in STBC it is preferable to allocate redundancy directly to the training than to allow data rate loss for resolving ambiguities in subspace blind channel estimation in flat fading channels. Also it is found that application of subspace channel estimation in flat fading channels is rather limited in general, while estimation based on training symbols provides acceptable performance.
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Abstract. In this paper, a new method for the decoding of DTMF signals is proposed. The approach, which applies the Arithmetic Fourier Transform, is more efficient, in terms of computational complexity, than existing techniques. Theoretical aspects and features that determine the accuracy and the complexity of the proposed method are discussed.

1 Introduction

Computational complexity is a decisive figure of merit in algorithms intended for frequency analysis. Bruns [1] developed a method for computing the coefficients of a Fourier series using the Möbius inversion formula for finite series. The technique, later called the Arithmetic Fourier Transform (AFT) [2], requires mainly trivial multiplications, except for a few scaling factors. Tufts and Sadasiv [3] discovered a very similar algorithm that had the constraint to only deal with even signals. This constraint was later removed by Reed and Tufts [4]. Reed and Shih [5] improved the previous algorithm and proposed the simplified AFT. In this paper, a new method for decoding DTMF (Dual-Tone Multi-Frequency) signals is proposed, which is based on the AFT. The method applies the simplified AFT that has a lower computational complexity than its previous versions. Specifically, the number of multiplications involved in the decoding operation is much lower than that required by an FFT or by the Goertzel algorithm [6]. In the next section basic facts about the AFT are presented. On section 3, the relation between the DFT and the Fourier series is shown. The choice of AFT parameters, such as the sampling rate and transform length, are discussed in section 4. Some numerical results concerning the decoding errors are shown. Section 5 presents the conclusions of the paper.

2 The Arithmetic Fourier Transform

This section briefly reviews a few basic facts concerning the AFT, algorithm that is in the heart of the proposed DTMF decoding method.

Theorem 1 (The Möbius inversion formula for finite series [4]): Assume that \( n \) is a positive integer and \( f_n \) is a nonzero sequence confined to the interval \( 1 \leq n \leq N \).
If \( g_n = \sum_{k=1}^{\lfloor N/n \rfloor} f_{kn} \), then \( f_n = \sum_{m=1}^{\lfloor N/n \rfloor} \mu(m)g_{mn} \), where \( \mu \) is the Möbius function.

### 2.1 Reed-Tufts

Let \( v(t) \) be a real signal with period \( T \), whose finite Fourier series has the form

\[
v(t) = a_0 + \sum_{k=1}^{N} a_k \cos \left( \frac{2\pi k t}{T} \right) + \sum_{k=1}^{N} b_k \sin \left( \frac{2\pi k t}{T} \right),
\]

where \( f_0 = 1/T \) and \( a_0 \) is the mean of \( v(t) \). If the dc component is removed from \( v(t) \), one obtains \( \overline{v}(t) \). Shifting the periodic function \( \overline{v}(t) \) by an amount \( \alpha T \), where \( |\alpha| < 1 \), yields \( \overline{v}(t + \alpha T) = \sum_{k=1}^{N} c_k(\alpha) \cos \left( \frac{2\pi k t}{T} \right) + \sum_{k=1}^{N} d_k(\alpha) \sin \left( \frac{2\pi k t}{T} \right) \), where

\[
c_k(\alpha) = a_k \cos(2\pi k \alpha) + b_k \sin(2\pi k \alpha), \quad d_k(\alpha) = -a_k \sin(2\pi k \alpha) + b_k \cos(2\pi k \alpha).
\]

**Definition 1:** The \( k \)th partial average is

\[
S_k(\alpha) = \frac{1}{k} \sum_{m=0}^{k-1} \overline{v} \left( \frac{m}{k} T + \alpha T \right), \text{ where } -1 < \alpha < 1.
\]

\( a_k \) and \( b_k \) can be expressed as a function of \( c_k(\alpha) \). Firstly, we relate \( c_k(\alpha) \) with the \( S_k \).

**Theorem 2:** The coefficients \( c_k(\alpha) \) can be computed by theorem 1

\[
c_k(\alpha) = \sum_{l=1}^{\lfloor N/k \rfloor} \mu(l) S_{lk}(\alpha).
\]

The coefficients \( a_k \) and \( b_k \) for \( k = 2(2m+1) \) are computed by

\[
a_k = c_k(0), \quad b_k = (-1)^m c_k \left( \frac{1}{2^r+2} \right), \quad k = 1, \ldots, N
\]

where \( r \) and \( m \) are obtained from the factorization of \( k \).

### 2.2 Reed-Shih (Simplified AFT)

In this method, the partial averages are redefined according to Bruns [1].

**Definition 2 (Bruns averages):** The Bruns partial averages, \( B_{2k}(\alpha) \), are defined by

\[
B_{2k}(\alpha) = \frac{1}{2k} \sum_{m=0}^{2k-1} (-1)^m \sqrt{\left( \frac{m T}{2k} + \alpha T \right)}.
\]

From the definition of \( c_k \) in (2) and using theorem 2 and definition 1, we obtain [5].

**Theorem 3:** The coefficients \( c_k(\alpha) \) are given by the Möbius inversion formula:
\[ c_k(\alpha) = \sum_{l=1,3,\ldots}^{\lfloor N/k \rfloor} \mu(l) B_{2kl}(\alpha). \]  

(7)

In (2), two conditions can be distinguished: \( a_\alpha = c_\alpha(0) \) and \( b_\alpha = c_\alpha(1/4k) \). From them and theorem 3, the next result follows.

Theorem 4 (Reed-Shih): The Fourier coefficients \( a_k \) and \( b_k \), \( k = 1, \ldots, N \), are given by

\[ a_0 = \frac{1}{T} \int v(t) dt \cdot a_k = \sum_{l=1,3,\ldots}^{\lfloor N/k \rfloor} \mu(l) B_{2kl}(0), \quad b_k = \sum_{l=1,3,\ldots}^{\lfloor N/k \rfloor} \mu(l)(-1)^{(l-1)/2} B_{2kl}(1/4kl). \]  

(8)

3 The DFT and the Coefficients of the Fourier Series

This section shows the relation between the DFT of a sequence and the Fourier coefficients of the continuous version of the signal. This allows to take advantage of the low computational complexity of the AFT for implementing the decoder.

Definition 3 (The Discrete Fourier Transform): Let \( v \) be a complex-valued \( N \)-dimensional vector. The DFT of \( v \) is the vector \( V \), of elements \( V[k] \), given by

\[ V[k] = \sum_{n=0}^{N-1} v[n] \exp\left(-j \frac{2\pi kn}{N}\right), \quad k = 0, 1, \ldots, N-1. \]  

(9)

The inverse transform is given by

\[ v[n] = \sum_{k=0}^{N-1} V[k] \exp\left(j \frac{2\pi kn}{N}\right), \quad n = 0, 1, \ldots, N-1. \]  

(10)

The Fourier series up to the \((N/2)\)-th harmonic of \( v(t) \) is

\[ v(t) = a_0 + \sum_{k=1}^{N/2} a_k \cos\left(\frac{2\pi kt}{T}\right) + \sum_{k=1}^{N/2} b_k \sin\left(\frac{2\pi kt}{T}\right), \]  

(11)

where \( N \) is even and all the other terms of the series are supposed to be negligible. By sampling \( N \) equidistant points through a period of \( v(t) \), a sequence \( v[n] \) is obtained. Then, the discrete version of (11) can be written as

\[ v[n] = a_0 + a_{N/2}(-1)^n + \sum_{k=1}^{(N-2)/2} a_k \cos\left(\frac{2\pi nk}{N}\right) + \sum_{k=1}^{(N-2)/2} b_k \sin\left(\frac{2\pi nk}{N}\right). \]  

(12)

Writing the components \( V[k] \) of the DFT in cartesian form \( V[k] = \text{Re}\{V[k]\} + j \text{Im}\{V[k]\} \) and substituting in (10), leads to

\[ v[n] = \frac{V[0]}{N} + \frac{V[N/2](-1)^n}{N} + \frac{2}{N} \sum_{k=0}^{N/2} \text{Re}\{V[k]\} \cos\left(\frac{2\pi kn}{N}\right) - \frac{2}{N} \sum_{k=0}^{N/2} \text{Im}\{V[k]\} \sin\left(\frac{2\pi kn}{N}\right). \]  

(13)

Comparing expressions (12) and (13), we may write \( k = 1, \ldots, (N-2)/2 \).
\[ a_0 = \frac{V[0]}{N}, \quad a_{N/2} = \frac{V[N/2]}{N}, \quad a_k = \frac{2 \text{Re}\{V[k]\}}{N}, \quad b_k = -\frac{2 \text{Im}\{V[k]\}}{N} \]  

(14)

If \( N \) is odd,

\[ a_0 = \frac{V[0]}{N}, \quad a_k = \frac{2 \text{Re}\{V[k]\}}{N}, \quad b_k = -\frac{2 \text{Im}\{V[k]\}}{N}, \quad \text{for } k = 1, \ldots, \frac{N-1}{2} \]  

(15)

\[ \sqrt{a_k^2 + b_k^2} = \frac{2}{N} |V[k]| \]  

(16)

4 DTMF Decoding via AFT

In the DTMF system, each key-press generates the sum of two audible tones. When a DTMF signal is received, its frequency content is analysed to identify which digit was transmitted. This analysis can be made by computing its DFT. The magnitudes of the eight components associated to the frequencies nearest the DTMF frequencies are observed. Then, decoding is accomplished by selecting the two higher components. Typically, either a radix-2 FFT algorithm is employed, or the Goertzel algorithm is used when computing only a few components of the DFT.

4.1 The Sampling Frequency and the Length of the Transform

Spectrum analysis of a discrete-time signal by the AFT requires a choice of parameters that are relevant to the accuracy and computational efficiency of the process. The sampling rate of the original continuous signal is one such factor. We set this frequency to 8 kHz, a standard value of PCM-based telephone systems. Another parameter is the transform length \( N \). A suitable value for \( N \), one that allows the detection of the eight DTMF frequencies, should be selected. The relation

\[ k = f_k \frac{N}{f_s}, \]  

(17)

where \( f_s \) is the sampling frequency, gives the index \( k \) of the coefficient that corresponds to the detected frequency \( f_k \). In general, it returns a noninteger value for \( k \), which is rounded. It is thus possible to define a relative error measure by

\[ E_{R,k} = \left| f_k - \tilde{f} \right| \frac{f_k}{\tilde{f}} \]  

(18)

where \( \tilde{f} \) is the rounded frequency. We calculate the mean relative error, \( \bar{E}_R \), by averaging out \( E_{R,k} \) over the DTMF frequencies. Higher quality detection can be achieved by using the transform length that minimises \( \bar{E}_R \). An exhaustive search procedure leads to \( N=114 \).
4.2 Applying the Arithmetic Fourier Transform

Equation (17) provides the coefficient indexes necessary to decoding. Equation (8) shows the Bruns averages needed to compute such coefficients (table 1). From (6), values of the signal for fractional times must be known, what requires interpolation. The type of interpolation affects on the error and the cost of the algorithm. The decoding was implemented using linear interpolation. The coefficients of the indexes \( k \) shown in table 2, were computed for each of the 16 DTMF signals.

<table>
<thead>
<tr>
<th>( f(\text{Hz}) )</th>
<th>( k )</th>
<th>Bruns averages</th>
<th>( f(\text{Hz}) )</th>
<th>( k )</th>
<th>Bruns averages</th>
</tr>
</thead>
<tbody>
<tr>
<td>697</td>
<td>10</td>
<td>( B_{20}, B_{60}, B_{100}, B_{140}, B_{220} )</td>
<td>1209</td>
<td>17</td>
<td>( B_{34}, B_{102}, B_{170} )</td>
</tr>
<tr>
<td>770</td>
<td>11</td>
<td>( B_{22}, B_{66}, B_{110}, B_{154} )</td>
<td>1336</td>
<td>19</td>
<td>( B_{38}, B_{114}, B_{190} )</td>
</tr>
<tr>
<td>852</td>
<td>12</td>
<td>( B_{24}, B_{72}, B_{120}, B_{168} )</td>
<td>1477</td>
<td>21</td>
<td>( B_{42}, B_{126}, B_{210} )</td>
</tr>
<tr>
<td>941</td>
<td>13</td>
<td>( B_{26}, B_{76}, B_{130}, B_{182} )</td>
<td>1633</td>
<td>23</td>
<td>( B_{46}, B_{138} )</td>
</tr>
</tbody>
</table>

The key point of adopting an AFT-DTMF decoding is its low complexity. The number of floating-point multiplications and the number of additions was computed following [5]. Table 2 presents a comparison between the complexity of the proposed method and Goertzel algorithm [6].

<table>
<thead>
<tr>
<th>Operation</th>
<th>Simplified AFT</th>
<th>Goertzel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiplication</td>
<td>56</td>
<td>904</td>
</tr>
<tr>
<td>Addition</td>
<td>( \sim 4500 )</td>
<td>1800</td>
</tr>
</tbody>
</table>

The higher number of additions needed in the simplified AFT is fully compensated for the difference in the number of multiplications. A similar result is observed when comparing the AFT with the Cooley-Tukey FFT. For \( N=128 \), the FFT requires 712 multiplications and 2504 additions [6].

4.3 An Error Measurement

The interpolations required to compute Bruns averages are responsible for errors in the estimates of \( a_k \) and \( b_k \). In order to evaluate this inaccuracy, we use equations (14) and (15) to estimate the tones that identify a digit in the DTMF keypad. For instance, for the signal that represents the digit “1”, we estimate \( V[10] \) and \( V[17] \). The errors in these components are computed, relatively to their exact (DFT) values:

\[
E_k = \left| \widehat{V}[k] \right| - \left| V[k] \right| / \left| V[k] \right|, \tag{19}
\]

where \( \left| \widehat{V}[k] \right| \) is the estimate of the DFT component of index \( k \), and \( \left| V[k] \right| \) is its exact value. After computing \( E_k \) for each component, we cluster those that correspond to a same frequency and calculate the arithmetic mean, \( \bar{E}_k \). Table 3 shows DTMF frequencies, and the associated estimation mean error. The error presented in table 3
significantly varies with the sampling frequency and transform length. The same happens with the complexity of the algorithm. It is thus possible to vary $f_s$ and $N$, establishing a trade-off between these parameters so as to suit specific project needs.

Table 3. DTMF frequencies, coefficient indexes and estimation mean errors, $f_s=8$ kHz, $N=114$.

<table>
<thead>
<tr>
<th>$f$ (Hz)</th>
<th>697</th>
<th>770</th>
<th>852</th>
<th>941</th>
<th>1209</th>
<th>1336</th>
<th>1477</th>
<th>1633</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>17</td>
<td>19</td>
<td>21</td>
<td>23</td>
</tr>
<tr>
<td>$\hat{E}_{R_0} \times 10^{-2}$</td>
<td>3.86</td>
<td>6.48</td>
<td>4.19</td>
<td>10.82</td>
<td>4.51</td>
<td>7.30</td>
<td>8.13</td>
<td>5.87</td>
</tr>
</tbody>
</table>

5 Conclusions

This paper offered a new tool for decoding DTMF signals: the Arithmetic Fourier Transform. Some theoretical and practical aspects of the method were discussed, and results concerning the algorithm computational complexity were presented. The AFT decoding presents a low number of floating-point multiplications when compared to existing algorithms for the same application, allowing a faster DTMF decoding. Details for further simplifying the decoding algorithm are currently under investigation, such as, for instance, to deal only with the most significant Bruns partial averages to compute a Fourier coefficient.
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Abstract. Echo cancellation is essential if the transmission of voice data is to be of an acceptable quality over networks which introduce a significant end-to-end delay. A significant echo cancellation problem for this type of network is due to the fact that the delay is variable. This means that the canceller needs to track the delay and to reconverge for each change quickly enough to maintain efficiency in its control of the echo. This paper describes a system for dealing with abrupt changes in the network impulse response. The proposed model consists of an arrangement of echo cancellers, each referring to a particular delay, with the most appropriate canceller coefficients being chosen throughout the simulation as the system converges to the changing delay.
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1 Introduction

As the Information Age progresses, the need to communicate and to transfer data is quickly increasing. In fact, the rate at which data transfer is growing is much greater than that for any other type of service and already data transmission takes up more than 50% of the network usage since 2000. Though the Public Switched Telephone Network (PSTN) is probably the most wide-spread and dominating communication media at present, new technologies are being established that will support both the current and future communication demands of a range of services, such as voice, video, data, etc.. Packet-based methods of transmission aim to provide a method of communication for all these services, as well as an economic QoS and an efficient use of network resources as expected from an integrated network [1], [2].

Certain packet-switched technologies convey information in fixed length packets [3], maintaining a good balance between the benefits of packet-switching and of circuit switching, e.g. Voice over IP, [4]. By using statistical multiplexing, these packet-based transmissions are capable of making the most efficient use of the available bandwidth, giving a flexibility that circuit switching cannot provide. However, this statistical multiplexing, with fixed or variable packet size, contributes additional delay components that circuit switching does not. These delay components are due to queuing, packet scheduling, packetisation, as well as other general delays across the network. To make matters more complicated still, packet delay variation or
jitter is caused mostly by queuing and packet scheduling at each network node, such as switches and routers.

These delays have a significant impact on the controlling of echo, which is caused by signal reflections at various points in the network. For a telephone call made over the PSTN, i.e. a circuit switched network, the time taken to hear the echo is constant throughout the duration of the call. However, for a call made over a packet-switched network, the echo delay can significantly vary over the duration of a single call. This variation in the delay causes difficulties with the convergence of the adaptive algorithm in the echo canceller and consequently the echo is not necessarily reduced efficiently.

2 Echo Cancellation

The basic principle of echo cancellation is, ‘to remove the echo, subtract it!’ An estimate of the echo is created through the use of an adaptive filter, Figure 1. This estimate is then subtracted from the actual echo in the system. The error between these is then used to update the coefficients of the filter through the calculation of an adaptive algorithm. As the filter coefficients approach their convergence values, the estimated echo models the actual echo and the error is minimised. Thus the echo in the network is reduced. This is the basic operation of an echo canceller, [5]. There are other features associated with echo cancellation such as non-linear processing, addition of comfort noise, single-talk and double-talk situations but this paper is only concerned with the fundamentals of reducing echo.

For a network with a constant delay, the size of the filter is determined by the time taken to hear the echo, i.e. the round-trip delay. For example, if the delay is 64ms and...
the system is running at a sampling rate of 8kHz, then a 512 tap filter would be needed, [6]. Once the echo canceller is switched on, the adaptive filter will converge to the optimal tap values for the constant delay, giving a good reduction in the echo, [7].

However, for a network with a variable delay, the size of the filter needed is best determined by the maximum delay expected. Again, once the echo canceller is switched on, the adaptive filter will begin to converge to the optimal tap values for the current delay. Nevertheless, when the delay changes, the canceller begins to re-converge for the new delay from the tap values obtained for the previous delay. So unless the delay varies infrequently, the filter coefficients never manage to converge to their optimum and the echo is not efficiently reduced.

3 Proposed Echo Canceller System

The model considered consists of a system of echo cancellers (ECANs) in parallel, Figure 2, [8]. The cancellers are identical; they are each made up of adaptive filters (FIR filter and algorithm) of the same length and use the same adaptive algorithm. The only difference between them is that they are initialised for different delays; the centre canceller is set for a delay time of \( \tau \) ms., the canceller immediately before this one is set for one time period before \( \tau \) ms., the canceller after the centre one is set for one time period after \( \tau \) ms. and so on with each ECAN being separated from its neighbours by one time period.

![Fig. 2. Adaptive echo canceller system](image)

Each ECAN will be converging towards the same delay (the current network delay) but only one of them will be starting from a excellent coefficient estimate.
Consequently this ECAN will produce the best cancellation at this particular time and subsequently will be considered to be the master ECAN. The master ECAN maintains the ‘centre’ position with the other ECANs being reset so they are converging towards delays falling on either side of the delay setup of the master. Thus, there is a virtual shifting of position of the ECANs, [9].

To determine which ECAN is currently giving the best reduction in echo and should be considered to be the master, requires a selection process to be performed, [9]. This decision is made based, very generally, on the smallest mean square error (MSE) taken over a specified number of samples, i.e. over a specified number of iterations of the algorithms. The selection process is as follows:

- Determine if a change in delay has occurred.
- Initiate 1st reset of the ECANs.
- Select the ECAN performing best for this new delay.
- Initiate 2nd reset of the ECANs.

The change in delay is determined by comparing the present and immediate past MSE values of the current master ECAN. If the present MSE value is greater than the previous MSE by a pre-determined tolerance level, then this indicates that there has been a disruption to the convergence of the filter coefficients caused by a change in the delay. Using the MSE rather than the straight error value provides a very stable comparison test due to the MSE being an average, thus giving a smoothed error value. This enables an approximate rather than highly precise tolerance level to be used accurately during this delay change determination.

It is necessary to stipulate a condition wherein the delay change determination is not carried out more than once during the same delay period. This is in order to stop an oscillation between master ECANs, particularly during the early iterations after a correct virtual master switch has occurred. This is simply performed by setting a condition that the comparison test cannot be carried out within a specified number of iterations after the delay change has been detected. This ensures that the system does not incorrectly cause an ECAN reset.

The first reset of the ECANs occurs when a change in delay has been established. During this 1st reset, the coefficients are reset to values obtained during an initialisation stage but are shifted to correspond to the current delay (and not the newly established delay). Thus, since at this point, the ECANs do not change their delay set-up, the centre ECAN will not actually be the master (the virtual switch will occur in the 2nd reset). Also during this reset, the error value to all the adaptive algorithms is reset to 0, with the stored error values used in the calculation of the MSE being cleared except for the current error value which is kept. All these procedures enable the ECANs to start converging for the new delay from equally viable positions. However, only one of the ECANs will quickly give a reasonably small error, thus indicating the ECAN that is actually set up with a delay corresponding to the new delay.

The actual selection of the new master ECAN involves a number of different steps and tests to be carried out in order, as well as a determination as to whether the selection can be made directly at the time of the 1st reset or at a slightly later stage. At the 1st reset, the ECAN selection can be made via one of two routes, i.e. if either route is true then the selection can be made and the system can proceed to the 2nd reset.
Route 1 requires a comparison between two basic selection methods. If in each case the same ECAN is chosen then this ECAN will become the new master. The first basic selection chooses the best ECAN based on the smallest difference between the pre-past MSE value and the present MSE value, each relevant to a specific ECAN, where the pre-past value refers to the MSE obtained two iterations previously. The purpose of this calculation is to reduce the effect caused by the delay change which occurred on the previous iteration and thus to produce an indication of which ECAN was set up to converge for the new current delay. The second basic selection chooses the ECAN which is producing the smallest magnitude of error on this iteration, excluding the current master ECAN. The results from these tests need to agree for a new master ECAN to be conclusively selected through Route 1, as the effect on the error and MSE caused by the delay change do not always follow the ideal expectations.

Route 2 compares the similarity between the current errors of the slave ECANs to the previous error from the master ECAN and also to each other slave ECAN. If the errors between the slaves are too similar then no decision on a new master ECAN can be made. Otherwise, the slave ECAN error that is significantly different from the master ECAN’s previous error indicates the choice for the new master ECAN. The previous error from the master ECAN refers to when the delay change occurred and shows this by a sudden large increase in value, thus providing a ‘worst-case error’ for comparison. Calculations are made of the magnitude of the difference between this ‘worst-case error’ and each of the slave ECAN errors. If all the difference values are less than a specified tolerance level or all the difference values are greater than the specified tolerance level, then the slave ECANs are producing errors that are too similar. Thus no decision on the ECAN selection can be made. Otherwise the slave ECAN with the largest difference is chosen and the 2nd reset is initiated.

If no selection has been made via either Route 1 or Route 2, then the ECANs are allowed to continue converging as they are, for a few more iterations, until a conclusive decision can be made. This allows the ECANs to settle into the convergence and thus it will be more obvious as to which ECAN is producing a relevant smaller error. Again, the similarity between the errors being produced by the slaves is monitored and if the differences between these errors are not above a specified tolerance level then no decision is made. Otherwise, the selection is made simply on the smallest MSE of the slave ECANs.

Upon the selection of a new master ECAN, the system proceeds to the 2nd reset; the ECANs are reset to coefficient values obtained during an initialisation stage but which are shifted to correspond to the relevant new delays for each ECAN. The error value to each of the adaptive algorithms in each of the ECANs is reset to 0.

The system continues to monitor the reduction in echo and performs the procedure described above in anticipation of further changes in delay necessitating a virtual switch of master ECAN.

Note: The initialisation stage enables a set of coefficients to be obtained (for a known delay) that are closer to their optimal values for the network than a set of general tap-values. Thus these coefficients provide a set of best-estimate values that can be used when resetting the ECANs when a delay change and corresponding ECAN switch has occurred.
4 Simulations

The adaptive echo canceller system was simulated in Matlab and Simulink. Each of the separate functions of the system were written in ‘C’ code and incorporated as S-Functions, thus enabling the system to be built up in Simulink. This provided a graphical interface which could model and simulate the system. For the purpose of this paper, the proposed adaptive echo canceller system consists of only three echo cancellers in parallel. This is the simplest form of the system and will be known as the Tri-ECAN system (or N-ECAN system, N referring to the number of ECANs in parallel). Thus the results included here refer to a Tri-ECAN system.

The input signal, i.e. the ‘original speech signal’ was generated as a random binary (0,1) sequence. Each of the echo cancellers are assumed to be Finite Impulse Response (FIR) filters, each having 256 coefficients. The first canceller was set to one time period before the initial delay value, the second to the initial delay value and the third to one time period after the initial delay. The initial delay value is chosen as some number of filter taps, obviously within the size of the filters being used (256 taps, in this case). The time period is set to the packetisation delay, as due to the management of packets through the network, the packet delay varies in multiples of the packetisation delay. The echo cancellers all use the Normalised Least Mean Squares (NLMS) algorithm given by Equation (1):

\[ W(n+1) = W(n) + \frac{2\mu e(n)X(n)}{X(n)^T X(n) + \Omega} \]  

where

- \( W(n+1) \) = new coefficient values,
- \( W(n) \) = past coefficient values
- \( e(n) \) = error
- \( X(n) \) = input signal
- \( \mu \) = step size constrained by \( 0 < \mu < 1 \)
- \( \Omega \) = some very small value to prevent a divide by zero.

The NLMS is the most common industrially used algorithm for echo cancellation as it performs well for speech signals, gives a stable result and has a fast convergence, [4], [5], [6]. The NLMS algorithm follows a stochastic gradient approach to finding the optimal solution by minimisation of the MSE, with normalisation of the input signal. Speech signals have a varying signal level, i.e. they are non-stationary and normalisation gives a much better performing adaptive algorithm for such signals. Noise was added into the echo path at –40db. The performance of the echo canceller system was measured by calculating the Echo Return Loss Enhancement (ERLE) for the master canceller throughout the simulation, [10], [11]. The ERLE is given by Equation (2):

\[ \text{ERLE (db)} = 10\log_{10} \frac{P_{\text{echo}}}{P_{\text{error}}} \]  

where

- \( P_{\text{echo}} \) = echo power
- \( P_{\text{error}} \) = error power
The ERLE provides a figure of merit for determining how effective is the echo cancellation process. It assumes that there is always a certain amount of loss incurred by echo and then shows the rate of improvement after echo cancellation. A good echo canceller will output a very large steady state ERLE in a short convergence time.

The system was initially allowed to converge before a delay change occurred, that is the simulation was run for 10,000 iterations before the delay was varied. This enabled the optimal coefficient values to be obtained for a particular delay and these were used when resetting the cancellers throughout the simulation. This meant that the cancellers were starting from a ‘best estimate’ position each time.

The simulation was run for different random binary sequences and different random delay sequences, through the use of different seeds in Matlab/Simulink. The proposed adaptive echo canceller system was also compared to a system with only one echo canceller. This was simulated in the same way.

5 Results

The results shown, for both the Tri-ECAN system and the single ECAN system, highlight a section of the simulation run, iterations 37,000 to 41,000. Plots showing the whole simulation run tend to have too much detail and it is difficult to make clear observations. However the trends shown in the focused-upon sections published in this paper, are observed throughout the whole simulation.

Figure 3 refers to the Tri-ECAN system and shows the MSEs for each of the three ECANs over the selected section of the simulation. Also shown is how the delay changes over this section.

![Fig. 3. Tri_ECAN: MSE for all three ECANs.](image)

The upper horizontal MSE refers to the MSEs of the two respective slave ECANs and ranges approximately between –7dB and –12dB. The lower horizontal MSE refers to the MSE of the respective master ECAN and ranges approximately between –34dB to –41dB. Thus there is an obviously distinction between the performance of
the slaves and the master with the master providing a significant improvement. The
vertical lines on Figure 3 linking the upper and lower lines of the MSE refer to when
there is the virtual switching to a new master ECAN. These lines correctly
correspond to the change in delay and this fact can be observed in Figure 3. Thus
from this figure, it can be seen that the Tri-ECAN system correctly switches and the
current master ECAN maintains a low MSE level while the slave ECANs perform
poorly.

Figure 4 illustrates the behaviour of the MSE from a single ECAN for the same
delay changes as supplied to the Tri-ECAN system. From this figure, it can be
observed that during the first 10,000 iterations that the MSE progressively reduces
(improves). This section refers to the initialisation period wherein the delay remains
constant. Thus it would be expected that the single ECAN would be converging
towards optimal coefficient values and a small MSE.

![Single ECAN MSE](image)

**Fig. 4.** Single ECAN:MSE over full simulation

This is confirmed by the results for this section shown on Figure 4. When the
delay changes, after 10,000 iterations, the MSE for the single ECAN deteriorates as
the coefficients are now incorrect for the current delay. This is shown on Figure 4 by
the sudden increase in the MSE. As the delay continues to change, the single ECAN
never recovers and the MSE is maintained at a very poor level. The single ECAN
never ‘tracks’ the delay and does not respond in any way to the delay changes that
occur, as can be observed in Figure 5. There is no pattern to the MSE behaviour as the
delay changes, though it does indicate that a single ECAN cannot provide an
appropriate reduction in echo for a network where the delay may be variable.

In Figure 6, the upper line with downward spikes refers to the ERLE for the Tri-
ECAN system. The spikes refer to the occurrences of the delay changes when there is
a sudden sharp deterioration in the echo reduction performance of the system, i.e.
before the virtual switch to a new master ECAN. However the Tri-ECAN system
recovers immediately and returns to giving an ERLE of approximately 29dB (between
Fig. 5. Single ECAN: MSE & Delay Changes

Fig. 6. Performance Comparison.

26dB and 32dB). The ERLE is a comparison of the echoes before and after cancellation and theoretically, for a perfect echo canceller, should increase indefinitely [10], [11], [12].

The performance of the single ECAN is shown as the lower line on Figure 6 and from this it can be observed that it gives an ERLE which is approximately 4dB (between 1dB and 7dB). There is no improvement in the echo reduction performance of the single ECAN throughout the rest of the simulation. So, the ERLE for the single ECAN is, on average, 25dB lower than for the Tri-ECAN system. This is a significant difference and highlights the large improvement in echo reduction that can be made by using the proposed Tri-ECAN system.
6 Conclusions

The results clearly show that for a network where the echo delay is not constant, a classical single echo canceller will not efficiently cancel the echo. The proposed adaptive echo canceller composed of multiple cancellers in parallel is able to adapt to the echo delay variation and achieves an improved echo cancellation. The proposed system is able to maintain a high cancellation performance while sustaining a reasonably constant MSE and ERLE throughout. It has the capability of being able to detect accurately when a change in delay occurs, compared to the classical single canceller which cannot deal with variation of echo delay.

The proposed adaptive echo canceller system is highly capable of efficiently cancelling the echo in a packet switched network where jitter is a significant component of the end-to-end delay.
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Abstract. How to represent the genetic code? Despite the fact that it is extensively known, the DNA mapping into proteins remains as one of the relevant discoveries of genetics. However, modern genomic signal processing usually requires converting symbolic-DNA strings into complex-valued signals in order to take full advantage of a broad variety of digital processing techniques. The genetic code is revisited in this paper, addressing alternative representations for it, which can be worthy for genomic signal processing. Three original representations are discussed. The inner-to-outer map builds on the unbalanced role of nucleotides of a ‘codon’ and it seems to be suitable for handling information-theory-based matter. The two-dimensional-Gray map representation is offered as a mathematically structured map that can help interpreting spectrograms or scalograms. Finally, the world-map representation for the genetic code is investigated, which can particularly be valuable for educational purposes besides furnishing plenty of room for application of distance-based algorithms.

1 Introduction

The advent of molecular genetic comprises a revolution of far-reaching consequences for humankind, which evolved into a specialised branch of the modern-day biochemistry. In the ‘postsequencing’ era of genetic, the rapid proliferation of this cross-disciplinary field has provided a plethora of applications in the late-twentieth-century. The agenda to find out the information in the human genome was begun in 1986 [1]. Now that the human genome has been sequenced [2], the genomic analysis is becoming the focus of much interest because of its significance to improve the diagnosis of diseases. Motivated by the impact of genes for concrete goals–primary for the pharmaceutical industry–massive efforts have also been dedicated to the discovery of modern drugs. Genetic signal processing (GSP) is being confronted with a redouble amount of data, which leads to some intricacy to extract meaningful information from it [3]. Ironically, as more genetic information becomes available, more the data-mining task becomes higgledy-piggledy. The recognition or comparison of long DNA sequences is often nearly un-come-at-able.

* This work was partially supported by the Brazilian National Council for Scientific and Technological Development (CNPq) under research grants N.306180 (HMO) and N.306049 (NSSM). The first author also thanks Prof. G. Battail who decisively influenced his interests.
The primary step in order to take advantage of the wide assortment of signal processing algorithms normally concerns converting symbolic-DNA sequences into genomic real-valued (or complex-valued) genomic signals. How to represent the genetic code? Instead of using a look-up table as usual (e.g., [4], [5]), a number of different ways for implementing this assignment have been proposed. An interesting mapping from the information theory viewpoint was recently proposed by Battail [6], which takes into account the unbalanced relevance of nucleotides in a ‘codon’. Anastassiou applied a practical way of mapping the genetic code on the Argand-Gauss plane [7]. Cristea has proposed an interesting complex map, termed as tetrahedral representation of nucleotides, in which amino acids are mapped on the ‘codons’ according to the genetic code [8]. This representation is derived by the projection of the nucleotide tetrahedron on a suitable plane. Three further representations for the 3-base ‘codons’ of the genetic code are outlined in this paper, namely i) inner-to-outer map, ii) 2D-Gray genetic map, and iii) genetic world-chart representations.

2 Process of Mapping DNA into Proteins

Living beings may be considered as information processing system able to properly react to a variety of stimuli, and to store/process information for their accurate self-reproduction. The entire set of information of the DNA is termed as the genome (Greek: ome=mass). The DNA plays a significant role in the biochemical dynamics of every cell, and constitutes the genetic fingerprint of living organisms [4]. Proteins –consisting of amino acids– catalyse the majority of biological reactions. The DNA controls the manufacture of proteins (Greek: protos=foremost) that make up the majority of the dry mass of beings. The DNA sequence thus contains the instructions that rule how an organism lives, including metabolism, growth, and propensity to diseases. Transcription, which consists of mapping DNA into messenger RNA (m-RNA), occurs first. The translation maps then the m-RNA into a protein, according to the genetic code [3], [4]. Despite nobody is able to predict the protein 3-D structure from the 1-D amino acid sequence, the structure of nearly all proteins in the living cell is uniquely predetermined by the linear sequence of the amino acids.

Genomic information of eukariote and prokariote DNA is –in a very real sense– digitally expressed in nature; it is represented as strings of which each element can be one out a finite number of entries. The genetic code, experimentally determined since 60’s, is well known [5]. There are only four different nucleic bases so the code uses a 4-symbol alphabet: A, T, C, and G. Actually, the DNA information is transcribed into single-stand RNA –the mRNA. Here, thymine (T) is replaced by the uracil (U). The information is transmitted by a start-stop protocol. The genetic source is characterised by the alphabet N:={U, C, A, G}. The input alphabet $N'$ is the set of ‘codons’ $N':={n_1,n_2,n_3} \mid n_i \in N, i=1,2,3$. The output alphabet $A$ is the set of amino acids including the nonsense ‘codons’ (stop elements). $A:=\{\text{Leu, Pro, Arg, Gln, His, Ser, Phe, Trp, Tyr, Asn, Lys, Ile, Met, Thr, Asp, Cys, Glu, Gly, Ala, Val, Stop}\}$. The genetic code consequently maps the 64 3-base ‘codons’ of the DNA characters into one of the 20 possible amino acids (or into a punctuation mark). In this paper we are barely concerned with the standard genetic code, which is widespread and nearly universal.
The genetic code is a map \( GC: N^3 \rightarrow A \) that maps triplets \((n_1, n_2, n_3)\) into one amino acid \( A_i \). For instance, \( GC (UAC) = \text{Stop} \) and \( GC (CUU) = \text{Leu} \). In the majority of standard biochemistry textbooks, the genetic code is represented as a table (e.g. [4], [5]). Let ||.|| denote the cardinality of a set. Evaluating the cardinality of the input and the output alphabet, we have, \( ||N^3|| = ||N||^3 = 4^3 = 64 \) and \( ||A|| = 21 \), showing that the genetic code is a highly degenerated code. In many cases, changing only one base does not automatically change the amino acid sequence of a protein, and changing one amino acid in a protein does not automatically affect its function.

3 The Genetic Code Revisited

Even worthy, ordinary representations for the genetic code can be replaced by the handy descriptions offered in this paper. The first one is the so-called inner-to-outer diagram by Battail, which is suitable when addressing information theory aspects [9]. We present in the sequel a variant of this map by using the notion of the Gray code to systematise the diagram, gathering regions mapped into the same amino acid (figure 1).

Another representation for the genetic code can be derived combining the foundations of Battail’s map and the technique for generalized 2-D constellation proposed for high-speed modems [10]. Specifically, the map intended for 64-QAM modulation shown in figure 2 can properly be adapted to the genetic code.
Binary labels are replaced by nucleotides according to the rule \((x \leftrightarrow y \text{ denotes the operator "replace } y \text{ by } x'')\): \(U \leftrightarrow [11]; A \leftrightarrow [00]; G \leftrightarrow [10]; C \leftrightarrow [01]\). The usefulness of this specific labelling can be corroborated by the following argument. The “complementary base pairing” property can be interpreted as a parity check. The DNA-parity can be defined as the sum modulo 2 of all binary coordinates of the nucleotide representations. Labelling a DNA double-strand gives an error-correcting code. Each point of the 64-signal constellation is mapped into a 'codon'. This map (figure 3a) furnishes a way of clustering possible triplets into consistent regions of amino acids (figure 3b). In order to merge the areas mapped into the same amino acid, each of amino acids can be coloured using a distinct colour as in figure 4.
Fig. 4. 2D-Gray genetic map for the 64 possible ‘codons’ into one of the twenty possible amino acids (or punctuation). Each amino acid is shaded with a different colour, defining codification regions on the genetic plane. The structure is supposed be 2D-periodic

Evoking the two-dimensional cyclic structure of the above genetic mapping, it can be folded joining the left-right borders, and the top-bottom frontiers. As a result, the map can be drawn on the surface of a sphere resembling a world-map. Eight parallels of latitude are required (four in each hemisphere) as well as four meridians of longitude associated to four corresponding anti-meridians. The Equator line is imaginary, and the tropic circles have 11.25°, 33.75°, 56.25°, and 78.5° (North and south). Starting from a virtual and arbitrary Greenwich meridian, the meridians can be plotted at 22.5°, 67.5°, 112.5°, and 157.5° (East and west). Each triplet is assigned to a single point on the surface that we named as “Nirenberg-Kohama’s Earth”1 (figure 5).

Fig. 5. (a) Nirenberg-Kohama's Earth: Genetic code as a world-map representation. There are four meridians of longitude as well as corresponding anti-meridians comprising four ‘codons’ each. The eight parallels of latitude (tropics) appear as containing eight ‘codons’ each. The ‘codon’ UUU, for instance, has geographic co-ordinates (22.5°W, 78.75°N). The Voronoi region [10] of each triplet can be highlighted according to the associated amino acid colour; (b) Continents of Nirenberg-Kohama's Earth: regions of essential amino acid correspond to the land and nonessential amino acids constitutes the ocean. There are two continents (one in each hemisphere), and a single island (the Hystidine island)

If every one of essential amino acids are grouped and said to stand for ground, two continents and a lone island emerge (figure 5b). The remained (nonessential) amino acids materialize the sea. Several kinds of charts can be drawn depending on the criteria used to cluster amino acids [4]. Amino acids can be put together according to

1 In honour to Marshall Nirenberg and M. Gobind Kohama, who independently were the main responsible for cracking the genetic code in three nucleotides (‘codons’).
their metabolic precursor or coloured by the characteristics of side chains. This approach allows a type of genetic geography. Each one of such representations has idiosyncrasies and can be suitable for analysing specific issues of protein making.

4 Closing Remarks

The innovative representations for the genetic code introduced in this paper are mathematically structured so they can be suitable for implementing computational algorithms. Although unprocessed DNA sequences could be helpful, biologists are typically involved in the higher-level, location-based comments on such strings. Much of signal processing techniques for genomic feature extraction and functional cataloguing have been focused on local oligonucleotide patterns in the linear primary sequences of classes of genomes, searching for noteworthy patterns [3], [7]. GSP techniques provide compelling paraphernalia for describing biologically features embedded in the data. DNA spectrograms and scalograms are among GPS powerful tools [7], [11], which depend on the choice of the genetic mapping. The miscellany of maps proposed in this paper supplies further cross-link between telecommunications and biochemistry, and can be beneficial for “deciphering” genomic signals. These maps can also be beneficial for educational purposes, furnishing a much rich reading and visualisation than a simple look-up table.
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Abstract. Earlier studies showed that iterative processing at receiver may significantly improve performance in wireless communications. In particular, performance of space-time block codes (STBC) extended for frequency selective channels may be notably improved by iterative channel estimation (ICE). On the other hand, the ICE at least doubles the receiver complexity that limits its implementation in handsets. In this paper we address non-iterative blind subspace estimation based on the second order statistics (SOS), which is simpler than the iterative receiver. Accuracy and robustness of the SOS (semi-)blind estimators with respect to different channel profiles are evaluated and compared to the ICE. Based on sensitivity analysis appropriate parameters for (semi-)blind estimators are selected. It is found that the SOS semi-blind subspace methods may approach accuracy (in terms of MSE) of the ICE.

1 Introduction

Transmit diversity schemes significantly improve spectral efficiency and currently attract a lot of attention. For example, application of space-time block codes (STBC) extended for frequency selective channels for enhanced GSM evolution (EDGE) may notably improve performance [1][2]. However, most studies addressing transmitting diversity schemes assume perfectly known channel. In practice, the channel is estimated based on known symbols inserted in every transmitted block. On the other hand, the transmit diversity gain is obtained by artificially introduced multipath and it requires more channel parameters to be estimated given the same training sequence. Hence, the transmit diversity gain may not be fully utilized due to degradation of channel estimation accuracy. For example, accuracy of channel estimates based only on GSM training sequences (originally designed for channels without transmit diversity) is not enough in case of the STBC applied for EDGE, which in turn deteriorates the receiver performance. This fact motivated us to consider blind and semi-blind methods where unknown data are used to estimate (identify) the channel.

Blind channel identification is based on channel output signal and some a priori knowledge of the statistics of the channel and input signals. These methods may be classified into maximum likelihood (ML) methods and moment-based
methods [6]. The ML methods are based on different versions of the expectation-maximization algorithm that attempts to find the ML solution by iterations between so-called expectation and maximization steps. The iterative receiver for EDGE with/without transmit diversity provides significant gain [3][4], but it comes for the price of extra complexity growing linearly with number of iterations. Another class of blind estimation algorithms, moment-based methods, includes subspace methods (SSM). An attractive property of the SSM (though they are not ML optimal) is that they do not require iterations between a channel estimator and detector/decoder. As a result, a receiver with SSM-based channel estimation is expected to be much simpler than the iterative receiver.

In this paper we address the SSM for channel estimation. After a brief overview of the SOS methods in Section 2, a more detailed description of blind sub-space channel estimation is given in Section 3. Some simulation results are presented in Section 4 followed by conclusions in Section 5.

2 Overview of the SOS Blind Channel Identification

First proposed moment-based blind channel identification methods were based on higher order statistics (HOS). These HOS methods require long statistics collected from a stationary baud-rate (T-sampled) output sequence, and it limits their application in cases where only short data blocks are available. At the same time, it is known that the SOS of T-sampled stationary signals are inadequate for blind identification of non-minimum phase channels. The SOS blind equalization [5] was a breakthrough in the field. Recognizing the existence of excess channel bandwidth, Tong et al [5] suggested fractionally sampled channel identification. By sampling the channel output at higher than baud rate, fractionally spaced samples form a cyclostationary sequence such that its SOS provides channel phase information.

In general, the basic idea of [5] is to introduce additional time or spatial diversity at the receiver. This additional diversity transforms single-input-single-output (SISO) channel estimation problem into single-input-multiple-output (SIMO) problem that may be solved based on the SOS for a large class of channels. An important class of SOS-SIMO algorithms is the SSM. The main idea of the SSM is to exploit the orthogonality of subspaces of certain matrices obtained from (possibly cyclic) SOS of the observations.

Since the SSM introduction, many proposals have been made to improve the estimation both from the computational and statistical point of view (see [6] and references within). In this paper we use the SSM [7] that explicitly utilizes the special structure of channel matrix. At the same time a number attempts has been made to apply blind estimation for wireless communications (e.g.,[11]). However, semi-blind methods, where both known training symbols and unknown data are used together to improve channel estimates [12][13], seem to be a more attractive solution, especially for transmit diversity schemes.

1 There is a class of multipath channels where methods of [5] are unable to correctly identify the CIR [8].
3 Subspace Channel Estimation

3.1 SIMO Signal Model and Subspaces

Subspace blind methods are described in a number of papers (e.g., [5]-[9]). Below the basic SSM method is outlined in a plain way to clarify its implementation. In the following the standard notation is used: small and capital bold letters denote vectors and matrices, $(\cdot)^H$ and $(\cdot)^T$ stand for Hermitian and transpose operations; Sylvester (filtering) matrices are presented by calligraphic letters.

Denote signal transmitted at time $kT$ as $s(k)$. In case of SIMO channel multiple outputs may be created either oversampling the received signal with $P$ samples per $T$, or by $P$ sensors where the received signal is sampled at symbol rate $T$. Let’s consider the oversampling where received $P \times 1$ vector is $y(k) = x(k) + w(k) = \sum_{l=0}^{L} h_{k} s(k-l) + w(k)$.

Stack $N$ observation vectors into $NP \times 1$ vector $Y(k) = X(k) + W(k) = H_N S(k) + W(k)$, where: $X(k) = [x(k)^T, x(k-1)^T, ..., x(k-N-1)^T]^T$; $S(k) = [s(k), s(k-1), ..., s(k-N-L-1)]^T$; $W(k) = [w(k)^T, w(k-1)^T, ..., w(k-N-1)^T]^T$; $H_N$ is size $NP \times (L + N)$ convolution Sylvester matrix

$$H_N = \begin{bmatrix}
    h_0 & h_1 & \cdots & h_L & 0 & \cdots & 0 \\
    0 & h_0 & h_1 & \cdots & h_L & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
    0 & \cdots & 0 & h_0 & h_1 & \cdots & h_L
\end{bmatrix}$$

$h_k = [h(kP), h(kP+1), ..., h(kP+P-1)]^T$, $h = [h_0^T, h_1^T, ..., h_L^T]^T$ is the oversampled channel impulse response (CIR).

Since signal and noise are uncorrelated, the received signal subspace may be separated into signal subspace and noise subspaces, $E\{Y(k)Y(k)^H\} = R_Y = R_X + R_W$, such that signal space $R_X$ is spanned by $(v_0, v_1, ..., v_r)$, the largest eigenvectors of signal matrix $R_Y$.

Noise subspace is the orthogonal complement to the signal subspace. Using the cyclostationarity property of oversampled (or multi sensor) signals the channel may be identified (up to a complex scalar) by minimization of a quadratic form $q(h) \rightarrow \min$, where

$$E\{Y(k)Y(k)^H\} = R_Y = H_N R_S H_N^H + \sigma^2 I,$$

where $R_S = E\{S(k)S(k)^H\}$, $\sigma^2$ is noise variance.

Channel $h$ may be identified from $R_Y$ under conditions that both $H_N$ and $R_S$ are full rank. Let $\lambda_0 \geq \lambda_1 \geq \ldots \geq \lambda_{PN-1}$ be eigenvalues of $R_Y$. Since $R_S$ is full rank, then $\text{rank}(R_X) = \text{rank}(H_N R_S H_N^H) = L + N$. It follows that $\lambda_i > \sigma^2$ for $i = 0, ..., L + N - 1$; and $\lambda_i = \sigma^2$ for $i = L + N, ..., PN - 1$. The eigenvectors for signal and for noise subspaces are $(v_0, v_1, ..., v_{L+N-1})$ and $(g_0, g_1, ..., g_{PN-L-N-1})$, respectively. Then $R_Y = V \text{diag}(\lambda_0, \lambda_1, ..., \lambda_{L+N-1}) V^H + \sigma^2 G G^H$, where $V = [v_0, v_1, ..., v_{L+N-1}]$, $G = [g_0, g_1, ..., g_{PN-L-N-1}]$.

By definition, the columns of matrix $V$ span the signal subspace of dimension $N + L$, while columns of $G$ span its orthogonal complement (noise subspace). Columns of $H_N$ are orthogonal to any vector in noise subspace, $g_i^H H_N = 0$ for $0 < i < PN - L - N$. The orthogonality of signal and noise subspaces allows for the identification of the channel vector $h = [h_0^T, h_1^T, ..., h_L^T]^T$ (up to a complex scalar constant) by minimization of a quadratic form $q(h) \rightarrow \min$, where
\( q(h) \triangleq \sum_{i=0}^{PN-L-N-1} g_i^H H_N H_N^H g_i = \sum_{i=0}^{PN-L-N-1} |g_i^H H_N|^2 \).

To solve this minimization problem the following way may be used:

- Partition each of \( PN \times 1 \) noise eigenvectors into \( N \) shorter vectors \( g_i^{(j)} \) \((j = 0, \ldots, N-1)\) of length \( P \times 1 \), such as \( g_i = [g_i^{(0)}T, g_i^{(1)}T, \ldots, g_i^{(N-1)}T]^T \), and form \((L+1) \times (L+N)\) filtering matrix \( \mathcal{V}_i \), such that

\[
\mathcal{V}_i = \begin{pmatrix}
  g_i^{(0)} & g_i^{(1)} & \ldots & g_i^{(N-1)} & 0 & \ldots & 0 \\
  0 & g_i^{(0)} & g_i^{(1)} & \ldots & g_i^{(N-1)} & 0 & \ldots \\
  \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \ldots & 0 & g_i^{(0)} & g_i^{(1)} & \ldots & g_i^{(N-1)}
\end{pmatrix}
\]

- Form \((L+1) \times (L+N)\) matrix \( \mathcal{G}_i \) associated with eigenvector \( g_i \) and obtained by stacking \( P \) filtering matrices \( \mathcal{V}_i, i = 0,\ldots, P-1 \); \( \mathcal{G}_i = [\mathcal{V}_i^T, \mathcal{V}_{i+1}^T, \ldots, \mathcal{V}_{i+P-1}^T] \).

It may be shown that \( g_i^H H_N H_N^H g_i = h^H \mathcal{G}_i \mathcal{G}_i h \) for \( i = 1,\ldots, PN-L-N-1 \) [7]. Hence, the minimization may by obtained as a solution of

\[
h^H \left( \sum_{i=0}^{PN-L-N-1} \mathcal{G}_i \mathcal{G}_i^H \right) h = h^H Qh \rightarrow \text{min}.
\]

- To find eigenvalues \( \lambda_i \) of \( R_Y \) and to solve the minimization problems above a convenient way is to use singular value decomposition (SVD).

In derivations above the noise subspace is used such that it is made maximally (in the least square (LS) sense) orthogonal to the estimated signal subspace. Signal subspace method, being a mirror image of the noise subspace method, uses similar linear parameterization of the noise subspace. In the methods above a plain LS procedure applied such that all terms contributed to the objective function with the same weight. Better estimates may be obtained by solving the overdetermined system in a weighted LS sense [9] where estimation procedures are based on objective functions quadratic in the unknown parameters and are not plagued by existence of local minima.

### 3.2 Blind Identification of MIMO Channels

Denote transmitted \((M \times 1)\) vector over \( M \) transmitting antennas at time \( t = kT \) as \( s(k) = [s_1(k),\ldots,s_M(k)]^T \). Received \((P \times 1)\) vector at time \( t = kT \) is \( x(k) = \sum_{i=0}^{L} H_i s(k-i) + w(k) \), where \( \{H_i\}_{i=0,\ldots,L} \) are unknown \((P \times M)\) matrices; \( m^{th} \) column of \( H_i \) is \((P \times 1)\) vector \( h_m^{(i)} = [h_m(IP), h_m(IP+1),\ldots,h_m(IP+P-1)]^T \); \( H_i = [h_1^{(i)}; h_2^{(i)}; \ldots; h_M^{(i)}] \).

Stack \( N \) observation vectors into \( NP \times 1 \) vector, such that

\[
Y(k) = X(k) + W(k) = H_N(H)S(k) + W(k),
\]

where \( X(k) = [x(k)^T, x(k-1)^T,\ldots, x(k-N-1)^T]^T \) is \( NP \times 1 \) vector;

\[
S(k) = [s(k)^T, s(k-1)^T,\ldots, s(k-N-L-1)^T]^T \) is \((N+L)M \times 1\) vector,

\[
W(k) = [w(k)^T, w(k-1)^T,\ldots, w(k-N-1)^T]^T \) is \( NP \times 1 \) vector;

\( H_N(H) \) is channel convolution matrix of size \( NP \times (L+N)M \),
\( \mathcal{H}_N(\mathbf{H}) = \begin{bmatrix}
\mathbf{H}_0 & \mathbf{H}_1 & \cdots & \mathbf{H}_L & 0 & \cdots & 0 \\
0 & \mathbf{H}_0 & \mathbf{H}_1 & \cdots & \mathbf{H}_L & \cdots & 0 \\
\vdots & \cdots & \cdots & \cdots & \cdots & \cdots & \vdots \\
0 & \cdots & 0 & \mathbf{H}_0 & \mathbf{H}_1 & \cdots & \mathbf{H}_L
\end{bmatrix} \)

and \( \mathbf{H}_i = [h_1^{(i)}; h_2^{(i)}; \ldots; h_M^{(i)}] \), \( \mathbf{H} = [\mathbf{H}_0^T, \mathbf{H}_1^T, \ldots, \mathbf{H}_L^T]^T \).

The subspace identification is the same as for the SIMO case in Section 3.1. In particular, covariance matrix built from received data

\[
\mathbf{R}_Y = \mathbb{E}\{\mathbf{Y}(k)\mathbf{Y}(k)^H\} = \mathcal{H}_N(\mathbf{H})\mathbf{R}_S\mathcal{H}_N(\mathbf{H})^H + \sigma^2 \mathbf{I},
\]

where \( \mathbf{R}_S \) is \( M(L+N) \times (L+N)M \) signal correlation matrix; \( \mathbf{R}_S = \mathbb{E}\{\mathbf{S}(k)\mathbf{S}(k)^H\} \); \( \sigma^2 \) is noise variance.

Channel \( \mathbf{H} \) may be identified from \( \mathbf{R}_Y \) under conditions that both \( \mathcal{H}_N(\mathbf{H}) \) and \( \mathbf{R}_S \) are full column rank. If \( \mathcal{H}_N(\mathbf{H}) \) has full column rank, then \( PN - M(L+N) \) smallest eigenvalues are equal to \( \sigma^2 \) and the corresponding eigenvectors span the noise subspace (left null space of \( \mathcal{H}_N(\mathbf{H}) \)). Let \( \mathbf{A} \) be an invertible \( M \times M \) matrix. Then the left null spaces of \( \mathcal{H}_N(\mathbf{H}) \) and \( \mathcal{H}_N(\mathbf{HA}) \) coincide, so \( \mathbf{H} \) may be identified up to right multiplication to an invertible matrix \( \mathbf{A} \).

Note that the subspace identification of frequency-selective SIMO and MIMO channels implies that \( \mathbf{R}_S \) (and relevant space-time block codes, STBC, if any) is full rank. Application of the SSM for non-orthogonal STBC designs (where \( \mathbf{R}_S \) may be not full rank) and for flat-fading MIMO channels is not straightforward and is addressed in [10].

4 Simulation Results

For preliminary performance evaluation of the described blind SSM we use BPSK transmission of data arranged in blocks similar to GSM, but without training symbols. Different channels with minimum and non-minimum phase channel impulse responses (CIR) are considered. The first task of this preliminary simulations is to evaluate accuracy and robustness of the SOS blind estimators with respect to different channel profiles. Another task is to evaluate sensitivity of the blind SSM to different estimator’ parameters and find their appropriate values.

The following criteria are used to characterize quality of channel estimation:
- Estimated channel taps averaged over blocks, \( \bar{h}_i = \mathbb{E}\{|\hat{h}_i|\} \), where the average \( \mathbb{E}\{\} \) is made over \( N_b=500 \) simulated blocks;
- Mean square error (MSE) normalized per channel taps, \( \text{MSE} = \frac{1}{(L+1)||\mathbf{h}||} \sum_{i=0}^{L} \mathbb{E}\{|h_i - \hat{h}_i|^2\} = \frac{\mathbb{E}\{|(\mathbf{h} - \hat{\mathbf{h}})^H(\mathbf{h} - \hat{\mathbf{h}})|\|\mathbf{h}\|\}}{(L+1)||\mathbf{h}||}; \)
- Bias for each channel tap \( \delta_i = \frac{|\mathbb{E}\{|\hat{h}_i|\} - h_i|}{||\mathbf{h}||} = \frac{|\bar{h}_i - h_i|}{\sqrt{\sum_{i=0}^{L}||h_i||^2}}; \)
- Bias averaged over all channel taps \( \Delta = \frac{1}{L+1} \sum_{i=0}^{L} \delta_i; \)
- Standard deviation (STD) for a channel tap \( \omega_i = \sqrt{\text{var}\{h_i\}}; \)
- The STD averaged over all channel taps \( \Omega = \frac{1}{L+1} \sum_{i=0}^{L} \omega_i \)
It is known that blind subspace methods inherently have ambiguity (a complex constant in SIMO channels, unitary matrix $A$ in MIMO channels). Amplitude ambiguity is usually resolved by energy normalization. To resolve phase ambiguity one needs some side information, e.g., presence of symbol(s) with known phase or an assumption about the phases of some channel taps. In case of SIMO channel we assume that the first channel tap is a real number.

Channel profiles for oversampled ($P=4$) non-minimum phase channel and its corresponding eigenvalues $\lambda_0 \geq \lambda_1 \geq ... \geq \lambda_{PN-1}$ are presented at upper and lower parts of Fig.1, respectively. As it may be seen from Fig.1, at high SNR=10dB the signal subspace may be clearly separated from noise subspace at $(N + L)$ point even without knowledge about the channel order $L$. However, at low SNR=3dB the signal and noise subspaces separation may be done only provided with a known (or accurately estimated by other means) channel order. The same is valid for minimum phase channels.

The accuracy (in terms of MSE) of the SOS blind estimation may be improved by providing higher time or spatial diversity. For example, higher oversampling $P$ leads to the lower MSE (Fig.2, Fig.3). For comparison, the MSE of channel estimation based on GSM training sequence and iterative channel estimation (ICE) with the LMS update [4] are shown on the same plots. Another reference used here is the LS channel estimate when all transmitted data are known at receiver (marked as direct inverse at Fig.2, Fig.3). These figures show that the SSM method may provide accuracy (in MSE terms) close to the direct inverse. According to [4], 2-3 dB improvement in channel estimation accuracy usually results in 1-2dB improvement in BER. Hence, similar improvement in BER may be expected from the SOS subspace estimators.

Note that complexity of the SSM depends on oversampling $P$ factor and stacking depth $N$ (e.g., the SVD complexity grows as $(PN)^3$). On the other hand, for considered channels we did not find advantages in increasing stacking depth above $N=10$. So the complexity-accuracy trade-off in the SSM mainly depends on the available diversity determined by the oversampling $P$ and channel order $L$. It is also found that the SSM accuracy is about the same both for minimum-phase and non-minimum-phase channels.

It should be noted that while the SSM can approach the accuracy of the direct inverse in the MSE sense, it may include a bias. Our simulations reveal an estimation bias both for min-phase and on non-min-phase channels. As an example, the upper part of Fig.4 presents estimation bias for different taps $\delta_i$ (thin lines) and its averaged value $\Delta$ (line with circles) for a non-minimum phase channel as a function of SNR. The STD averaged over channel taps, $\Omega$, is depicted at the same figure below. These results also show that asymptotically the SSM estimation is unbiased and consistent, but at low SNR the biasness of the SSM estimates should be taken into account or compensated via semi-blind estimation. Due to lack of space these methods will be addressed elsewhere.
Fig. 1. Oversampled non-minimum phase CIR and its eigenvalues (P=4, N=10)

Fig. 2. MSE for minimum phase channel: oversampling P=2; stack length N=10
Fig. 3. MSE for non-min-phase channel: oversampling $P=4$; stack length $N=10$

Fig. 4. Estimation bias and the STD. Non-min-phase channel: $P=4$, $N=10$
5 Conclusions

The iterative receivers may be a suitable solution for base-stations where complexity and power consumption requirements are not so strict as for mobiles. However, for handsets a less complex solution is highly desirable. In this paper we show that the SOS semi-blind subspace estimators may approach accuracy (in MSE sense) of iterative channel estimation even for relatively short data blocks as used in GSM/EDGE. However, it is found that the channel estimates provided by the considered blind subspace method are biased and it should be taken into account at the detection stage, or compensated via semi-blind estimation. Semi-blind estimators combining data-aided and the SOS blind subspace estimation may be seen as a low complexity solution to improve performance of transmit diversity schemes, especially in handsets. Complexity-performance trade-off of subspace semi-blind methods is the topic of the on-going research.
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Abstract. In this paper, we propose a novel method for demodulating Pulse Position Modulation (PPM) signals based on Reed-Solomon decoding algorithm. It is shown that the proposed technique outperforms the conventional demodulating method based on Reed-Solomon algorithm in case that the PPM signals are corrupted by Additive White Gaussian Noise (AWGN).

1 Introduction

The basic framework of research into Pulse Position Modulation (PPM) was laid down around 50 years ago but it is only recently that a revival of interest has been experienced with the development of Impulse Radio and Fiber-Optic transmission systems [1], and [2].

In the PPM modulator, constant amplitude pulses are generated at the crossing points of a modulating signal with a sawtooth waveform, so that the PPM signal can be considered as a specific case of non-uniform sampling where the position of the non-uniform samples conveys the signal information. The demodulator of the PPM consists of converting the PPM pulses to a set of non-uniformly spaced samples by multiplying the pulses at the output of matched filter and threshold comparator by the saw-tooth wave; the demodulator then becomes a method for recovering the original base-band signal from this set of irregularly spaced samples.

The easiest way for recovery of the signal from its non-uniform samples is by employing a low pass filter. In this case, in order to achieve satisfactory demodulation, over-sampling has to be introduced, which in turn leads to significant increment of the modulation bandwidth. Reduction of the amount of extra bandwidth can be achieved by using more efficient and sophisticated recovery techniques such as Lagrange, Iterative and Reed-Solomon decoding techniques [3]-[4].

In this paper, we propose a novel method for demodulating PPM signals based on Reed-Solomon decoding technique which outperforms the conventional demodulating method based on Reed-Solomon algorithm [4]-[5] in case that the PPM signals is corrupted by Additive White Gaussian Noise (AWGN).
Our analysis is implemented on the $N$-dimensional space of complex numbers $\mathbb{C}^N$. In this case, the information signal is a discrete-time signal and is regarded as a block of samples of a continuous signal that is over-sampled at a rate that is higher than Nyquist rate. In such a system, the PPM pulses correspond to the position of samples that are closest to a discrete sawtooth wave. This extension automatically transforms the aforementioned modulation method to a discrete equivalent. Because the original samples are discrete in time, the time position of the PPM pulses represents a quantized version of the non-uniform sampling amplitudes in the time domain.

In what follows, for this particular discrete modulation method, we propose a new demodulating technique based on the Reed-Solomon to be able to demodulate the PPM signal corrupted by Additive White Gaussian Noise in section 2. In section 3, we will compare the performance of the proposed technique with the conventional one. Finally, section 4 concludes our work.

2 The Proposed Demodulating Technique

As it was stated in the introduction section, the demodulator of PPM signals consists of converting the PPM pulses back to a set of non-uniformly spaced samples by multiplying the pulses by saw-tooth wave and then recovering the original base-band signal from this set of non-uniformly spaced samples. The conversion part of a PPM demodulator is the same in all the demodulation methods. Therefore, we focus on the recovering part.

Let us consider that the discrete transmitted signal $x(n)$ to be a low-pass signal consisting of $N$ real samples which are taken in a frame size of $T$ seconds. Let us also consider that $x(n)$ is a low-pass signal with $2K - 1 < N$ nonzero components in the DFT domain, therefore $2K - 1$ samples of signal $x(n)$ should be sufficient to determine all the $N$ samples of $x(n)$.

Let $r(n)$ be the signal produced from the received pulse train (original pulse sequence plus added pulses due to channel noise) that has been processed in the receiver stage using hard decision decoding. In this case, $r(n)$ can be decomposed as follows,

$$r(n) = x(n) + e_1(n) - v(n)$$

where $v(n)$ represents the values of $x(n)$ in the position of the samples lost either due to the modulation process or due to the additive channel noise, and $e_1(n)$ represents the noise produced from the false pulses generated due to the additive channel noise. (Note that $r(n)$ is assumed to be zero in the position of missing samples). It should be noted that the value of $v(n)$ is zero when the $n$-th sample is not lost, and the value of $e_1(n)$ is zero when the $n$-th sample is lost or when no false pulses is generated due to the channel noise.
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Let \( r'(n) \) be denoted by,

\[
r'(n) = r(n)H\left( e^{\frac{2\pi i n}{N}} \right)
\]

where \( H\left( e^{\frac{2\pi i n}{N}} \right) \) can be found as follows,

\[
H\left( e^{\frac{2\pi i n}{N}} \right) = \prod_{l=1}^{p} \left( e^{\frac{2\pi i n}{N}} - e^{\frac{2\pi i n}{N}} \right)
\]

and \( i_l \) for \( \{ l = 1, 2, ..., p \} \) denotes the position of the \( p \) missing samples either due to the modulation process or due to the channel noise. In this case, we have,

\[
r'(n) = (x(n) - v(n))H\left( e^{\frac{2\pi i n}{N}} \right) + e'_1(n)
\]

where,

\[
e'_1(n) = e_1(n)H\left( e^{\frac{2\pi i n}{N}} \right)
\]

Furthermore, from (3) it can be seen that \( H\left( e^{\frac{2\pi i n}{N}} \right) \) is zero in the position of the \( p \) missing samples. Furthermore, \( v(n) \) is nonzero only in the position of missing samples. Thus we have,

\[
v(n)H\left( e^{\frac{2\pi i n}{N}} \right) = 0 \quad \forall n
\]

and equation (4) reduces to,

\[
r'(n) = x(n)H\left( e^{\frac{2\pi i n}{N}} \right) + e'_1(n)
\]

Let \( R', X', \) and \( E'_1 \) be the DFT of the sets \( r', x'(n) = x(n)H\left( e^{\frac{2\pi i n}{N}} \right) \), and \( e'_1 \), respectively, and let \( h \) be found by taking the DFT of \( H \), therefore we have,

\[
R' = C' + E'_1
\]

where, we have,

\[
C' = X' \ast h
\]

In equation (9), \( \ast \) is the convolution operator.

It is well-known that equation (8) can be represented as follows,
\[ r' = c' + e'_1. \] (10)

where,
\[ c'(n) = x(n)H\left( e^{\frac{j2\pi}{N_n}} \right) \] (11)

and \( c' \) is the inverse DFT of \( C' \).

If \( r(n) \) has \( p \) missing samples, from equation (3), it can be easily shown that we have\(^1\),
\[ h(n) = 0 \quad p + 1 \leq n \leq N - 1, \] (12)

On the other hand, \( x(n) \) is a real low-pass signal with \( 2K - 1 < N \) nonzero components in the DFT domain, therefore, we have,
\[ X'(n) = 0 \quad K \leq n < N - K + 1 \] (13)

From equations (11), (12), and (13) it can be easily shown that \( C' \) has \( N - 2K - p + 1 \) zeros whose positions are as follows,
\[ C'(n) = 0 \quad K + p \leq n \leq N - K \] (14)

From equations (8) and (14), it can be seen that the vector \( E'_1 \) coincides with the DFT of the vector \( r'_1 \) in the positions of the zeros of \( C' \). Based on the theory of complex field Reed-Solomon error-correcting codes [3]-[4], because there are \( N - 2K - p + 1 \) contiguous zeros in \( C'(\text{DFT of } c') \), the set \( c' \) forms a \( (N,2K + p - 1) \) Reed-Solomon code that is capable of removing the added noise to \[ \left\lfloor \frac{N - 2K - p + 1}{2} \right\rfloor \] components of \( c' \).

For removing the added noise to the components of \( c' \), using the technique similar to the method discussed in [3]-[4], it can be shown that for the new \( (N,2K + p - 1) \) code we have,
\[ \sum_{n=0}^{t} h'(n) \cdot E'(t + r - n) = 0 \quad r = 0,1,2,...,N - 1, \] (15)

where \( t \) is the number of errors, \( h'(0) = 1 \) and \( h'(n) \) for \( n = 1,2,...,t \) are unknown coefficients. Since \( E'(i) = R'(i) \) for \( i \) denoting the positions of \( N - 2K - p + 1 \) consecutive zeros in \( C' \), the number of errors and the unknown \( e^{\frac{j2\pi}{N_n}} \) coefficients \( (h'(n) \text{ for } n = 1,2,...,t) \) can be found simultaneously by

---

\(^1\) This is because \( H e^{\frac{j2\pi}{N_n}} \) is a \( p \) order polynomial of \( e^{\frac{j2\pi}{N_n}} \).
using algorithms such as Levinson-Durbin, and Berlekamp-Massey [6],[7]. Then, the remaining values of $E'$ can be found as follows,

$$\sum_{n=1}^{t} h'(n) \cdot E'(t + r - n) = -E(t + r) \tag{16}$$

In the following, we will apply this algorithm to reduce the degradation in the performance of the proposed technique in the presence of additive channel noise. The procedure of the proposed generalized demodulating algorithm is as follows,

1- Generate $H\left(e^{\frac{2\pi j}{N}}\right)$ from the positions of missing samples of the received signal ($r(n)$) and by using equation (3).

2- Form the signal $r'(n)$, by using equation (2).

3- Remove the noise added to the components of $c'$ by using the method discussed in subsection A as follows:
   a- Compute $R'$ the DFT of the signal $r'(n)$.
   b- Compute the number of errors and coefficients $h'(n)$ for $n = 1,2,\ldots,t$, based on equation (15) and by applying one of the known algorithms such as Levinson-Durbin or Berlekamp-Massey.
   c- Compute the remaining values of $E'$ by using equation (16).
   d- Remove the error $E'$ form $R'$ to get $c'$

4- Evaluate the correct values of the recovered pulses at the output of the threshold using equation (11).

5- Recover the lost samples of signal $x(n)$ by using the technique discussed in [4]-[5].

### 3 Comparison Between the Methods

In this section, we examine the performance of the algorithm proposed in section 2 for demodulating PPM signals under presence of channel noise. We have simulated the proposed Reed-Solomon based algorithm and the conventional technique discussed in [4]-[5] under presence of AWGN. In order to evaluate the performance of the techniques, we have calculated the SNR value for the correlation of 0.95. Table 1

<table>
<thead>
<tr>
<th>SNR</th>
<th>Threshold</th>
<th>.65</th>
<th>.70</th>
<th>.75</th>
<th>.80</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional Technique</td>
<td>15</td>
<td>15.30</td>
<td>15</td>
<td>15.10</td>
<td></td>
</tr>
<tr>
<td>The Proposed Technique</td>
<td>14.30</td>
<td>14.10</td>
<td>14</td>
<td>13.9</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 1. Probability of recovery for both Reed-Solomon based demodulating algorithms shows the results. It can be seen that using the proposed technique, the SNR for the correlation of .95 is reduced by about 1dB.

Figure 1 shows the probability of recovery of the transmitted signal for the technique introduced in sections 2 and the conventional technique for the SNR value of 12dB. Our interest is focused on sampling rates of about 1.4 times the equivalent Nyquist rate (N=256 and pm=249). From Figure 1, it can be seen that the proposed technique outperforms the conventional method. But for high threshold values, the probability of generating a false pulse decreases therefore the generalized technique reduces to the technique discussed in [4]-[5].

4 Conclusions

In this paper, we have introduced a demodulating method for PPM signals based on Reed-Solomon decoding technique. We have found out the proposed technique is quite efficient. The simulation results show that the proposed algorithm improves the performance of the conventional method under the presence of additive noise.
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Abstract. One of the categories of decoding techniques for DFT codes in erasure channels is the class of iterative algorithms. Iterative algorithms can be considered as kind of alternating mapping methods using the given information in a repetitive way. In this paper, we propose a new iterative method for decoding DFT codes. It will be shown that the proposed method outperforms the well-known methods such as Wiley/Marvasti, and ADPW methods in the decoding of DFT codes in erasure channels.

1 Introduction

Real/Complex field Reed-Solomon error control codes such as DFT (Discrete Fourier Transform) codes have been considered to recover the missing samples in erasure channels [1]-[5] for several years. For the DFT error control codes, the information vector, $u^T = [u(1), u(2), \ldots, u(K)]^T$, is encoded into an $N$-tuple vector $v^T = [v(1), v(2), \ldots, v(N)]^T$, called a codevector (codeword), where we have $N > K$. The encoding procedure of the DFT codes is as follows:

1- Take the DFT of $u$ to get a $K$-tuple $U$ vector.
2- Insert $N-K$ consecutive zeros to get an $N$-tuple $V$ vector.
3- Take the inverse DFT to get an $N$-tuple codeword $v$.

One of the categories of decoding techniques for DFT codes in erasure channels is the class of iterative algorithms [2]. The block diagram of a conventional iterative algorithm for decoding of DFT codes is shown in Figure 1.

In erasure channels, if $r(n)$ denotes the received signal, we have,

$$r(n) = v(n) + e(n)$$

where $v(n)$ represents the coded signal and the error $e(n)$ is due to lost samples in erasure channels. In the iterative decoding techniques, we have [6]-[7],

$$r_{k+1}(n) = \lambda (PSr(n) - PSr_k(n)) + r_k(n) \quad n = 1, 2, \ldots, N,$$

or equivalently,

$$r_{k+1}(n) = \lambda PSr(n) + Er_k(n) \quad n = 1, 2, \ldots, N,$$
where $\lambda$ and $r_k(n)$ are a convergence constant, and the $k$-th iteration, respectively. We attempt to set the convergence parameter to a value in $[0,1]$ which would yield the best performance. Furthermore $P$ and $S$ are respectively, the filtering and the sampling and $E = I - \lambda PS$ is the operator taking the input signal to the error signal.

For filtering ($F$) in the DFT domain, the samples of the received signal in positions in which the zeros were added in the encoding are set to zero. For sampling ($S$), the various forms of conventional iterative methods use different processes. In the Wiley/Marvasti method, the sampling process is implemented and is given by [1], [6],

$$S_{W/M} r(n) = \sum_{i=1}^{N} r(n_i) \delta(n - n_i), \quad (4)$$

where

$$S_{W/M} r(n) = \begin{cases} 0 & n = i_l \\ r(n) & n = n_i \end{cases} \quad (5)$$

where $i_l$ for $\{l = 1,2,\ldots,P\}$ denotes the position of the $P$ missing samples due to erasure channel and $n_i$ for $\{l = 1,2,\ldots,N-P\}$ denotes the position of available samples. It is shown that using each extra iteration, improves the signal-to-noise ratio and potentially the transmitted coded signal can be recovered after infinite iterations [1].

The ADPW method can be considered as a version of Wiley/Marvasti method. In this technique, we have [6],

$$S_{ADPW} x(n) = \sum_{i=1}^{N} w_l x(n_l) \delta(n - n_i), \quad (6)$$

where,
\[ w_j = \frac{n_{i+1} - n_{i-1}}{2}, \]  
which may be understood as the length of the Voronoi interval of \( i \). In this case, we have,

\[
S_{ADPW} r(n) = \begin{cases} 
0 & n = i, \\
w_i r(n) & n = n_i 
\end{cases}
\]  

In the following, we propose a new iterative technique that outperforms both Wiley/Marvasti and ADPW methods. In all the cases, we assume the number of lost samples due to erasure channels is less or equal to the number of consecutive zeros in DFT domain, that is \( N-K \).

2 The Proposed Technique

The block diagram of the proposed algorithm for decoding DFT codes is shown in Figure 2. In this system, we have,

\[
r_{k+1}(n) = \lambda (F S r(n) - F S r_k(n)) + r_k(n) \quad n = 1, 2, \ldots, N, \tag{9}
\]
or equivalently,

\[
r_{k+1}(n) = \lambda F S r(n) + E r_k(n) \quad n = 1, 2, \ldots, N, \tag{10}
\]
where \( \lambda \) and \( r_k(n) \) are a convergence constant and the \( k \)-th iteration, respectively. \( S \) is the same sampling process which is used in the Wiley/Marvasti method and is given by \( S r(n) = \begin{cases} 
0 & n = i, \\
r(n) & n = n_i 
\end{cases} \), and \( E = I - FS \) is the operator taking the input signal to the error signal.

In the proposed method, the linear operator \( F \) can be decomposed into the following two linear operators:

1. A linear operator \( L \) that is a \( KN \) \( \times \) \( NK \) matrix that gives an estimate of the information vector as given below

\[
\hat{u} = \text{arg}\left\{ \text{Min} \left\{ \| L r - u \|^2 \right\} \right\},
\]

where \( r = [r(1) \quad r(2) \cdots r(N)] \).

Because \( r = v + e = G u + e \), where \( e \) denotes an additive noise which is independent of \( r \), and \( G \) is the \( N \times K \) generator matrix of the DFT code, we have,

\[
L = \text{pinv}(G)
\]

\[
\hat{u} = \text{pinv}(G) r
\]

where \( \text{pinv}(G) \) is the \( K \times N \) pseudo-inverse of \( G \).
2. The linear operator $G$ that is an $N \times K$ matrix that produces an estimate of the coded vector $\mathbf{v}$ from $\hat{\mathbf{u}}$ which is given by,

$$\hat{\mathbf{v}} = G\hat{\mathbf{u}}$$

(13)

Therefore the linear operator $F$ is an $N \times N$ matrix that can be found as follows,

$$F = G \times \text{pinv}(G)$$

(14)

It should be noted that we have $\text{pinv}(G) \times G = I_K$ where $I_K$ is a $K \times K$ identity matrix. However the multiplication is not commutative and $G \times \text{pinv}(G)$ is an $N \times N$ matrix that gives a proper estimate of $\mathbf{v}$ from the received signal $\mathbf{r}$.

### 3 Simulation Results

In this section, we examine the performance of the algorithm proposed in section 2 for decoding of DFT codes in erasure channels. To evaluate the proposed algorithm, as a criterion, we use Mean Square Error (MSE) of the decoded signal, i.e.

$$MSE = E\left\{ \left( \mathbf{v} - \hat{\mathbf{v}} \right)^2 \right\} = E\left\{ \left( \mathbf{v} - \hat{\mathbf{v}} \right)^H (\mathbf{v} - \hat{\mathbf{v}}) \right\}$$

(14)

where $E\{|\}$ denotes the expected value of a random variable. $\mathbf{v}$, and $\hat{\mathbf{v}}$ are the transmitted coded signal and its estimation after a number of iterations, respectively. To evaluate the mean value of the square error, its sample-mean is evaluated by using 400 different independent signals.
Fig. 3. The Normalized MSE versus the number of Iterations of Wiley/Marvasti, ADPW, and the proposed methods in an erasure channel with 20 missing samples.

Fig. 4. The Normalized MSE versus the number of Iterations of Wiley/Marvasti, ADPW, and the proposed methods in an erasure channel with 28 missing samples.
To compare the proposed decoding methods, we use them to decode a (128,100) DFT code. Figure 3 shows the curves of the Normalized MSE versus the number of Iterations of Wiley/Marvasti, ADPW, and the proposed methods in different scales. In this case, we assume that 20 samples with non-uniformly spaced positions are lost due to erasure channel. It can be seen that the proposed method outperforms both the Wiley/Marvasti and ADPW methods.

In Figure 4, the techniques are compared in decoding of received signals with 28 lost samples in an erasure channel. It can be seen that the proposed method slightly outperforms both Wiley/Marvasti and ADPW methods which have nearly equal performance.

4 Conclusions

In this paper, a new iterative method for decoding DFT codes has been proposed. It has been shown that the proposed method outperforms the well-known methods such as the Wiley/Marvasti, and ADPW methods in the decoding DFT codes in erasure channels.
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Abstract. In this paper we examine demodulation methods for nonuniform Pulse Position Modulation (PPM), which is generated by the crossings of a modulating signal with a sawtooth wave. Here, we are interested in PPM at the Nyquist rate and illustrate the efficiency of the iterative methods. Several iterative methods such as Wiley/Marvasti, Time-varying, adaptive weight, Zero-order-hold, Voronoi, linear interpolation algorithms are discussed, where the PPM demodulation is converted as a nonuniform sampling reconstruction problem. Also another approach called the inverse system approach is introduced and the performance of the two algorithms is assessed.

1 Introduction

The idea of the PPM modulation was developed around 50 years ago but it is only recently that a revival of interest has been experienced with the development of Impulse Radio and Fiber-Optic transmission systems [4]. The special properties of the PPM modulation make it a suitable candidate for fiber-optic communications. Specially, because there is no information in the amplitude of PPM signals, this modulation technique is immune to the effects of nonlinearity of the fiber-optic devices. Also the PPM modulation is a good choice for the short-range communications in dense multi-path environments [6-7] using the Impulse Radio communications. Theoretically it has been shown that PPM systems are effective when the signals are power-limited rather than bandlimited [5]–[6].

The main idea in the PPM modulation is to send pulses with equal amplitude at the times of intersection between the message signal and a sawtooth wave $r(t)$. when the frequency of the sawtooth signal is very higher then the Nyquist rate lowpass filtering is a suitable method for demodulation of the PPM signal. In the following sections we will show that iterative methods work well even at sampling rates close to the Nyquist rate. The block diagram of a generic iterative algorithm is shown in Fig.1. The block G is the ‘distortion block’. In fact the iterative method is a general method for recovery of signals distorted by any kind of distortion. It can be shown that if SNR at the output of the block is greater than one, then the iterative process converges to the original signal at infinity [1].

In the PPM case, the block G can be replaced by various systems. We have classified these systems into 2 groups. The first group treats the PPM demodulation as a nonuniform sampling reconstruction problem while the second group takes conventional PPM
modulator for the G block. In the next sections we will present different methods for each group and then compare the results.

Fig. 1. Block diagram of the proposed iterative method

2 Iterative Approach

In this part, we introduce several approaches for PPM demodulation using iterative methods: the non-uniform sampling approach and the PPM inverse system approach.

2.1 Non-uniform Sampling Approach

In this approach, we consider the G distortion in Fig.1 as a sampling process S followed by a low pass filtering $P$ [2]. Thus we have:

$$x_{k+1}(t) = \lambda (PSx(t) - PSx_k(t)) + x_k(t)$$

(1)

The main difference between the various forms of iterative methods is due to the difference of sampling processes [3]. We examine six techniques in this category: Wiley/Marvasti, Time-varying, adaptive weight method, Zero-order-hold, Voronoi and linear interpolation. In the Wiley/Marvasti method the operator S is as follow:

$$Sx(t) = \sum_{i=n}^{N} x(t_i) \delta(t - t_i)$$

(2)

and the time-varying method as follow:

$$Sx(t) = \frac{P \left\{ \sum_{i=n}^{N} x(t_i) \delta(t - t_i) \right\}}{P \{comb(t)\}}$$

(3)

where $P\{y(t)\}$ is the low pass filtered version of $y(t)$ and $comb(t) = \sum_{i=1}^{N} \delta(t - t_i)$. In the Zero-Order-Hold method we have:

$$Sx(t) = \sum_{i=n}^{N} x(t_i) \phi_i(t)$$

(4)

where

$$\phi_i(t) = I(t_i, t_{i+1})$$

(5)
and

\[ I(t_i, t_{i+1}) = \begin{cases} 
1 & t_1 \leq t \leq t_2 \\
0 & \text{otherwise} 
\end{cases} \]  
(6)

The Voronoi method have sampling process similar to Eq. (4) but with different \( \phi_i(t) \). In this method we have:

\[ \phi_i(t) = I \left( \frac{t_{i-1} + t_i}{2}, \frac{t_i + t_{i+1}}{2} \right) \]  
(7)

In the linear interpolation method we can write:

\[ Sx(t) = \sum_{i=n}^{N} \left[ \frac{x(t_{i+1}) - x(t_i)}{t_{i+1} - t_i} (t - t_i) + x(t_i) \right] I(t_i, t_{i+1}) \]  
(8)

Adaptive weight method (ADPW) is the next technique that we apply it to our problem. In this technique we multiply each sample by the weight equal to the corresponding Voronoi interval:

\[ Sx(t) = \sum_{i=n}^{N} \frac{(t_{i+1} - t_{i-1})}{2} x(t_i) \delta(t - t_i) \]  
(9)

### 2.2 PPM Inverse System Approach

Use In this approach the block G (in Fig.1) consists of PPM modulator followed by PPM demodulator. Both methods use the same PPM modulator shown in Fig.2, but different in PPM demodulation. This approach is divided into two methods:

**Algorithm I:** Analyzing the spectrum of a PPM signal, it can be shown [1] that the modulation output has the form of:

\[ y(t) = f_s \left( 1 - \frac{1}{\mu} \frac{d}{dt} x(t) \right) \left( 1 + 2 \sum_{i=1}^{\infty} \cos(n \omega_s (t - \frac{x(t)}{\mu})) \right) \]  
(10)

Where \( y(t) \) is the PPM wave of constant amplitude with pulses positioned at nonuniformly sampled times of:

\[ t_k = k T_s + \frac{x(t)}{\mu} \]  
(11)

and \( \mu \) is the saw tooth slope. Interpreting Eq.(10) we see that PPM with non-uniform sampling is a combination of linear and exponential carrier modulation. At each harmonic the signal is phase modulated and its derivative is amplitude modulated at the output. We can therefore retrieve the original message by low-pass filtering and integrating with the incorporation of a DC block as shown in Fig.3.

**Algorithm II:** Since the signal samples at the times \( k t \) are equal to the value of the saw tooth signal at these times, we can multiply the PPM pulses (which have unity amplitudes) by the saw tooth to obtain nonuniform samples of the signal. These nonuniform samples are then low pass filtered as shown in Fig.4.
3 Simulation Results

The following results have been obtained for the demodulation of a lowpass signal using different iterative techniques described before. The period of the sawtooth signal is chosen so that the average number of PPM pulses in unit time satisfies the Nyquist rate.

In each method we have chosen the optimum $\lambda$ that was obtained from simulations. We considered the optimality in the sense of minimum mean-square error in the tenth iteration.

Fig. 5 shows the mean square error of demodulator (in dB) using different techniques of the first approach (nonuniform sampling) versus the number of iterations. The parameter $\lambda$ in each method is chosen optimally. In this figure we see that the Voronoi method (symmetric hold) has the highest convergence of all, but its complexity is relatively high and some delay is necessary in its implementation. The mean square error of all methods finally converges to approximately $-21.5$ dB except the simple zero-order hold method (non symmetric). Another important result is approximately the same performance of the Wiley/Marvasti and ADPW method.

We can observe from the Figure that the method I has better results than the method II. The MSE obtained from the method I in the tenth iteration is about 3dB larger than that is obtained from the method II. Although the method II has better performance than the method I in the sense of MSE, the synchronization is a serious problem for this method. In fact the sawtooth signal required at receiver for the method II must be exactly synchronous with that of transmitter. This critical parameter causes to use the first method widely than the second. Fig. 6 shows the MSE versus the number of iterations using different techniques of the second approach (inverse system). The complexities of the first approach methods are approximately the same except in ADPW that we have the additional complexity of the multiplication for each sample. For the algorithms I and II there is an additional complexity because of PPM modulation block in each iteration. In fact this block involves N additions (plus N comparisons). Furthermore, in the algorithm I the demodulation stage requires 2N additions and a filtering (the same as others). But the algorithm II involves N additions and a filtering at the demodulation stage.
The complexities of the first approach methods are approximately the same except in ADPW that we have the additional complexity of the multiplication for each sample. For the algorithms I and II there is an additional complexity because of PPM modulation block in each iteration. In fact this block involves N additions (plus N comparisons). Furthermore, in the algorithm I the demodulation stage requires 2N additions and a filtering (the same as others). But the algorithm II involves N additions and a filtering at the demodulation stage.

4 Conclusion

We introduced several techniques for PPM demodulation and assessed their performances. We can compare these techniques from two points of view: the Mean Square Error (MSE) and the convergence rate. The MSE is in the saturation region of the performance curves depicted in Figs.5-6, which we calculate at the 20th iteration. The convergence rate is a criterion for comparing the MSE in the transition region that is in the lower number of iterations.

As shown in Figures, Algorithm II yields better performance after twenty iterations but the convergence rate is slow, however the convergence rate of the Voronoi technique is the best between one and three iterations.
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Abstract. A novel network echo canceler based on a square root free QR-decomposition-based least-squares lattice (SRF QRD-LSL) adaptive algorithm is presented. Specific characteristics of this type of algorithms are their high convergence rate, numerical stability and superior robustness to double-talk, which is not present in the case of the normalized least mean squares (NLMS) family of algorithms. This echo canceler is implemented on a powerful fixed-point digital signal processor (DSP), Motorola SC140. The experimental results prove superior performances over the classical echo cancelers based on NLMS algorithms.

1 Introduction

There is need for network echo cancelers for echo paths with long impulse response. Consequently, long FIR adaptive filters ($M \geq 256$) are required. It is well known that longer impulse response implies slower convergence rate, thus rendering traditional algorithms like normalized least mean squares (NLMS) inadequate. In [1], [2] faster converging algorithms called proportionate normalized least mean squares (PNLMS) and PNLMS++, respectively, are proposed. These algorithms achieve higher convergence rate by using the fact that the active part of a network echo path is usually much smaller compared to the whole path that has to be covered. Nevertheless, the experimental results prove that the convergence rate improvement is not significant, particularly for high correlated signals and high length filters.

Based on convergence performance alone, a least squares (LS) algorithm is clearly the algorithm of choice. However, the requirements of an echo canceler are for both rapid convergence and a low computational cost. Thus, a highly desirable algorithm is a low cost (i.e. fast) LS algorithm. On the other hand, another consideration is algorithm stability because it is unacceptable for the algorithm to diverge unexpectedly.

The QR-decomposition-based least-squares lattice (QRD-LSL) algorithm [3] combines the good numerical properties of QR-decomposition and the desirable features of a recursive least-squares lattice. As a disadvantage, the classical QRD-LSL uses square root operations, which are quite complex in a digital signal processor (DSP) implementation. The solutions proposed in [4], [5] are based on some approximations.
in order to obtain a square-root free (SRF) version of QRD-LSL algorithm. Two SRF
QRD-LSL adaptive algorithms are obtained in this manner. Assuming the use of infi-
finite precision, both versions are mathematically equivalent. However, in a practical
situation involving the use of fixed-point arithmetic, these algorithms behave differ-
ently. In [5] we proved that only one of them is suitable for a fixed-point imple-
mentation. This version is our choice for the implementation of the network echo canceler.

Besides convergence rate and complexity issues, an important aspect of an echo
canceler is its performance during „double-talk“ (i.e. near-end speech). In the case of
NLMS algorithms, the presence of near-end signal considerably disturbs the adaptive
process. To eliminate the divergence of echo cancelers the standard procedure is to
inhibit the weights updating during the double-talk. The presence of double-talk is
detected by a „double-talk detector“ (DTD). A number of samples are required by the
DTD to detect the double-talk presence. Nevertheless, this very small delay can be
enough to generate a considerable perturbation of the echo estimate. Another method
to improve overall performance is to allow variability of the global step-size param-
eter (μ) [6], [7]. However, the algorithm by which the optimal step-size is found is
fairly complex and it is difficult to adjust it fast enough when double-talk occurs.

In [8], [9] we have analyzed some versions of QRD-LSL algorithm according to
some ITU-T standard requirements concerning echo cancelers. The performed ex-
periments show that the QRD-LSL algorithms fulfills by far the requirements of the
ITU-T G.168 recommendation [10] concerning the steady-state echo return loss en-
hancement and convergence speed. A special interest was given to the problem of the
behavior of the algorithms during the double-talk periods. Two distinct effects were
identified [8]: the incomplete attenuation of the far-end signal and the unwanted at-
tenuation of the near-end signal as a result of the near-end signal leakage to the output
of the adaptive filter through the error signal. Generally, one can assert that this class
of algorithms is much more robust to double-talk than the NLMS type algorithms.
This suggests that the QRD-LSL algorithms could satisfactorily operate even in the
absence of the DTD. Our latest research was focused on the fixed-point DSP imple-
mentation of these algorithms [5] and now we are ready to present this network echo
canceler based on a SRF QRD-LSL algorithm.

The paper is organized as follows. In section 2 we briefly review the SRF QRD-
LSL algorithm. An overview of Motorola SC140 DSP is presented in section 3, fol-
lowed by experimental results in section 4. Finally, section 5 concludes this work.

2 SRF QRD-LSL Algorithm

The standard versions of QRD-LSL algorithms use Givens rotations for implementing
the QR-decomposition, which is basic to their theory. The square-root operations are
expensive and awkward to calculate, constituting a bottleneck for overall perform-
ance. The solutions proposed in [4], [5] are based on some approximations in order to
obtain a square-root free version of QRD-LSL algorithm. Consequently, four versions
of QRD-LSL algorithm have been proposed. The last version, called in this paper as
SRF QRD-LSL, is the most advantageous from the computational complexity point of
view. The simulation results prove that this modified algorithm keeps the fast rate of
convergence specific to the family of QRD-LS algorithms. Moreover, the experiments
performed in fixed-point arithmetic prove that it offers good numerical properties in finite-precision implementation. The SRF QRD-LSL algorithm is presented below.

1. Initialization
For time \( n = 0 \) and order \( m = 1, 2, \ldots, M \) where \( M \) is the final prediction order
\[
\bar{\pi}_{f,m-1}(0) = \bar{\pi}_{b,m-1}(0) = 0 \\
\bar{p}_m(0) = 0 \\
\bar{J}^f_{m-1}(0) = \bar{J}^b_{m-1}(-1) = \delta^{-1}
\]
where \( \delta \) is a small positive constant
For time \( n = 1, 2, \ldots \) and order \( m = 0 \)
\[
\bar{e}_{f,0}(n) = \bar{e}_{b,0}(n) = x(n) \\
\bar{e}_0(n) = d(n) \\
\bar{\gamma}_0(n) = 1 \\
\beta_{b,0}(n-1) = \beta_{f,0}(n-1) = 1
\]
where \( x(n) \) is the input at time \( n \) and \( d(n) \) is the desired response at time \( n \)

2. Prediction
For time \( n \) and order \( m \)
\[
t_{b,m}(n-1) = \beta_{b,m-1}(n-1)\bar{\pi}_{b,m-1}(n-1) - 2\bar{J}^b_{m-1}(n-2) \\
\bar{c}_{b,m-1}(n-1) = \frac{1}{1 + t_{b,m-1}(n-1)} \\
\bar{s}_{b,m-1}(n-1) = \beta_{b,m-1}(n-1)\bar{\pi}_{b,m-1}(n-1)\bar{J}^b_{m-1}(n-2)\bar{c}_{b,m-1}(n-1) \\
\bar{J}^b_{m-1}(n-1) = \lambda^{-1}\bar{J}^b_{m-1}(n-2)\bar{c}_{b,m-1}(n-1) \\
\bar{e}_{f,m}(n) = \bar{e}_{f,m-1}(n) - \bar{e}_{b,m-1}(n-1)\bar{\pi}_{f,m-1}(n-1) \\
\bar{\pi}_{f,m-1}(n) = \bar{c}_{b,m-1}(n-1)\bar{\pi}_{f,m-1}(n-1) + \bar{s}_{b,m-1}(n-1)\bar{e}_{f,m-1}(n) \\
\bar{\gamma}_m(n-1) = \bar{c}_{b,m-1}(n-1)\bar{\gamma}_{m-1}(n-1) \\
t_{f,m}(n-1) = \beta_{f,m-1}(n-1)\bar{\pi}_{f,m-1}(n-1) - 2\bar{J}^f_{m-1}(n-2) \\
\bar{c}_{f,m-1}(n) = \frac{1}{1 + t_{f,m-1}(n)} \\
\bar{s}_{f,m-1}(n) = \beta_{f,m-1}(n-1)\bar{\pi}_{f,m-1}(n-1)\bar{J}^f_{m-1}(n-2)\bar{c}_{f,m-1}(n) \\
\bar{J}^f_{m-1}(n) = \lambda^{-1}\bar{J}^f_{m-1}(n-1)\bar{c}_{f,m-1}(n) \\
\bar{e}_{b,m}(n) = \bar{e}_{b,m-1}(n-1) - \bar{e}_{f,m-1}(n)\bar{\pi}_{b,m-1}(n-1) \\
\bar{\pi}_{b,m-1}(n) = \bar{c}_{f,m-1}(n)\bar{\pi}_{b,m-1}(n-1) + \bar{s}_{f,m-1}(n)\bar{e}_{b,m-1}(n-1) \\
\bar{e}_{m+1}(n) = \bar{e}_{m}(n) - \bar{e}_{b,m}(n)\bar{p}_m(n-1) \\
\bar{\pi}_{m+1}(n) = \bar{e}_{b,m-1}(n-1)\bar{\pi}_{m}(n-1) + \bar{s}_{b,m-1}(n-1)\bar{e}_{m}(n) \\
\beta_{b,m}(n-1) = \bar{c}_{b,m-1}(n-1)\beta_{b,m-1}(n-1) \\
\beta_{f,m}(n) = \bar{c}_{f,m-1}(n)\beta_{f,m-1}(n-1)
\]
3. Filtering
For time \( n \) and order \( M \)
\[ t_{b,M}(n) = \beta_{b,M}(n) \left| \overline{e}_{b,M}(n) \right|^2 J_M^b(n-1) \]

\[ \overline{c}_{b,M}(n) = \frac{1}{1 + t_{b,M}(n)} \]

\[ \overline{s}_{b,M}(n) = \beta_{b,M}(n) \overline{e}_{b,M}(n) J_M^b(n-1) \overline{c}_{b,M}(n) \]

\[ J_M^b(n) = \lambda^{-1} J_M^b(n-1) \overline{c}_{b,M}(n) \]

\[ \overline{e}_{M+1}(n) = \overline{e}_M(n) - \overline{e}_{b,M}(n) \overline{p}_{M}(n-1) \]

\[ \overline{p}_{M}(n) = \overline{c}_{b,M}(n) \overline{p}_{M}(n) + \overline{s}_{b,M}(n) \overline{e}_M(n) \]

\[ \overline{f}_{M-1}(n) = \overline{e}_{b,M}(n) \overline{p}_{M}(n) \]

\[ e_{M+1}(n) = \overline{f}_{M-1}(n) \overline{e}_{M+1}(n) \]

The parameters involved in the algorithm are denoted similarly to [3] and according to [5], as follows (for prediction order \( m \)):
- \( J_M^b, J_M^f \) - sum of weighted backward/forward prediction error squares;
- \( \overline{e}_{b,m}, \overline{e}_{f,m} \) - modified angle-normalized backward /forward prediction error;
- \( \overline{p}_{b,m}, \overline{p}_{f,m} \) - modified backward/forward prediction auxiliary parameter;
- \( \overline{c}_{b,m}, \overline{s}_{b,m}, \overline{e}_{f,m}, \overline{s}_{f,m} \) - modified parameters of the Givens rotations;
- \( \overline{e}_m \) - modified angle-normalized joint-process estimation error;
- \( \overline{p}_m \) - modified joint-process auxiliary parameter;
- \( \overline{f}_m \) - modified conversion factor;
- \( \beta_{b,m}, \beta_{f,m} \) - new parameters used for square-root free Givens rotations;
- \( t_{b,m}, t_{f,m} \) - auxiliary parameters;
- \( \lambda \) - exponential weighting factor.

In Table 1 we present a comparison of the computational complexities of the classical QRD-LSL algorithm and the SRF QRD-LSL algorithm. We observe that the SRF QRD-LSL algorithm is square-root free and have \( M \) less multiplication operations per iteration than classical QRD-LSL algorithm. Moreover, the number of division operations for the SRF QRD-LSL algorithm is reduced to \( 2M+1 \) per stage (half division operations comparative with the classical QRD-LSL algorithm), which represent an important issue for any practical implementation.

The reduced number of the division operations is not the only advantage of the SRF QRD-LSL adaptive algorithm. Another important aspect is related to the cost

<table>
<thead>
<tr>
<th>Operations</th>
<th>QRD-LSL</th>
<th>SRF QRD-LSL</th>
</tr>
</thead>
<tbody>
<tr>
<td>multiplications</td>
<td>( 25M+11 )</td>
<td>( 24M+11 )</td>
</tr>
<tr>
<td>divisions</td>
<td>( 4M+2 )</td>
<td>( 2M+1 )</td>
</tr>
<tr>
<td>additions/ subtractions</td>
<td>( 8M+3 )</td>
<td>( 8M+3 )</td>
</tr>
<tr>
<td>square-root</td>
<td>( 4M+2 )</td>
<td>( 0 )</td>
</tr>
</tbody>
</table>
function values \((\hat{J}_m^b, \tilde{J}_m^f)\). It is well known that in a fixed-point implementation context the absolute values of all involved parameters have to be smaller than unit. In the case of others QRD-LSL algorithms [3], [4] the cost function will asymptotically increase and it will be upper bounded by \(1/(1-\lambda)\). When dealing with a value of the exponential weighting factor \(\lambda\) very close to unit (as in the case of an echo canceler [8], [9]) this implies very large values for the cost function. In order to prevent any unwanted overflow phenomenon it is necessary to scale the cost function. As a consequence, the major drawback is the precision loss because of these factors. In the case of SRF QRD-LSL algorithm the update procedure of the cost function is made in a „reverse“ manner. The maximum value of these functions will be the initial value and then they will asymptotically decrease to a lower bound. Therefore, the scale factors are less critical leading to an increased precision of representation [5]. Taking these into account, we may conclude that this version of SRF QRD-LSL adaptive algorithm is more suitable for fixed-point D.S.P. implementation.

3 MOTOROLA SC140 DSP Overview

For the practical implementation of the echo canceler it is necessary to choose a powerful processor, with a large number of MIPS (million instructions per second) and a parallel architecture that allows several instructions to be executed simultaneously. This is the main reason for choosing Motorola SC140 processor [11]. In addition, we have structured the algorithm in a way to allow a high complexity algorithm to be run in real-time in a specific application.

The main feature of this DSP is the C compiler and the ability to convert C source code into assembly code. The complexity of SRF QRD-LSL algorithm is quite large and therefore the need for flexibility is important, since programming in C code is much easier than implementing the algorithm direct in assembly code. The C compiler supports ANSI C standard and also intrinsic functions for ITU/ETSI primitives. Assembly code integration is also possible, which optimizes supplementary the code.

One of our main goals is to minimize the number of cycles needed by the algorithm per iteration, in order to lower the computational time per iteration under the sampling time of the CODEC. If we take advantage of the fact that the structure of the algorithm is symmetrical (i.e. similarities between the forward prediction structure and the backward prediction structure) then we can use two identical blocks for each lattice cell, thus we can call twice a function in C language during one iteration. The filtering part is included in backward prediction part and is performed if a flag is set. This flag is set before the backward prediction and reset before the forward prediction. Another optimization technique, accomplished using this procedure is that all the transformations are made in-place, regardless of the iteration (i.e. moment of time), saving a large amount of memory. Choosing an appropriate level of optimization from the C compiler, Code Warrior (0-3), makes further optimization. As well, the proper use of intrinsic functions from C compiler can further reduce the number of cycles.
4 Experimental Results

Let us consider the „interference cancellation“ configuration (Fig. 1). The purpose of the scheme is to extract the signal $x(n)$ from the mixture $x(n) + v(n)$. In the case of an echo canceler, $u(n)$ is the far-end signal, $x(n)$ is the near-end signal, $H$ is the echo path equivalent to a FIR filter with the impulse response $h(n)$ and $W$ is an adaptive filter, having the coefficients $w(n)$. 

![Fig. 1. Configuration for experimental results](image)

In the real case of any adaptive algorithm the coefficients $w(n)$ depend on the signal $x(n)$. As a consequence, two effects appear [8]:

- $w(n)$ differs to $h(n)$ in a certain extent and this may be viewed as a divergence of the algorithm. As a direct consequence, will result a decrease of the echo return loss enhancement (ERLE).
- $v(n)$ will contain a component proportional to $x(n)$, that will be subtracted from the total near-end signal. This phenomenon is in fact a leakage of the $x(n)$ in $y(n)$, through the error signal $e(n)$. The result consists of an undesired attenuation of the near-end signal.

As we demonstrated in [8] the leakage process is important for low $\lambda$, where $y(n) \equiv v(n) + x(n)$, and is practically absent for $\lambda \equiv 1$ where $y(n) \equiv v(n)$. As was suggested in [1], to make more apparent in results, it is convenient to subtract out the direct near-end component from the error signal $e(n)$. In this manner, the residual error $r(n)$ cumulates the undesired attenuation of the near-end signal $x(n)$ and the imperfect rejection of the echo path response $v(n)$. In a real application such a subtraction can never be done because the signal $x(n)$ is not available.

The standard ITU-T G.168 [10] recommends certain test procedures for evaluating the performance of echo cancelers. Test signals used are so-called composite source signals (CSS) that have properties similar to those of speech with both voiced and unvoiced sequence as well as pauses. Moreover, we choose a long echo path (64 ms) according to the same above recommendation. The loss of this echo path (ERL-echo return loss) is about 10 dB (averaged over the voice band) and it is considered typical.

The first experiment refers to the convergence rate and echo return loss enhancement. In Fig. 2 are shown the convergence results obtained by the SRF QRD-LSL (with $\lambda = 0.9999$) and NLMS (with $\mu = 1$) adaptive algorithms. For ITU recommendation G.168 testing purposes, the method defined for measuring the level of the signals is a root mean square (RMS) method, using a 35 ms rectangular sliding window.
The measurement device comprises a squaring circuit and an exponential filter (35 ms, 1-pole). The following conclusions are obvious:
- convergence speed and ERLE are superior in the case of SRF QRD-LSL algorithm.
- test 1 (steady-state and residual echo level test) and the requirements of the recommendation test 2B (convergence speed) are accomplished in the case of SRF QRD-LSL algorithm.

Fig. 2. Power levels [dBm0] for far-end signal $u(n)$ (CSS), echo signal $v(n)$, error signal $e(n)$ for NLMS (left) and SRF QRD-LSL (right).

The second experiment was performed using speech as excitation signals in order to simulate a real-world conversation. It evaluates the performances of the echo canceler for a high level double-talk sequence (similar to test 3B). The double-talk level in this case is about the same as that of the far-end signal. The results are presented in Fig. 3. In the case of SRF QRD-LSL algorithm one can see that the near-end signal $x(n)$ is recovered in $e(n)$ with slight distortions. The NLMS based echo canceler (using DTD) fails in this situation because double-talk appears during initial convergence phase so that the adaptive process is prematurely inhibited. Let us remind that we don’t use any DTD in our echo canceler based on SRF QRD-LSL algorithm.

Fig. 3. Performances of NLMS (left) and SRF QRD-LSL (right) algorithms for speech signal during double-talk: (a) far-end signal $u(n)$; (b) near-end signal $x(n)$; (c) recovered near-end signal in $e(n)$; (d) residual error $r(n)$.

Other experiments were performed using more „difficult“ echo paths (ERL up to 6dB). It should be noted that 6 dB is a typical worst case value encountered for most networks, and most current networks have typical ERL values better than this. Nevertheless, it was obvious the superior convergence rate and double-talk robustness of the echo canceler based on SRF QRD-LSL adaptive algorithm.
5 Conclusions

The paper presents a novel network echo canceler based on a SRF QRD-LSL adaptive algorithm implemented on Motorola StarCore SC140 DSP, a powerful fixed-point processor. This type of adaptive algorithm is attractive because of its fast convergence rate even for high length filters and high correlated signals and it is much more robust to double-talk than NLMS type algorithms. Moreover, the computational complexity is lower, compared with the classical QRD-LSL algorithm. The modified algorithm is square-root free and has $2M+1$ less division operations per iteration, leading to a feasible fixed-point implementation.

The experimental results show that the requirements of the ITU-T G.168 recommendation concerning the steady-state echo return loss enhancement and convergence speed are fulfilled. The most important issue is that the SRF QRD-LSL algorithm could satisfactorily operate even in the absence of the DTD. This is crucial in the case of a high level of ambient noise corrupting the near-end speech. In this case, a DTD algorithm never enables the adaptive process.

Our future work will focus on optimization techniques used for DSP implementation. Because this adaptive algorithm is known to be complex and because it needs to run in real time, it is interesting to furthermore reduce the number of cycles. The next step is to write special assembly routines within the program, replacing the complex operations.
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Abstract. This article presents a new procedure to detect equalization errors in time-varying channels (TVC). This procedure has low computational complexity and can be used with different modulation or equalization schemes. In order to detect the occurrence of errors a test of hypothesis is performed using a proper measure of distance between decision-directed channel estimates produced by two adaptive filters with distinct characteristics of robustness to the use of erroneous references. Several results of performance evaluation by simulation are presented and indicate the effectiveness of the proposed scheme.

1 Introduction

The detection of equalization errors is of interest for performance improvement in digital transmission for time-varying frequency-selective channels. In this context, the receiver is usually equipped with decision-directed adaptive filters which may feedback the equalization errors via erroneous adaptations. This feedback mechanism when activated rapidly leads to the complete degradation of the detected data stream. In order to interrupt this catastrophic error events, tools for fast detection of errors in the received symbols are required.

A technique for equalizer error detection was proposed in [1], assuming the time-invariance of the channel. As an attempt to deal with time-varying channels, an evolution of this procedure was proposed in [2] which was based on the use of the recursive least squares (RLS) algorithm for estimating the channel impulse response using the detected symbol stream as reference. In both cases good performance characteristics of equalization error detection have been attained at the price of a computationally intensive algorithm.

A novel and efficient scheme for error detection is addressed in this article which relies on the explicit assumption of a time-varying channel (TVC). This scheme is based on the use of two adaptive filters for channel estimation using detected symbols, which have different characteristics of robustness to errors. In order to detect the occurrence of errors in the detected data stream a test of hypothesis is performed using a proper measure of distance between the channel estimates provided by the adaptive filters. This
procedure may be implemented with reduced computational effort and can be used with different modulation or equalization strategies. Results of performance evaluation by simulation were obtained under different conditions of channel variability and signal-to-noise ratio, and indicate that the proposed procedure is an effective tool for the detection of equalization errors in doubly-selective communication channels.

The remaining of the paper is organized as follows. The proposed technique for error detection and some related analytical tools are presented in section 2. Section 3 presents several simulation results of performance evaluation and the concluding remarks appear in Section 4.

2 Proposed Scheme

The adopted communication system model and a block diagram of the proposed procedure for detection of equalization errors are shown in Fig.1. This procedure uses two adaptive filtering algorithms (AFA) to supply estimates of the channel impulse response (CIR), using the detected data stream as reference. These CIR estimates are used to perform a hypothesis test on the occurrence of equalizer errors. It should be noted that the operation of this scheme for equalizer errors detection is independent of the type of equalization and modulation techniques employed.

When two AFA with distinct degrees of robustness to detection errors are used to estimate the CIR on the basis of detected symbols, their behavior may be significantly distinct considering the presence or absence of detection errors. Specifically, they may produce very different estimates in the presence of those errors and, on the other hand, produce similar estimates when operating on the basis of correct symbols.

One example of this property can be observed when using the LMS algorithm and Kalman filter (KF) for estimation purposes [3, 4]. When a correct reference is used for parameter estimation, both algorithms produce low residual errors. Besides, the KF also presents faster convergence. When there are errors in the reference signal the KF can still present good tracking characteristics, particularly if a well-adjusted statistical model is used to describe the parameters to be estimated. On the other hand, the LMS algorithm generally presents poor performance when using an erroneous reference signal, since its operation does not rely on the statistical modeling of the parameters evolution in time.

Therefore, for decision directed channel estimation it is reasonable to expect that the steady-state estimates produced by the LMS and KF algorithms are quite similar when using the detected symbols are correct, while in the presence of equalization errors these algorithms produce significantly different estimates. The procedure here proposed explores this difference of behavior in order to detect the occurrence of equalization errors.

To be effective, this procedure depends on the design of an appropriate statistical test to exploit the differences between the CIR estimates produced by the two AFA.

The hypothesis test here proposed uses a convenient measure of this separation which is denoted by $r$ and given by

$$ r = ||\hat{h}_1(k) - \hat{h}_2(k)||^2 = \sum_{i=0}^{L-1} |\hat{h}^1_{ik}(k) - \hat{h}^2_{ik}(k)|^2, \quad (1) $$
Fig. 1. Communications system model (a) and block diagram of the proposed scheme for the detection of equalizer errors (b).

where \( \hat{h}_1(k) = (h_0^1(k), \ldots, h_{L-1}^1(k))' \) and \( \hat{h}_2(k) = (h_0^2(k), \ldots, h_{L-1}^2(k))' \) are respectively the CIR estimates obtained with the LMS and KF algorithms at the \( k \)th symbol interval, and \( L \) is the number of CIR taps.

It is assumed that the estimation is performed in additive white Gaussian noise with zero mean and also that in the absence of detection errors the KF and LMS algorithms produce unbiased and independent CIR estimates which are expressed as

\[
\hat{h}_1(k) = h(k) + e_1(k) \quad \text{and} \quad \hat{h}_2(k) = h(k) + e_2(k),
\]

where \( e_1(k) \) and \( e_2(k) \) are independent random vectors with \( L \) components which model the corresponding estimation errors. These vectors are assumed to be Gaussian null mean vector and diagonal covariance matrices denoted by \( \Lambda_1 \) and \( \Lambda_2 \), respectively.

Under these assumptions, the test statistics \( r \) may therefore be expressed as [5]

\[
r = \sum_{i=0}^{L-1} \alpha_i,
\]
where, in the absence of detection errors, the random variables $\alpha_i$ are independent and exponentially distributed, and have means $\bar{\alpha}_i$ given by

$$\bar{\alpha}_i = A_1(i, i) + A_2(i, i), \text{ for } i \in [0, L - 1].$$

(4)

It can be shown that the conditional probability density function (pdf) of $r$, given that there are no detection errors, may be expressed as

$$f(r) = \sum_{i=0}^{L-1} \frac{\Pi_i}{\bar{\alpha}_i} \exp\left(-\frac{r}{\bar{\alpha}_i}\right) \text{ for } r \geq 0,$$

(5)

where

$$\Pi_k = \prod_{i=0, i\neq k}^{L-1} \frac{\bar{\alpha}_k}{\bar{\alpha}_k - \bar{\alpha}_i}.$$  

(6)

In the above expression it was assumed that the values of $\bar{\alpha}_i$ are distinct, which is the case of interest here. For identical values of $\bar{\alpha}_i$ a central chi-square distribution is obtained [5].

Using the Neyman-Pearson criterion [6], this pdf can be used to determine the decision threshold, $\lambda$, for a pre-established value of the false alarm probability, $P_{FA}$, which is given by

$$P_{FA} \triangleq P(r \geq \lambda) = \sum_{k=0}^{L-1} \Pi_k \exp\left(-\frac{\lambda}{\bar{\alpha}_k}\right).$$

(7)

In order to obtain the value of $\lambda$ the above equation can be solved numerically. It can also be easily verified that this value fall within the following range

$$\bar{\alpha}_{min} C \leq \lambda \leq \bar{\alpha}_{max} C,$$

(8)

where $\bar{\alpha}_{max}$ and $\bar{\alpha}_{min}$ are the maximum and minimum values of $\{\bar{\alpha}_k\}$, respectively, and

$$C = \ln \left[ \frac{L}{P_{FA}} \sum_{k=0}^{L-1} \Pi_k \right].$$

(9)

where $\ln(\cdot)$ stands for the natural logarithm function.

The bounds in (8) can be used for a fast computation of $\lambda$. In particular, the upper bound shown on the right side of (8), implies a conservative design of the test of hypothesis, in the sense that it may be expected that the false alarm probability effectively obtained is smaller than the nominal value of ($P_{FA}$) used to calculate that bound.

3 Performance Evaluation

Several simulation experiments were conducted for performance evaluation of the proposed procedure. For the sake of generality, no particular reception scheme was simulated and the received data stream was generated by random insertion of errors in the transmitted one.
A Wide Sense Stationary – Uncorrelated Scattering (WSS-US) CIR model [7] was assumed, with three T-spaced taps (T is the signaling interval). The Jakes’ Doppler power spectrum [8] was adopted and two values of the maximum Doppler shift $f_D$ were considered, which are given by $f_D T = 0.01$ and $f_D T = 0.001$.

For use within the KF algorithm a second-order autoregressive process was adjusted to the Jakes’ model by minimizing the prediction error variance [4].

The upper bound of (8) was used for designing the hypothesis test, with $P_{FA} = 0.1$, and the required parameters of the conditional pdf of $r$ in the absence of detection errors were obtained as follows. The analytical results of [9] were used to compute the minimum value of the normalized steady-state mean square error (MSE) produced by the LMS algorithm during the channel estimation, $\sigma_1^2$, and the corresponding value of the step-size parameter, in terms of the transmitted signal power, the additive noise variance and the channel autocorrelation function. Considering that $\sigma_{ci}^2$ is the power of the $i$th CIR gain, which is specified in the multipath intensity profile, the value of $\Lambda_1(i, i)$ was evaluated as $\Lambda_1(i, i) = \sigma_{ci}^2 \sigma_1^2$. On the other hand, the value of $\Lambda_2(i, i)$ was supplied by the KF algorithm.

The miss probability ($P_M$)\(^1\) is used as a performance measure of the proposed scheme. Each estimate of ($P_M$) presented in the following was obtained from 100,000 independent samples of the zero-one random variable associated with the miss event.

The proposed hypothesis test was accomplished after the processing of a block of 42 independent and equiprobable QPSK symbols. The first 32 symbols were supplied to the CIR estimators for training purposes. The other 10 symbols of each block were corrupted by a previously fixed amount of random errors before being used by those estimators.

Several values of the signal to noise ratio (SNR) at the channel output have been considered in the performance evaluation. The SNR was measured as the ratio between the signal energy per bit and the noise power spectral density.

Initially, the analytic approach here adopted for obtain the test variable, whose conditional pdf is given in (5), was evaluated comparing results generated by this pdf with histograms obtained by computational simulation. These histograms were calculated using samples of the test variable obtained in conditions of correct detection of the final 10 symbols in each simulated block.

The results presented in Fig. 2 were obtained with $f_D T = 0.001$ and considering two values of SNR (20 e 40 dB). It can be observed in this figure that, for both values of SNR, the analytic approach produces values of pdf larger than the those obtained by simulation in the range of interest for calculation of the probability of false alarm (tails of the distributions). Therefore, this pdf can be effectively employed for the purpose of setting the decision threshold of the proposed hypotheses test [6].

It should also be noticed that the increase of SNR of 20 for 40 dB produces a significant reduction on the dispersion of the values of the test variable. In fact, the pdf (obtained by analysis and simulation) is more lumped in the second case than in the expected scenario.

\(^1\) $P_M$ is the probability that the proposed procedure fails in the detection of a block with erroneous symbols [6].
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Fig. 2. Conditional pdf of $r$ in the absence of detection errors obtained by analysis and simulation, with $f_D T = 0.001$ and SNR of 20 dB (a) and 40 dB (b).

first one.\(^2\) The results presented in Fig. 3 were obtained with the SNR fixed at 20 dB, for two values of $f_D T$ (0.001 and 0.005). It can be observed again that the analytical approximation produces larger values of the pdf than those obtained by simulation in the range of interest for calculation of the probability of false alarm, confirming its usefulness. With regard to $f_D T$, the results show a small increase in the dispersion of the pdf (both analytical and estimated by simulation) due to the increase in the Doppler spread. This is an expected behavior, since the filtering algorithms face more difficulty in the estimation of channels with faster variations in time. Simulations experiments were also conducted in order to estimate the time variation of the expected value of the test variable $r$ under the occurrence of detection errors.

The transmission of blocks with 100 QPSK symbols was considered, and five random errors were introduced in the 40th, 50th, 60th, 70th and 80th signaling intervals. The value of $f_D T$ was fixed at 0.001 and three values of SNR were used: 20, 30 and 40 dB. The simulation results are exhibited in the Fig. 4 by way of curves of expected value of $r$ versus time (expressed in symbol intervals).

The curves of Fig. 4 show that the mean of the test variable changes abruptly and clearly indicates the instants of occurrence of the detection errors. In addition, it can be observed that the intensity of the variations increase with the increase in the SNR. Other simulations were also performed in order to estimate the conditional pdf of $r$ given the occurrence of detection errors, for different values of the number of detection errors introduced in each block of transmitted symbols. Fig. 5 shows curves of the estimated pdf obtained with $f_D T = 0.001$, SNR=20 dB and three values of the amount of detection errors (2, 5 and 8). For the sake of comparison this figure also exhibits the estimated conditional pdf of $r$ in the absence of errors. It can be verified in Fig. 5 that the conditional pdf $r$, given the occurrence of detection errors, is significantly different, given

\(^2\) It should be observed that the range of values associated to the horizontal axis of parts a and b of Fig. 2 are very different.
Fig. 3. Conditional pdf of $r$ in the absence of detection errors obtained by analysis and simulation, with SNR of 20 dB and $f_D T = 0.001$ (a) and $f_D T = 0.005$ (b).

Fig. 4. Mean of the test statistics as a function of time with detection errors in some previously set instants, for $f_D T = 0.001$.

the absence of errors. It is worthy to note that the difference between these pdf’s increases with the increase in the amount of detection errors. This is an important evidence that the proposed procedure for error detection is effective and indicates that its performance will with the number of errors.

Fig. 6 shows curves of estimated miss probability of this procedure as a function of the amount of detection errors per block, which were obtained for $f_D T = 0.01$ and
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Fig. 5. Conditional pdf of $r$ given the occurrence of detection errors, for different values of the amount of errors.

Fig. 6. Miss probability of the proposed scheme for some values of SNR as a function of the amount of errors per block for $f_D T = 0.01$.

four values of SNR. Those curves attest that the error detection ability of this technique increases ($P_M$ decreases) with the amount of errors per block. Besides, they also show that this ability is also improved with the increase in SNR. Fig. 7 shows two curves of miss probability ($P_M$) versus number of errors per block. which were obtained with SNR=40 dB and $P_{FA} = 0.1$ and two values of the maximum Doppler shift ($f_D T = 0.001$ and $f_D T = 0.01$). It is important to observe that the performance obtained with the smaller value of $f_D T$ is remarkably better. In particular it should be noted that in this case ($f_D T = 0.001$) all the blocks with more than two erroneous symbols were detected.
Fig. 7. Miss probability of the proposed scheme as a function of the amount of errors per block, for SNR = 40 dB, $P_{FA} = 0.1$ and two values of $f_D T$.

Several other simulation experiments were conducted under different conditions for $f_D T$, SNR and the number of detection errors and a similar behavior was observed.

Therefore, the performance results obtained so far show that the proposed procedure is an effective technique for the detection of equalization errors in time-varying and frequency-selective communication channels.

4 Conclusion

In this work, a procedure to detect equalization errors has been proposed, which is based on the use of two adaptive filtering algorithms with different characteristics of robustness to errors in the reference used for channel estimation.

The proposed procedure is simple and has excellent performance characteristics, as shown by the simulation results here presented. Besides, this procedure may be applied in association with different receiver structures for time-varying channels.

It is important to mention that in many cases the receiver is originally equipped with an adaptive filter for channel estimation. In such situations the proposed scheme would require only an additional adaptive filter, along with the evaluation of the test statistics and its comparison to a threshold.

In future works the authors intend to investigate alternatives for the choice of the test statistics and evaluate the impact of the proposed procedure on the performance of some equalization schemes for time-varying channels, either using training sequence or adopting blind detection approaches.
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Abstract. This paper describes a new resolution method concerning the orthogonality equations of oversampled complex modulated filter banks, and it is illustrated in the context of oversampled OFDM/QAM modulations. A first simplification is related to the introduction of an equivalent system of orthogonality equation of reduced size. Its solution is expressed using different sets of angular parameters. Furthermore, a compact representation, we recently introduced for OFDM/OQAM modems, is adapted in order to accurately represent the angular parameters of the OFDM/QAM modulation. Both simplifications allow the design of OFDM/QAM modems corresponding to rational oversampling factors and having a high number of carriers.

1 Introduction

The orthogonal multicarrier modulation, OFDM (orthogonal frequency division multiplex), is now integrated in several transmission standards. Its efficiency has particularly been proved for transmission through the radio-mobile channel or over the twisted pair channel. Nevertheless, classical OFDM, using quadrature amplitude modulation without offset, also called OFDM/QAM [1], suffers from several limitations. Indeed, the transmitted symbols have to be extended by a cyclic prefix, which reduces the spectral efficiency. Moreover, the use of a rectangular pulse shape does not allow a good frequency localization. The alternatives to get well-localized pulse shapes are, either, to introduce an offset, which leads to the so-called OFDM/OQAM (Offset QAM) modulation, or an oversampling, which leads to oversampled OFDM/QAM modulation [2,3,4, 5]. The design of perfect reconstruction prototypes for OFDM/OQAM modulations, which is equivalent to the design of modified DFT filter banks [8], has been the subject of various publications [9,10]. But, at the contrary, the design of perfect reconstruction optimized prototypes for oversampled OFDM/QAM

\(^1\) An extension of both modulations to the biorthogonal case is possible [6,7] but we focus here on the orthogonal case.
modulations, which is equivalent to the design of oversampled complex modulated filter bank ([3,4]), has received fewer attention and is much more difficult, particularly if the oversampled ratio is not an integer value.

In this paper, we focus on the design of perfectly orthogonal linear-phase prototype filters in the context of oversampled OFDM/QAM modulation, with a rational oversampling ratio $r$, such that $1 < r < 2$. In Section 2 we introduce the basics of oversampled OFDM/QAM modulation and give the reduced set of orthogonality equations. In Section 3 we present our parametrization method. Its use to carry out an optimization is presented in Section 4, with design examples for OFDM/QAM systems such that $r = 3/2$ and $5/4$ and more than one thousand of carriers. Finally, the interest of oversampled OFDM/QAM modulations is illustrated with some simulation results presented in Section 5.

2 Oversampled OFDM/QAM Modulations

2.1 Oversampled OFDM/QAM System

We consider an oversampled OFDM/QAM system with $M$ carriers and an oversampling ratio $r = N/M \geq 1$. We denote $p[k]$, $0 \leq k \leq L - 1$, the linear phase prototype filter used on each carrier. It can be shown [6,4] that an oversampled OFDM/QAM modulation system is equivalent to a complex modulated transmultiplexer, as the one depicted in Figure 1 where

$$f_m[k] = p[k]e^{j2\pi m(k - L^{-1})}, \quad 0 \leq k \leq L - 1,$$

$$h_m[k] = p[k]e^{j2\pi m(k - L^{-1})}, \quad 0 \leq k \leq L - 1,$$

and with $a$ and $b$ two integer parameters such that $L - 1 = aN - b$, $0 \leq b \leq N - 1$.

2.2 Orthogonality Conditions

We denote $M_0$ and $N_0$ the two coprime integer parameters such that $M_0N = MN_0$ is the lowest common multiple of $M$ and $N$. In the following, in order to get simplified expressions, we restrict ourselves to the case where $L = mM_0N$ i.e. $a = mM_0$ and $b = 1$. We also denote $G_l(z)$, $0 \leq l \leq M_0N - 1$, the $M_0N$ polyphase components of $P(z)$ defined by $P(z) = \sum_{l=0}^{M_0N-1} z^{-l}G_l(z^{M_0N})$. Under these assumptions and using general biorthogonal conditions derived in [7,4], it can be shown that the orthogonal conditions write\(^2\), for $0 \leq l \leq M - 1$ and $1 \leq \lambda \leq M_0$,

$$\sum_{n=0}^{\lambda} G_{nM+l}(z)\tilde{G}_{nM+l+(M_0-\lambda)N}(z) + z^{-1}\sum_{n=\lambda+1}^{N_0-1} G_{nM+l}(z)\tilde{G}_{nM+l-\lambda N_0}(z) = \delta_{\lambda,M_0} \frac{M_0}{M},$$

\(^2\) It is worthwhile mentioning that this corresponds to the orthogonality conditions already derived by R. Hleiss et al [11] and Z. Cvetković et al [12], ignoring the reconstruction delay and the normalization factor.
with \( \delta_{m,n} \) the Kronecker operator, \( n_{l,\lambda} = \left\lfloor \frac{\lambda N_0 - 1 - l}{M_0} \right\rfloor \) and \( * \) the paraconjugation operator (\( \tilde{G}_i(z) = G(1/z) \) for a real-valued prototype filter).

Now, denoting \( \Delta \) the greatest common divisor of \( M \) and \( N \) defined by \( M = M_0 \Delta \) and \( N = N_0 \Delta \), and setting \( H_t^{(d)}(z) = \frac{1}{\sqrt{M}} G_t \Delta + d(z) \) and \( n'_{l,\lambda} = \left\lfloor \frac{\lambda N_0 - 1 - l}{M_0} \right\rfloor \)

we can simplify the system of equations given by (3). Indeed, it can be shown [13] that system (3) is equivalent to a set of \( \Delta \) independent subsystems of \( M_0^2 \) equations given, for \( 0 \leq d \leq \Delta - 1 \), \( 0 \leq l \leq M_0 - 1 \) and \( 1 \leq \lambda \leq M_0 \), by

\[
\sum_{n=0}^{n'_{l,\lambda}} H_{nM_0 + l}(z) \tilde{H}_{nM_0 + l + (M_0 - \lambda)N_0}^{(d)}(z) + z^{-1} \sum_{n=n'_{l,\lambda} + 1}^{N_0 - 1} H_{nM_0 + l}(z) \tilde{H}_{nM_0 + l - \lambda N_0}^{(d)}(z) = \delta_{\lambda,M_0}.
\]

(4)

\( p[k] \) being linear-phase, this system can be further reduced to \( \Delta/2 \) subsystems.

3 Resolution Methods of the Orthogonality Conditions

3.1 Parametrization Based on Paraunitary Matrices

For coprime \( M_0 \) and \( N_0 \), we define \( p(k,l) \) and \( q(k,l) \) for \( 0 \leq k \leq N_0 - 1 \), \( 0 \leq l \leq M_0 - 1 \), by the identity \( k + p(k,l)N_0 = l + q(k,l)M_0 \), with \( 0 \leq p(k,l) \leq M_0 - 1 \) and \( 0 \leq q(k,l) \leq N_0 - 1 \). We also define \( e(k,l) \) by \( e(k,l) = 1 \) if \( q(k,0) + q(0,l) - q(k,l) = N_0 \) and \( e(k,l) = 0 \) if \( q(k,0) + q(0,l) - q(k,l) = 0 \). Then, to a given prototype filter \( P(z) \) we can associate a \( N_0 \times M_0 \) matrix \( U(z) \) such that

\[
[U]_{k,l} = z^{e(k,l)} G_{k+p(k,l)N_0}(z).
\]

(5)

If \( U(z) \) may be paraunitary, it has nevertheless some specificities compared to the general paraunitary matrices presented in [14]. Indeed, owing to the \( z^{e(k,l)} \) multiplicative factors, all its entries are not necessarily polynomials in \( z^{-1} \). Transformations such as multiplication of lines or columns by a power of \( z \) can be attempted [12], but that leads to a constrained representation with leading or trailing coefficients being necessarily zero-valued. Therefore the parametric representation derived in [14, p735] is not used here.

3.2 New Parametrization Method

In this section, we focus on the resolution of the \( \Delta \) subsystems defined by equation (4). Since these systems are independent, but formally equivalent, we only need to describe the resolution of one of them. Thus, for notational convenience, we now omit the superscript \( (d) \) which is present in equation (4) and we, therefore, consider any of the \( \Delta \) systems (4), in which \( d \) is arbitrarily set. Besides, we denote by \( S_{M_0,N_0,m} \) the resulting subsystem. Moreover, in order to give a simple illustration of our resolution method, we will consider the example of \( S_{2,3,1} \). In
this case, for a symmetrical prototype, we have $\Delta/2$ independent sets of $M_0^2 = 4$ equations of the form

$$H_0(z)\tilde{H}_3(z) + H_2(z)\tilde{H}_5(z) + z^{-1} H_4(z)\tilde{H}_1(z) = 0$$

$$H_1(z)\tilde{H}_4(z) + z^{-1} H_3(z)\tilde{H}_0(z) + z^{-1} H_5(z)\tilde{H}_2(z) = 0$$

$$H_0(z)\tilde{H}_0(z) + H_2(z)\tilde{H}_2(z) + H_4(z)\tilde{H}_4(z) = 1$$

$$H_1(z)\tilde{H}_1(z) + H_3(z)\tilde{H}_3(z) + H_5(z)\tilde{H}_5(z) = 1$$

Admissible Systems. For each $H_i(z), i = 0, \ldots, M_0N_0 - 1$, we denote

$$H_i(z) = \sum_{k=0}^{m-1} \alpha_{i,k}z^{-k}.$$  

The number of variables of the system $S_{M_0,N_0,m}$ is therefore $mM_0N_0$. For our example, $m = 1$, and $H_i(z) = \alpha_i$, and (6–9) are equivalent to

$$\alpha_0\alpha_3 + \alpha_2\alpha_5 = 0$$

$$\alpha_1\alpha_4 = 0$$

$$\alpha_0^2 + \alpha_2^2 + \alpha_4^2 = 1$$

$$\alpha_1^2 + \alpha_3^2 + \alpha_5^2 = 1$$

From (4) and (10), we immediately notice that we generally get two kinds of equations. Indeed, they are of the form $\sum_i x_i^2 = 1$ (like (13) and (14)) or such that $\sum_i x_iy_i = 0$ (like equations (11) and (12)), where $x_i$ and $y_i$ correspond to some values of the coefficients $\alpha_{i,k}$. We will call equations of the form $\sum_i x_i^2 = 1$ square equations, and equations of the form $\sum_i x_iy_i = 0$ orthogonal equations. Square equations are obtained when $\lambda = M_0$, since we have in this case $n_{l,\lambda} = N_0 - 1$ and the corresponding equations write for $0 \leq l \leq M_0 - 1$

$$\sum_{n=0}^{N_0-1} H_{nM_0+l}(z)\tilde{H}_{nM_0+l}(z) = 1,$$

and, for each equation (15), considering the zero degree coefficients, we obtain

$$\sum_{n=0}^{N_0-1} \sum_{k=0}^{m-1} \alpha_{nM_0+l,k}^2 = 1, \quad l = 0, \ldots, M_0 - 1.$$  

All other equations of system $S_{M_0,N_0,m}$ are some orthogonal equations. Therefore, there exists a partition $P_S$ of the set of variables of the system $S_{M_0,N_0,m}$ into $M_0$ subsets $S_l = \{\alpha_{nM_0+l,k}, n = 0, \ldots, N_0 - 1, k = 0, \ldots, m - 1\}, l = 0, \ldots, M_0 - 1$ such that each of these subsets is the set of the variables of a square equation of the system (for $S_{2,3,1}, P_S = \{\{\alpha_0, \alpha_2, \alpha_4\}, \{\alpha_1, \alpha_3, \alpha_5\}\}$). This partition is called the partition of the squares. We now introduce a second partition $P_O$ of the set of variables. Let $x$ and $y$ be two variables, not
necessarily different, of the system $S_{M_0,N_0,m}$. We say that $x$ is relation with $y$, and we denote $x \mathcal{R} y$, if the product $xy$ appears in one of the equations of the systems. The examination of the equations then shows that the relation $\mathcal{R}$ is an equivalence relation and we denote $\mathcal{P}_O$ the associated partition (for $S_{2,3,1}$, $\mathcal{P}_O = \{\{\alpha_0, \alpha_2\}, \{\alpha_1, \alpha_4\}, \{\alpha_2, \alpha_3\}\}$). We will say that a system of algebraic equations composed of orthogonal and square equations, and for which there exists a partition $\mathcal{P}_S$ and a partition $\mathcal{P}_O$, is admissible.

An admissible system without orthogonal equation is said trivial. In this case, the system is composed of $n$ independent systems where $n$ is the cardinal of $\mathcal{P}_S$. Each square equation then admits some solutions that can be represented thanks to $k - 1$ independent angular parameters if $k$ is the number of variables of the equation. If $k = 1$, the equation is of the form $x^2 = 1$ and its solutions are $x = \pm 1$. If $k > 1$, the solution is of the form

$$x_1 = \prod_{i=1}^{k-1} \cos \theta_i, \quad x_k = \sin \theta_{n-1} \prod_{i=n}^{k-1} \cos \theta_i, \quad n = 2, \ldots, k.$$

The initial systems, deduced from (4), are admissible. The resolution method consists in replacing an initial system by a set of trivial equivalent systems thanks to a sequence of two type of transformations:

1. The splitting which replaces an admissible system by an equivalent set of systems;
2. The rotation that operates a substitution of variables, depending upon an angular parameter, over an admissible system replacing it by an equivalent system.

The definitions of these operations and the conditions of their application to an admissible system are given in the following paragraphs. By now, the validity of our method is not proved for any system, but many examples show that it is successful for various sets of values of $M_0$, $N_0$ and $m$.

The Splitting Operation. We say that an admissible system can be split if it contains one or several orthogonal equations with a single monomial. If $xy = 0$ is an equation of this type, we say that we split the system when we replace it by the equivalent union of the resulting systems, one with the equation $x = 0$, and the other one with $y = 0$. The cancellation of one variable in an admissible system preserves the property of admissibility. Furthermore the obtained systems can be split as long as it is possible, i.e. as long as the obtained systems contain a monomial orthogonal equation. At the end, the union of the obtained systems can be redundant, so we only keep the equations that are strictly necessary. For instance splitting a system with 3 variables, $x$, $y$ and $z$ and 2 equations such that $xy = 0$, $xz = 0$, leads to 4 redundant subsystems, while the splitting operation will only keep the two independent ones. Each of the systems obtained after a splitting is simpler than the initial one since it contains less variables and less orthogonal equations.
For example, equation (12) shows that the initial system $S_{2,3,1}$ can be split, leading to the two systems

\[
\begin{align*}
\alpha_0 \alpha_3 + \alpha_2 \alpha_5 &= 0 \\
\alpha_0^2 + \alpha_2^2 + \alpha_3^2 &= 1 \\
\alpha_3^2 + \alpha_5^2 &= 1
\end{align*}
\]

(17)

The rotation operation. Let $S$ be an admissible system that cannot be split. Suppose that there exist two distinct subsets $O_1$ and $O_2$ of its partition $P_0$ and a one-to-one correspondence $\phi : O_1 \to O_2$ satisfying the following properties:

1. For all $x \in O_1$, $x$ and $\phi(x)$ belong to the same subset of the partition $P_S$;
2. For all orthogonal equation containing the monomial $xy$ with $x, y \in O_1$ then, the same equation contains the monomials $\phi(x)\phi(y)$ elements of $O_2$.

We then say that the system is regular. The subsets $O_1$ and $O_2$ have therefore the same number of elements, greater or equal to 2. We denote $\{x_1, x_2, \ldots, x_k\}$ the elements of $O_1$ and $\{y_1, y_2, \ldots, y_k\}$ the elements of $O_2$ with $y_i = \phi(x_i), i = 1, \ldots, k$. Let $\theta$ be an angular parameter. The rotation consists in replacing $x_i$ and $y_i$ by

\[
\begin{bmatrix}
x_1 \\
y_1
\end{bmatrix} = \begin{bmatrix} r_1 \cos \theta \\ r_1 \sin \theta \end{bmatrix}, \quad
\begin{bmatrix} x_i \\
y_i
\end{bmatrix} = \begin{bmatrix} \cos \theta - \sin \theta \\ \sin \theta \cos \theta \end{bmatrix} \begin{bmatrix} r_i \\
s_i
\end{bmatrix},
\]

(18)

where $r_1, r_i, s_i, i = 2, \ldots, k$ are the new variables. We denote by $R$ the resulting system. The sum $x_1^2 + y_1^2$ which occurs in one of the square equations, since $x_1$ and $y_1$ belong to the same subset of the square partition, is replaced by $r_1^2$ and similarly, for $i = 2, \ldots, k$, we have

\[
x_i^2 + y_i^2 = r_i^2 + s_i^2.
\]

(19)

In the orthogonal equations, we have the groups $x_1x_i + y_1y_i, i = 2, \ldots, k$, where $x_ix_j + y_iy_j, 2 \leq i, j \leq k, i \neq j$. Then, we get:

\[
x_1x_i + y_1y_i = r_1r_i,
\]

(20)

\[
x_ix_j + y_iy_j = r_ir_j + s_is_j.
\]

(21)

The obtained system is admissible. The $2k$ variables $x_1, \ldots, x_k, y_1, \ldots, y_k$ are replaced by the $2k - 1$ variables $r_1, \ldots, r_k, s_2, \ldots, s_k$ and the partition $P_0$ is replaced by the partition obtained when replacing the subset $O_1$ by the subset $\{r_1, \ldots, r_k\}$ and $O_2$ by $\{s_2, \ldots, s_k\}$.

If one or several orthogonal equations of $S$ are identical to the left part of (20), we see that the obtained system $R$ can be split.

Remark. There is no guarantee that the system $R$ is regular if it cannot be split, nor that the systems obtained after a splitting of $R$ are regular.

As for $S_{2,3,1}$, the systems (17) obtained after the first splitting operation are both regular. Considering for example the first one, obtained with $\alpha_1 = 0$, we
see that we have the one-to-one correspondence \( \alpha_2 = \phi(\alpha_0) \) and \( \alpha_5 = \phi(\alpha_3) \). Thus, we make the following variable substitution

\[
\begin{bmatrix}
\alpha_0 \\
\alpha_2
\end{bmatrix} = \begin{bmatrix}
r_0 \cos \theta_0 \\
r_0 \sin \theta_0
\end{bmatrix}, \quad \begin{bmatrix}
\alpha_3 \\
\alpha_5
\end{bmatrix} = \begin{bmatrix}
\cos \theta_0 - \sin \theta_0 \\
\sin \theta_0 \cos \theta_0
\end{bmatrix} \begin{bmatrix}
r_1 \\
s_1
\end{bmatrix}
\]

(22)

and we get the equivalent system composed by the three equations \( r_1^2 + s_1^2 = 1 \), \( r_0^2 + \alpha_4^2 = 1 \) and \( r_0r_1 = 0 \). We observe that we get again a system that can be split. At the end, considering the different systems obtained after each splitting, we get the following parametrical solutions

\[
\begin{cases}
\alpha_0 = \alpha_1 = \alpha_2 = 0 \\
\alpha_3 = \cos \theta_0 \cos \theta_1 - \sin \theta_0 \sin \theta_1 = \cos(\theta_0 + \theta_1) \\
\alpha_4 = \pm 1 \\
\alpha_5 = \sin \theta_0 \cos \theta_1 + \cos \theta_0 \sin \theta_1 = \sin(\theta_0 + \theta_1)
\end{cases}
\]

(23)

\[
\begin{cases}
\alpha_0 = \cos \theta_0 \cos \theta_1 \\
\alpha_1 = 0 \\
\alpha_2 = \sin \theta_0 \cos \theta_1 \\
\alpha_3 = \mp \sin \theta_0 \\
\alpha_4 = \sin \theta_1 \\
\alpha_5 = \pm \cos \theta_0 
\end{cases} \quad \begin{cases}
\alpha_0 = \pm \cos \theta_0 \\
\alpha_1 = \cos \theta_1 \\
\alpha_2 = \pm \sin \theta_0 \\
\alpha_3 = - \sin \theta_0 \sin \theta_1 \\
\alpha_4 = 0 \\
\alpha_5 = \cos \theta_0 \sin \theta_1.
\end{cases}
\]

(24)

**Dimension of a parametric solution.** The \( S_{3,2,1} \) example is very simple since there are only 3 different solutions. But the calculus can rapidly become very heavy. For example, \( S_{4,5,2} \) leads to 13502 solutions. That is why we have to restrict to solutions with the best potential of optimization. We have noticed that solutions of maximal dimensions (that is to say with the highest number of free parameters), provide the best solutions after optimization. In the case of \( S_{2,3,1} \), we immediately see that solutions (24) are of maximal dimension 2.

In general, a direct computation of the dimension is not feasible, but a probabilistic approach can nevertheless provide an exact value of the dimension. Thus, we restrict ourself to the values of the angular parameters \( \theta_i \) such that \( \cos \theta_i \) and \( \sin \theta_i \) are rational. The evaluation of the polynomials in \( \cos \theta_i \) and \( \sin \theta_i \) occurring in the computation of the dimension may then be done exactly. Then, our probabilistic approach consists in a computation of the dimension using a random selection of one or several rational values of \( \cos \theta_i, \sin \theta_i \) [13].

## 4 Design Method and Examples

The design problem consists in finding the coefficients of the prototype filter that satisfy some optimization criterion. Two important points have to be noted concerning the method we propose. First, as the perfect reconstruction conditions are implicitly included in the parametrical representation, the design problem corresponds to an unconstrained optimization. Compared to a design
directly optimizing the $p[k]$’s and taking into account the orthogonality constraints, we get a reduced number of parameters. Second point, but still more important, is the fact that the compact representation method initially proposed for OFDM/OQAM multicarrier modulation \cite{10} can be adapted in the present context \cite{13}. So, let us see now how this method, that can significantly reduce the number of parameters to optimize, can be used for oversampled OFDM/QAM. For some values of $M_0$, $N_0$, $m$, and $\Delta$ let us denote $|\theta|$ the number of angular parameters corresponding to the parametrization of each of the $\frac{\Delta}{2}$ subsystems $S_{M_0,N_0,m}$. Each of these systems can be parameterized with a different solution so that $|\theta|$ is not necessarily the same for each subsystem, but in order not to outrageously complicate the optimization, we will assume that the same parametrical solution is used for each subsystem. The parameter $\Delta$ can be very high, for example if $M = 1024$ and the oversampling ratio is equal to $\frac{3}{2}$, $\Delta = 512$, and therefore, the number of parameters to optimize, $\frac{\Delta}{2}|\theta|$ can be prohibitive. But, the compact representation method allows us to considerably reduce this number. Let denote by $\theta_i^{(p)}$, $0 \leq i \leq |\theta| - 1$, $0 \leq p \leq \frac{\Delta}{2} - 1$, the $i$th angular parameter of the $p$th subsystem. For a design criterion that is the minimization of the out-of-band energy, the problem is to find the set of $\theta_i^{(p)}$ that minimizes the quantity $E = \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} |P(\nu)|^2 d\nu$. When the problem dimension is not too large a direct optimization is possible and, then, it can be checked for this criterion, and for the time-frequency localization criterion \cite{13}, that $\theta_i^{(p)}$ is generally a smooth function of $p$ for fixed $i$. That is why we assume that, at the optimum, each angular parameter leads to a smooth curve that can be easily fitted by a

**Fig. 1.** Transmultiplexer associated to OFDM/QAM modulations.

**Fig. 2.** OFDM/QAM prototype filter minimizing the out-of-band energy, with $M_0 = 2$, $N_0 = 3$, $m = 4$, $M = 1024$, $L = 12288$, $E = 3.3976 \times 10^{-4}$.
Fig. 3. OFDM/QAM prototype filter minimizing the out-of-band energy, with \( M_0 = 4, N_0 = 5, m = 2, M = 1024, L = 10240, E = 3.4092 \times 10^{-3} \).

Fig. 4. Comparison of the square error of oversampled OFDM/QAM prototype filters with OFDM (4096 samples, [15]) and classical OFDM, for \( M = 512 \) carriers.

polynomial. Thus, setting to \( K - 1 \) the degree of this polynomial, we have

\[
\theta_i^{(p)} = \sum_{k=0}^{K-1} x_{i,k} \left( \frac{2p+1}{2M} \right)^k, \quad i = 0, \ldots, |\theta| - 1.
\]

(25)

We have then \( K|\theta| \) parameters \( x_{i,k} \) to optimize instead of \( \frac{\Delta}{2}|\theta| \) angular parameters, if we only take advantage of the reduced system (3), and of \( L/2 \) in a direct approach. Generally, setting \( K = 5 \) is sufficient to get very accurate results. A first design example in Figure 2, for \( r = \frac{3}{2} \), shows that, compared to [3], where the design is limited to \( M = 32 \) and \( m = 2 \), i.e. a prototype filter of length 192, our approach allows to get results for a very high number of carriers, \( M = 1024 \), and long prototypes \( m = 4 \) and \( L = 12288 \). A second illustration in Figure 3, shows with a design for \( r = \frac{5}{4} \), that we are also able to significantly increase the spectral efficiency.

5 Simulation Results

In order to illustrate the possible interest of oversampled OFDM/QAM modulations, we consider, as in [15], the very simple case of a narrowband interference. In this case, the received baseband signal writes

\[
r[k] = s[k] + \sigma^2 e^{j \frac{2\pi}{M} \lambda(k-D)},
\]

(26)
with \( s[k] \) the transmitted signal, \( \sigma^2 \) the power of the interference and \( \lambda \) its frequency (with reduced frequency convention). It can simply be shown [4] that the square error on the \( m^{th} \) subband writes

\[
e_m^2 = \frac{\sigma^2}{\sigma_s^2} \|f\|^2 \left| P\left(\frac{\lambda - m}{M}\right)\right|^2 \frac{M}{N},
\]

(27)

with \( P(\nu) \) the Fourier transform of the prototype filter and \( \sigma_s^2 \) the variance of the transmitted signal. We have compared in Figure 4 the results obtained for classical OFDM \((M = N, \text{rectangular prototype})\), two OFDM/QAM prototype filters optimized to minimize the out-of-band energy and an OFDM/OQAM prototype, called OFDP for optimal finite duration pulse, optimized in [15] in order to minimize the error produced by narrowband interference. Each of the prototype correspond to a 512 carrier system. The curves correspond to the error on the subband number 0. We clearly see that the more we oversample, the lower the square error is, which can compensate the loss of spectral efficiency due to oversampling.

6 Conclusion

In this paper we have presented a new design method for the oversampled OFDM/QAM modulation. We have given, at first, a reduced, but equivalent, form of the perfect reconstruction constraints. Our approach of these equations also allows to characterize a large set of solutions corresponding to rational oversampling ratios, and it has been illustrated in the case of the 3/2 and 5/4 ratios. Furthermore, an adaptation to OFDM/QAM of our compact representation method [10] also permits prototype designs for a very high number of carriers. The interest of oversampled OFDM/QAM in a practical setting has also been illustrated in the case of narrowband interference.
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Abstract. A new family of nonlinear equalizers that detect Quadrature Amplitude Modulated (QAM) signals by decomposing the process into a binary decision “cascade” is proposed. First, the quadrant of the symbol is determined; second, we determine which quarter of the chosen quadrant contains our symbol, and so on. We have used two nonlinear architectures to approximate the optimal decision boundaries: a Volterra filter and a Generalized Cerebellar Model Arithmetic Computer. Our analysis demonstrates that bitwise equalizers achieve lower Bit Error Rate (BER) than transversal ones.

1 Introduction

Power amplifiers (PA) and physical channels can introduce significant nonlinear distortion effects in digital communication systems. These non-linearities limit the ability of symbol-by-symbol linear equalizers to reduce the error probability. However, the direct application of nonlinear channel models for sequence detection or nonlinear equalizers, such as Volterra filters, Artificial Neural Network (ANN) based structures, presents drawbacks regarding convergence speed, tracking abilities and computational costs.

The present approach is based on a bitwise or staircased classification scheme. Such a methodology consists of solving the symbol decision bit by bit. When a data is introduced into the equalizer, first its (in-phase and quadrature phase) sign is decided, using a specifically trained boundary. Then, the next most significant bit is decided with a boundary selected in function of the previous decision, and so on until the less significant bit is decided.

2 Proposed Scheme

Equalization can be considered as a classification problem in which equalizers define the decision boundaries that allow the received symbols to be assigned to a specific class, which is assumed to be the most likely transmitted symbol. If the objective is to minimize the error probability, the optimum decision boundary between symbols $x_i$ and $x_{i+1}$ will be defined by those received (input) vectors $r_p$ that satisfy:

---
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where \( r_p[k] = (R[k + M_f],...,R[k],...,R[k - N_f])^T \) is a vector composed of received samples \( R[k] \), \( M_f \) is the number of precursor samples, \( N_f \) is the number of postcursor samples, \( P = M_f + N_f + 1 \) is the equalizer order, and \( f_x(r_p | x_i) \) represents a state conditional probability density function for \( r_p \). It is important to notice that even for linear channels, the optimum discriminant functions are nonlinear.

Conventional multilevel classifier design requires an optimization procedure in which all the input samples are used. The objective is to find a set of decision boundaries that minimize some cost with respect to the optimum set defined by Eq (1)). In this work, we suggest splitting the multilevel classification procedure into a binary decision tree. Our aim is taking advantage of binary classifiers of proven quality, and adapting classifiers to the local properties of the input space. Note, for instance, that when nonlinearities are present and saturation effects occur, the shape of each decision boundary varies substantially from one region to another. This situation requires the use of classifiers that can be adapted to the local properties of the input space.

Let us consider a simple example. For an 8-PAM system, the tree has three decision stages: the sign, or the most significant bit (MSB), half of the semiplane which determines if the symbol is in \( \{\pm 1, \pm 3\} \) or in \( \{\pm 5, \pm 7\} \) and, finally, the Least Significant Bit (LSB) determines the symbol value (see Fig. 1). Under linear transmission conditions, the algorithm only requires adding an adjustable bias term to conventional transversal equalizers (except for the tree root), so as to allow each binary decision boundary to deviate from the origin. Taking again the 8-level Pulse Amplitude Modulation (8-PAM) system, initial values for such bias coefficients could be \( (\pm 2, \pm 4, \pm 6) \).

Fig. 1. Bitwise equalizer for a 8-PAM. Symmetries allow to reduce the number of classifiers.
3 Training the Bitwise Architecture

We have used networks with a linear-in-the-parameters structure (networks with this property include Radial Basis Functions (RBFs) and the GCMAC or the Volterra Filters (VF)). For these networks, the output can be written as

$$o = \sum_i w_i \Phi_i(r_p) = w^T \Phi(r_p)$$  \hspace{1cm} (2)

where \(w_i\) are the parameters and \(\{\Phi_i(.)\}\) are some function of the input \(r_p\). Simple instantaneous laws can be used for training, for instance

$$w[k+1] = w[k] - \frac{\mu}{2} \nabla_w J(\epsilon[k])$$  \hspace{1cm} (3)

where \(\mu\) is the learning parameter, and \(J(\epsilon)\) is some cost function.

Since each decision stage of the bitwise equalizer outputs a binary result, saturation functions can be employed at the output of any of the nonlinear networks. In particular, the use of the hyperbolic tangent function allows the minimization of cost functions such as the Kullback-Leibler relative entropy:

$$\nabla_w J(\epsilon_{KL}) = 2\lambda[s_i - o_i]^{\top} \Phi_i(r_p)$$  \hspace{1cm} (4)

Since not all of the decisions are made with the same frequency, the information stored in the most frequently updated network, the network that decides the quadrant of samples, can be partially transferred (soft context swapping) to the other networks. We proceed as follows:

$$w_i[k+1] = w_i[k] + \beta_i \Delta w_i[k] + (1 - \beta_i) \Delta w_0[k]$$  \hspace{1cm} (5)

\(w_i\), being the weight vector of network \(i\) (network 0 decides the most significant bit, i.e. the quadrant, where the symbol is located), \(\Delta w_i\) is the vector that contains the correction and \(\beta_i\) is the mixture parameter (\(\beta_0 = 0\); the smaller \(\beta_i\) is, the greater the parallelism in training). In practice, there is a high cross-correlation between weight vectors \(w_i\), so a small value of \(\beta_i\) is taken (\(\beta_i \approx 0.05\)). This strategy makes the tracking capabilities of the system equal or better than those of a transversal Finite Impulse Response (FIR) filter, as we will see in the simulation section.

4 Nonlinear Networks

As stated above equalization should be performed using nonlinear architectures, which, in addition, should make practical implementation relatively straightforward.

Our approach, which is depicted in Fig. 2, is based on the ensemble averaging method of two experts. Thus, the outputs of the experts are linearly weighted by \(\eta_L\) and \(\eta_{NL} = (1 - \eta_L)\). Weights are updated following a first-order law (initial
value $\eta_L = 0.7$). We have considered two experts: a $P$-th order linear FIR filter, and a $Q$-th order ($Q = N'_b + M'_f + 1$, $Q \leq P$) nonlinear network. The reason why we use the committee machine architecture is that in usual communications channels under multipath most of the distortion energy is produced by the linear impulse response of the channel, whose length, typically, may be about tens of symbol periods. For this reason using a nonlinear structure over the entire duration of the distortion will be a waste of resources. We suggest the use of the GCMAC network [1],[3] as nonlinear expert. The GCMAC can take advantage of the “smoothness” of the optimum decision boundaries to achieve fast equalization for typical nonlinear distortions. In addition, and unlike global approaches, the GCMAC operates locally and as a consequence, it can capture fine details of the decision boundaries, which, in practice, results in better performance.

5 Performance Analysis

In order to compare the performance of the proposed equalizer, we have simulated a 16-QAM system (symbol rate 10 Msymbols per second) with root-raised cosine filters ($\alpha = 0.22$) over a nonlinear land mobile satellite channel. The satellite-to-mobile (or equivalently, mobile-to-satellite) channel is comprised of two cascaded process: the “satellite process”, and the “terrestrial process”. The “satellite process” is typically described in terms of a memoryless nonlinear function. The “terrestrial process” includes the effects of mobile motion relative to terrestrial scatterers. The nonlinear behavior of the on-board “satellite process” is described by the Saleh’ model [4]. For the “terrestrial process”, we have used a time-variant discrete multipath model with 2-rays ($h[k] = h_0 \delta[k] + h_1 \delta[k - 1]$).

In the first test, we focus on the equalizers’ ability for compensating for the channel nonlinearities. We have computed the equivalent SNR degradation caused by the residual nonlinear distortion at a specified BER. The SNR degradation, expressed in dB, is defined as the difference between the SNR required by the equalized system to reach the specified BER at a given output back-off, and the SNR required to obtain the same BER on the Gaussian flat channel. The results for a target BER of $10^{-4}$ on the Model # 0 channel are shown in Fig. 3(a). All of the equalizers have the same
equalization order $P = 3$ ($M_f = N_b = 1$). The equalizers we compare are a linear FIR, and a third-order ($S = 3$) Volterra Filter (VF) and a GCMAC-based ($M'_f = 1, N'_b = 1 \rightarrow Q = 3, L = 64, \rho_{\text{max}} = 8$), equalizer in transversal and bitwise configurations.

Fig. 3. (a) SNR degradation vs. output backoff for a BER=$10^{-4}$. (b) BER vs. SNR for a backoff of 0.5 dB

As the backoff decreases, the equalizers' operation, and especially that of the transversal versions, gets worse. For the case of a saturated PA (0 dB backoff), the Volterra bitwise equalizer requires about 1.5 dB more signal power than the GCMAC equalizer to achieve the same BER. Fig 3.(b) is the complement of the previous figure, showing the BER evolution against SNR for 0.5 dB of output backoff. Again, the transversal filters barely reach the $10^{-4}$ BER limit, even for extremely high SNR.
The second test is a comparison to determine the tracking abilities of the equalizers on a time-varying channel. Again, the amplifier operates at 0.5 dB of output back-off and the SNR is 20 dB. In this test, all of the equalizers have the same equalization order $P = 4$. Convergence curves, which are shown in Fig. 4, consist of three regions. The first, which spans 15,000 samples, is produced by supervising the equalizers with correct decisions. In the second region, which has a 5,000 samples length, no external reference is used in the training. In the third region, which occurs as a result of 20,000 samples, a sudden change in the channel linear response is considered

\[(h[k] = \delta[k] \rightarrow h[k] = 0.0995\delta[k] + 0.995e^{3\pi\delta[k-1]});\]

again, the training is solely decision-directed. To rank the equalizers behavior, all of them were trained using the learning step that provides the lowest BER.

Fig. 4 represents the smoothed BER evolution. Bold curves are used to highlight the bitwise equalizers behavior. It is observed that in both supervised and decision-directed regions, the bitwise equalizers provide a lower BER than their transversal counterparts. After the change, the linear FIR and the transversal Volterra equalizers are not able to maintain the BER at the levels of the supervised regions.

6 Conclusions

In this paper we have proposed a new structure to equalize nonlinear channels. By means of combining the concepts of equalization and classification, we have introduced a bitwise equalizer that separates the detection of QAM symbols into a binary decision cascade which can easily employ nonlinear schemes. Symmetries of the QAM constellations are exploited to reduce the computational effort.
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Abstract. Integration between voice services and data services brought about new concepts in modelling and performance evaluation of wireless networks. In this paper it is proposed a new approach to deal with that putting together a formal method called Statecharts and a Continuous Time Markov Chain (CTMC). From the specification of the system made in Statecharts it is automatically generated a CTMC, and then evaluated the performance measures. The advantages of this technique are better representation of the behavior of the system without ambiguity and with consistency.

1 Introduction

The growth of Internet has stimulated an increasing demand for wireless data services. However, circuit-switched data services were not able to satisfy user’s and service provider’s requirements. This drawback has been overcome by implantation of packet switching based overlays to existing cellular mobile networks, being a evolutive step towards the third-generation (3G) mobile communication systems.

In this paper it is proposed a new approach for modelling and performance evaluation of wireless networks, which combines the Statecharts and a Continuous Time Markov Chain (CTMC) for specifying and solving the resource allocation in Global System for Mobile communications/General Packet Radio Service (GSM/GPRS) networks, respectively. Three resource allocation schemes are modelled and analyzed. Their results are compared to simulation results and it may be seen a good agreement between them.

\textsuperscript{1} This work was partially supported by CNPq.
A lot has been written about GSM/GPRS networks. In [1] it is investigated how many PDCH must be allocated to carry GPRS data traffic. In [2] four resource allocation schemes are studied. It showed that Dynamic Resource Allocation (DCA) schemes outperform Fixed Resource Allocation (FCA) schemes.

The remainder of this paper is organized as follows: Sections 2 and 3 present a overview of the GSM/GPRS network and Statecharts, respectively. Section 4 describes the modelling process of GSM/GPRS resource allocation, while analytical and simulation results are presented in Section 5. Finally, in Section 6, conclusions are draw about the proposed model.

2 GSM/GPRS Network

GPRS is a enhancement of GSM network improving its data capabilities and providing connection with external Packet Data Network (PDN) as X.25 network, Internet, and others [3]. As a packet-switched technology, GPRS only allocates physical channel (PDCH) when there are data transfers over the air interface. Unused GSM radio channels may be allocated as on-demand PDCH. To ensure the integrity of transmitted data packets four Coding Schemes (CS) are defined: CS-1 (9.05 kbit/s), CS-2 (13.4 kbit/s), CS-3 (15.6 kbit/s), and CS-4 (21.4 kbit/s).

3 Statecharts

Statecharts are a visual formalism that was designed to deal with complex reactive systems. These systems are characterized by being large event drive systems and reacting to stimuli received from external and internal medium. Statecharts are the extension of the conventional state diagrams including orthogonality (concurrency), hierarchy (depth), and an appropriated communication mechanism (broadcast communications). Its elements are: states, events, transitions, labels, and expressions. More details see [4].

4 Modelling Resource Allocation in GSM/GPRS Networks

4.1 Resource Allocation Scheme 1

In the first scheme, the radio resource are completely shared between voice and data service. In addition, voice service has preemptive priority over data service, and data packets are accommodated in the buffer while waiting for service. The arrival process of GSM voice calls and GPRS data packets follow a Poisson process with mean $\lambda_v$ and $\lambda_p$, respectively [2,5]. Their service time are exponentially distributed with mean $t_h = 1/\mu_v$ and $t_p = 1/\mu_p$ [2,5]. The number of available radio channels in BTS is $N$ while the buffer size is $B_s$.

The Statecharts specification that performs these functions is illustrated in Fig. 1. The sub-states of this specification are described bellow:
1. **Source**: Source generator of GSM voice calls and GPRS data packets requests. It has a single sub-state called ‘Ready’. *inc.ch* and *inc bf* associated actions fire new arrivals in the orthogonal components **Voice Channel** and **Buffer**, respectively.

2. **Voice Channel**: It has two single sub-states – ‘Free’ and ‘Busy’. Throughout the *inc.ch* action is fired a new call arrival that may change the status of this component either from ‘Free’ to ‘Busy’ or from ‘Busy’ with *v* to *v* + 1 GSM voice calls.

3. **Buffer**: This template has similar behavior to template **Voice Channel**. The *dec bf* action decrements one GPRS data packet in the buffer by means of the events *cond 1* and *cond 2*, while the *inc bf* action increments one GPRS data packet in the buffer by means of events *cond 3* and *cond 4*.

4. **Packet Channel**: This template has similar behavior to **Voice Channel** and **Buffer**. The events, which control its behavior (status) are:
   a) Event (Cond 1): It will change the status from ‘Free’ to ‘Busy’ if it is true that there is available resource (*v* < *N*) and there is, at least, one GPRS data packet in the buffer (*Buffer.Busy*).
   b) Event (Cond 2): It will change the status from ‘Busy’ with *p* to ‘Busy’ with *p* + 1 GPRS data packets if it is true that there is available resource (*v* < *N*) and there is, at least, one GPRS data packet in the buffer (*Buffer.Busy*), and the number of GPRS data packets currently in service is less than the available resources (*p* < *N* − *v*).
   c) Event (Cond 3): It will change the status from ‘Busy’ with *p* + 1 to ‘Busy’ with *p* GPRS data packets if either a GPRS data packet finishes its service (*pμ* (*p* > 1)) or it is true that there is not available radio resource (*p* = *N* − *v*) and an arrival of GSM voice call takes a place (*inc.ch*).
   d) Event (Cond 4): It will change the status from ‘Busy’ with 1 to ‘Free’, if either the unique GPRS data packet finishes its service (*μ* *p*) or it is true that there is not available resource (*p* = *N* − *v*) and the number of GPRS data packets currently in service is 1 and an arrival of GSM voice call takes a place (*inc.ch*).

The process of generating a CTMC from a Statecharts specification corresponds to construct an infinitesimal generator *Q*, which contains all transition rates among states. At a given time, a state is defined by the combination of variables (*q, v, p*) that refer to the current number of GPRS data packets in the buffer, the current number of GSM voice calls in service, and the current number of GPRS data packets in service, respectively. The steady-state probability *π* = (*π*0, *π*1, · · · , *π*max) may be evaluated through the matrix equation *π.Q* = 0 together with the normalization condition ∑i *πi* = 1. In this work we have used Gauss-Seidel method to get the steady-state probability.

The blocking probability of a GSM voice call and GPRS data packet are given by (1) and (2), respectively.

\[
P_{bv} = \sum_{q=0}^{B_s} \pi_{q,N,F} \quad .
\] (1)
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Fig. 1. Statecharts specification of the resource allocation scheme 1

Fig. 2. Statecharts specification of the resource allocation scheme 3

\[ P_{bd} = \sum_{q+v+p=N+B_s} \pi_{q,v,p} . \]  

(2)

The Preemption and Dropping Probability of GPRS data packets are given by (3) and (4), respectively.

\[ P_{pd} = \frac{1}{\lambda_p(1 - P_{bd})} \sum_{v+p=N}^{v+p=N} \lambda_v \pi_{q,v,p} . \]  

(3)

\[ P_{dd} = \frac{1}{\lambda_p(1 - P_{bd})} \sum_{v+p=N}^{v+p=N} \lambda_v \pi_{B_s,v,p} . \]  

(4)

The mean waiting time of GPRS data packets that is given by (5), while the mean throughput of GPRS data packets is given by (6).

\[ W_{qd} = \frac{\sum_{q=1}^{B_s} \sum_{v=0}^{N} \sum_{p=0}^{N-v} q \pi_{q,v,p}}{\lambda_p(1 - P_{bd})[1 + P_{pd}(1 - P_{dd})]} . \]  

(5)

\[ T_h = \lambda_p(1 - P_{bd})[1 + P_{pd}(1 - P_{dd})] . \]  

(6)

4.2 Resource Allocation Scheme 2

The only difference between this resource allocation scheme from the one before is the number of available channels dedicated to GPRS \( (N_p) \). Therefore, in this model no more than \( N - N_p \) voice call will be accepted. So that the performance measures (1)–(6) must be adapted to include it.
4.3 Resource Allocation Scheme 3

This resource allocation scheme is completely different from the others. GSM voice call are taken to the buffer, while GPRS data packets are directly taken to the radio channels. There is not preemptive priority of voice service over data service.

The Statecharts specification that represents this system is showed in Fig. 2. The blocking probability of GSM voice call and GPRS data packet are given by (7) and (8), respectively. The mean waiting time of GSM voice call is given by (9), while the mean throughput of GPRS data packets is given by (10).

\[ P_{bv} = \sum_{q+v+p=N+B_s} \pi_{q,v,p} . \]  
\[ P_{bd} = \sum_{q=0}^{B_s} \sum_{v+p=N} \pi_{q,v,p} . \]  
\[ W_{qv} = \frac{\sum_{q=1}^{B_s} \sum_{v=0}^{N} \sum_{p=0}^{N-v} q \pi_{q,v,p}}{\lambda_v (1 - P_{bv})} . \]  
\[ T_h = \lambda_p (1 - P_{bd}) . \]  

Fig. 3. Blocking probability of GSM voice call vs GSM/GPRS traffic load

Fig. 4. Mean waiting Time of GSM voice call vs GSM/GPRS traffic load

Fig. 5. Blocking probability of GPRS data packet vs GSM/GPRS traffic load

Fig. 6. Dropping probability of GPRS data packet vs GSM/GPRS traffic load

Fig. 7. Mean throughput of GPRS data packet vs GSM/GPRS traffic load

Fig. 8. Mean waiting Time of GPRS data packet vs GSM/GPRS traffic load
5 Performance Evaluation

One cell with 8 radio channels is considered. One radio channel will be used for signaling. So seven traffic channels will be available \((N = 7)\) [2]. The buffer size is set to be 7. All GPRS data packets have the same priority in addition to carrying their service out in a single slot manner. According to literature the GPRS size packet is exponentially distributed with mean \(2 \times 13.4\) kbit, resulting in a mean service time of 2 seconds \((s)\) for CS-2, while the mean GSM voice call holding time is set to be 180 s [5]. The GSM/GPRS traffic load varies from 2.5 to 7.5 Erlang each. The confidence level used in the simulation runs was 95%.

Regarding voice service, it may be seen in Fig. 3 that resource allocation scheme 3 outperforms scheme 1 and 2. Also, scheme 1 has lower blocking probability of GSM voice call than scheme 2 because there are no radio channels dedicated to GPRS. In Fig. 4 it is showed that a GSM voice call has to wait approximately 1 minute to be served for higher values of GSM/GPRS traffic load in scheme 3. Regarding data service, it may be seen from Fig. 5 to Fig. 8 that the resource allocation 2 outperforms 1 and 3. It happens because there are some radio channels dedicated to carry out data traffic. In addition, resource allocation scheme 3 has the worst performance for data services, because the GPRS data packets are only served if there are available radio channels.

6 Conclusions

In this paper it is proposed a new analytical approach to deal with voice and data integration in wireless network putting together the formal method Statecharts and a CTMC. Regarding GSM/GPRS networks, it must be notice that a trade-off has to be established to satisfy both data service QoS and voice service QoS. Possible enhancement in this model follows the following direction: multiclass queueing system with non exponential service time and inter arrival time of data packets in order to characterize a environment of 3G wireless networks.
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Abstract. Nowadays, due to the great variety of resources and multimedia applications available in the end system, especially those related to distributed multimedia application, it has been necessary to rely on the Quality of Service management to the improvement of the performance. The present article shows how this can be possible through the use of the management protocol Simple Network Management Protocol and its primitives, by means of the use of adequate management resources and applications.

1 Introduction

Due to the dynamic increase of the computational power of end systems, such as personal computers and networks, the local resource availability and the increasing use of Internet have been leading to the emergence of several distributed multimedia applications, especially the ones related to distributed multimedia applications.

These applications give priority to a closer interaction between users through the massive use of multimedia resources. However, they cause a great increase in the consumption of the net and the end system, which have to be managed to guarantee minimum acceptable Quality of Service (QoS), in order to please the final user and increase the systems’ performance.

The most used management protocol nowadays, especially in the monitoring of networks, is the SNMP (Simple Network Management Protocol). Thus, this article aims at showing that the use of primitives and the MIB (Management Information Base) [1] of the SNMP will be able to be extended to the QoS management in end systems. These procedures, besides being innovative, take into consideration the advantages and the simplicity of the management protocol.

2 QoS and End System

The QoS comprises some stages such as the specification, that consists of obtaining QoS requirements in the application level, the QoS management mechanisms responsible for keeping the defined QoS level and, at last, the so-called provision [2].
The end systems manipulate multimedia streams, such as audio and video streams, proceeding from the multimedia applications. Depending on the existing resources, the end systems are able to generate and show such streams with a certain level of quality, as well as send or receive them through the network.

The distributed multimedia applications use multimedia resources massively; that is the reason why the intense execution of these applications leads to the scarce availability of the end system resources and a performance below of the waited one, being necessary to proceed to its management, in order to guarantee (if possible) the execution of the applications in a satisfactory way. Each multimedia application have quality of service requirements, and such requirements are referred to by QoS parameters. The QoS parameters are defined in the ISO patterns, as being the the collective effect of the performance of a certain service, which determines a service user’s satisfaction level [3].

The parameters of QoS specify the amount of resources placed for the services, as well as your discipline of use of the shared resource in one distributed application system, for example, the end-to-end delay parameters determines behavior of the transmission services to the long one of the passage of the media since the origin to the destination, with respect to the scheduling of process (allocation of bandwidth), queuing, (allocation of space), to the o scheduling of tasks (allocation of cpu processing time).

3 QoS Management

The multimedia applications share the need of QoS management to guarantee the meeting of its requirements and, consequently, the keeping of a certain quality (or service) level, having always in mind the user’s satisfaction. Memory, CPU, storing Buffer, video, audio, etc. are examples of these requirements.

There are some Frameworks [4] used in the QoS management that define complete sets of management mechanisms. These mechanisms must be inserted in the end system in order to manage the QoS of the multimedia applications in general, provided they are not present. In subsection 3.1 the basic QoS management mechanisms will be described.

3.1 QoS Management Mechanisms

The end system can be seen as an abstraction of several levels or layers, as observed in Fig. 1 [3]. For better agreement, the end system can be divided in three levels: user’s level, application level and system level with the audio, video and network device. There is a fourth abstraction level, which is the network level, but the present article focus only on the QoS management of the end system.

This abstraction is used in the understanding of the fundamental mechanism performance in managing the QoS and is part of the proposed management, as it follows:
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Fig. 1. Representation of the QoS levels in the end system.

Mapping Mechanism: It plays the role of translating the QoS parameters among the several end system levels. The QoS parameters, arising out of the user’s level, must be mapped for the inferior levels (or layers) inside the end system because the representation of these parameters is different from layer to layer (Fig. 1).

Negotiation Mechanism: It has the aim of adjusting common values between the application and the end system, defining, this way, the QoS level that will be used in the multimedia application.

Admission Mechanism: It is responsible for comparing the resources resulting from the QoS parameters of the multimedia applications with the resources available in the end system.

Monitoring Mechanism: It monitors the QoS attributed to a multimedia application and compares it with the expected one.

4 Improving End System Performance with the Use of the QoS Management

The QoS management proposed for the end system comprises an Application Manager, a QoS Manager and a Resource Manager. Due to these managers individual traits, they can be implemented as modules. Each module has mechanisms used in the QoS management.

The Application Management, QoS Management and the Resource Management modules, through a SNMP agent, use the MIB to obtain information both about the end system and the multimedia applications.

The MIB has objects related to the resources and the device of the end system, like, for example, memory, CPU, buffers, process priority, number of packets leaving and entering the network interface, etc.

The values of these objects represent the real state of the resources and/or device of the end system, because such values are obtained from the very operational system. The Fig. 2 shows the management modules, their respective mechanisms, the SNMP agent and the MIB.
The MIB provides the information required for the management modules to achieve the proposed management like, for example, the resource availability, the multimedia application requirements and the QoS parameters.

The functionality of the MIB, proceeding from the SNMP is extended, therefore the referring objects to the requirements of the multimedia applications if find inserted into the MIB, as it did not have them. The MIB information is structured, for each multimedia application that will be managed, in the following way:

*Name of the Application* to be managed, for example, video class application.

*The types of the medias* used in this application, for example, audio and video.

*The QoS parameters* referring to the requirements of the multimedia applications and to the QoS level intended to be guaranteed.

The QoS parameters are structured in the MIB according to their representation in each one of the levels in which the end system is divided, making it easier to map the QoS parameters in their respective layers.

### 4.1 Functioning of the Management Modules

The Fig. 3 shows the arranging of the management modules in the end system. The management modules are treated by the operational system with a further application in the system.

One another possibility would be embedded in the kernel of the operational system the management modules, but this would affect referring questions of portability, not being very adjusted at the moment.

**Application Management Module.** The application management module checks which multimedia applications need to have QoS guaranteed. This is
achieved through the use of a daemon acting as a command interpreter (Shell) that compares the multimedia application to the entries of a chart resident in the MIB (by using a SNMP agent).

Once the checked multimedia application needs checked QoS guarantee, the application management obtains its QoS requirements which were predefined in the MIB and send them to the QoS management module.

**QoS Management Module.** The QoS Management Module is responsible for doing the mapping (or translation) of the requirements of the multimedia applications in QoS parameters, in the representation of the levels (or layers) in which the end system was divided as well as the admission test. Through the SNMP agent, the QoS management module access the MIB to map the QoS parameters, obtaining this way the necessary resources to the execution of a multimedia application.

After the mapping, a negotiation of these QoS parameters takes place in the end system. The QoS manager checks whether the end system will be able to execute the multimedia application with the initial parameters which represent a certain level of quality. In case the result is positive, the QoS manager will send this information to the resource manager, because the resources will be available and will be able to be allocated; later, the QoS manager will send a notification to the application manager along with the negotiated parameters, accomplishing the admission test.

**Resource Management Module.** The Resource Management Module uses values of the MIB objects to book the resources, for example: an object that represents the quantity of Buffer that will be used by a certain application. When
the value of this object content is altered, the resource manager will allocate the
specified room in the object.

Through the Resource Manager, it is also possible to increase or decrease
the priority of certain applications, define the quality of an image that will be
introduced to the user, with the changing of its QoS parameters or the resolution
of the user’s screen.

For each allocated resource, the resource management module will proceed
to the accounting of the end system resources and will update, in the MIB, the
remaining values in the current resources, in order to have a new negotiation of
the resources later, having in mind other applications. The same fact takes place
when a resource is released.

5 Conclusion

With this management, a time that the resources are managed in function of the
demanded requirements, the end system will be able to offer QoS guaranteed for
the multimedia applications, then, to improve the performance of these applica-
tions. The present QoS management is proposed to meet the needs of the current
lack of QoS management in the end system, as most papers are concerned with
the network service, offering the multimedia applications a fairer sharing of its
resources due to the use of multimedia resources.

The management with the use of the MIB and the SNMP protocol, as it
was described above, allows the multimedia applications in the end system to
be remotely managed, with the required safety criteria, according to the needs
imposed by these applications. Thus, it makes possible the emergence of new
multimedia distributed applications. For instance, in video class applications,
Tele medicine and Video on Demand, each user will remotely be able to select
different QoS parameters (image resolution, view angle, etc.).
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Abstract. Link adaptation techniques such as adaptive modulation and coding (AMC) aim at maximizing the throughput in wireless networks. In this paper, we propose new schemes allowing for the combining of AMC at the physical layer with automatic repeat request (ARQ) at the link layer. The method we propose formally maximizes the throughput under delay and packet-loss constraints. In addition, we change the basic paradigm of the AMC and propose to vary the modulation/coding levels depending on the state of the ARQ process. Compared to previous approaches, our results show that the proposed AMC scheme enhances the system’s throughput.

1 Introduction

Wireless links experience significant temporal and spatial variation in the link quality [1] making it a challenge to optimize the resource utilization and maximize throughput in wireless networks. Link adaptation techniques, such as adaptive modulation and coding (AMC) allow one to cope with the varying nature of the propagation conditions to optimally exploit the available capacity of the channel in order to maximize throughput and provide the required quality of service (QoS) [2]. AMC consists in adapting the transmission parameters, namely, the coding rate and/or modulation levels, depending on the instantaneous channel state, so as to satisfy the QoS requirements, most often expressed in terms of bit or packet error rates (BER, PER), and/or packet delay [2,3]. In flat fading channels, AMC consists in defining a set of signal-to-noise-ratio (SNR) thresholds which are next used to select the most adequate modulation/coding scheme, depending on the instantaneous SNR.

For delay-tolerant applications, AMC can be used along with automatic repeat request (ARQ) to satisfy the QoS requirements. Recently, a truncated selective-repeat ARQ, i.e., with limited number of retransmissions, was considered in [3] where the AMC parameters were chosen so as to guarantee that the PER be lower than a threshold defined by the considered application. Allowing for more retransmissions relaxes the constraints imposed on the individual transmission quality, which in turn allows for a higher spectral efficiency. For instance,
in [3], throughput is shown to increase with the number of retransmissions used. However, this increase in throughput is obtained based on a heuristic choice of the transmission and retransmission parameters, leaving space for additional improvement if the parameters were to be optimized.

In this paper, using AMC combined with ARQ, we consider explicit maximization of the throughput, while satisfying the constraints imposed on the transmission delay and on the PER; the SNR thresholds defining the AMC adaptation process being our optimization variables. Considering a Rayleigh fading channel and using a pre-defined set of transmission modes (TMs), defined by modulation-coding pairs, we propose and analyze different approaches to throughput maximization. First, we show how by changing the SNR thresholds only, we are able to increase the system’s throughput while satisfying the average PER constraints at no additional cost in complexity. In the example implementing this approach, we limit the number of ARQ retransmissions to one and show that our design outperforms the AMC with two retransmissions based on the heuristic method implemented in [3]. In this way, we are able to increase the performance while maintaining stringent constraints on the transmission delay. Next, we change the paradigm of the AMC design suggested in [3] where the SNR thresholds are defined independently of the state of the ARQ process. We propose an AMC adaptation process in which the TM may be different in the transmission and in the subsequent retransmissions. This approach, referred to as aggressive AMC (A-AMC), improves the throughput because it chooses a more spectrally-efficient TM for the first transmission and switches to the more conservative TM in the retransmissions. According to our analysis, the A-AMC enhances the throughput at the cost of a slight increase in the average transmission delay. The maximum delay, however, is kept within prescribed number of transmissions.

The rest of this paper is organized as follows. The system model is described in section 2. The presentation of the original problem is given in section 3. Our formulation of the problem is then presented in section 4 followed by the numerical results and discussions presented in section 5. Finally, we provide concluding remarks in section 6.

## 2 System Model

Consider a communications system which employs adaptive modulation and coding at the physical layer, and automatic repeat request at the link layer. AMC is implemented at the transmitter so as to choose the appropriate TM, defined by a modulation level and an FEC coding rate, based on the channel state information (CSI). The latter is obtained from the receiver through the reverse channel or is estimated by the transmitter if the forward and reverse transmissions are performed over the same RF channel such as in time-division duplexing.

At the link layer, selective-repeat truncated ARQ is implemented. Thus, if errors are detected in the received packet (e.g., by means of CRC code), the receiver generates a negative acknowledgement (NACK) and sends it to the transmitter, over the reverse channel, as a retransmission request. Upon reception of the
NACK, the transmitter sends again the packet to the receiver. Retransmissions can continue until the packet is correctly received or that the maximum number of allowed retransmissions is attained; in the latter case the packet is considered lost. We consider hybrid ARQ of type I, i.e., each retransmission carries the same information as the original transmission [4]. Moreover, we assume that no code-combining is performed. Hence, all packets that are received in error are discarded at the receiver.

At the physical layer, data are organized in frames each containing $M$ packets. Each packet within a frame can be transmitted using different TMs if necessary. For further considerations, it is necessary to adopt a suitable analytical expression for the PER. This is done using the following approximation

$$PER_n(\gamma) = \begin{cases} 1 & \text{if } 0 < \gamma < \gamma_{t,n} \\ a_n \exp(-g_n \gamma) & \text{if } \gamma \geq \gamma_{t,n} \end{cases}$$

(1)

where $PER_n(\gamma)$ is the PER value corresponding to the $n$-th TM when the received SNR is $\gamma$, and the parameters $a_n$, $g_n$, and $\gamma_{t,n}$, defined for $n = 1, \ldots, N$ with $N$ the number of TMs, are obtained through Least-Squares curve fitting with the actual PER vs. SNR curves obtained through simulation [3].

As of the channel model, we assume a Rayleigh quasi-static flat-fading model. The channel is considered invariant within a frame and experiences independent fading from frame to frame. For flat-fading channels, the CSI is uniquely defined by the SNR $\gamma$ which is a random variable with probability density function

$$p_\gamma(\gamma) = \frac{1}{\bar{\gamma}} \exp\left(-\frac{\gamma}{\bar{\gamma}}\right),$$

(2)

where $\bar{\gamma} = E[\gamma]$ denotes the average received SNR.

3 Cross-Layer Design

3.1 AMC Combined with Truncated ARQ

We start by briefly reviewing the main concept of the cross-layer design which consists of choosing the AMC parameters under the constraints imposed by the QoS [3]. The QoS requires that the maximum number of retransmissions, allowed per packet, be no greater than $N_{\max}$, and that the probability of loosing the packet after $N_{\max}$ retransmissions be smaller than $P_{\text{loss}}$. Both constraints take into account different QoS requirements defined for the targeted applications (e.g., multimedia) depending on the application’s sensitivity to the delay and/or to the packet loss rate.

For AMC with $N$ TMs, the SNR scale has to be partitioned into $N + 1$ intervals, each delimited by two threshold values. Given, this partitioning, the $n$-th TM, defined by the interval $[\gamma_n, \gamma_{n+1})$, is chosen if the instantaneous SNR $\gamma$ satisfies

$$\gamma \in [\gamma_n, \gamma_{n+1}),$$

(3)

where, by definition, $\gamma_0 = 0$ and $\gamma_{N+1} = +\infty$. 


Let \( \text{PER}_{\text{max}} \) be the maximum instantaneous PER in each transmission. Knowing that \( N_{\text{max}} + 1 \) independent transmissions are allowed, the cross-layer design consists in determining the SNR thresholds \( \{\gamma_n\}_{n=1}^N \) under the constraint (called here \( \text{PER}_{\text{OBJ}} \)) imposed on the PER and given by

\[
\begin{align*}
\text{PER}^{N_{\text{max}}+1}_{\text{max}} &\leq P_{\text{loss}}^1, \\
\text{PER}_{\text{max}} &\leq P_{\text{loss}}^{N_{\text{max}}+1}.
\end{align*}
\]

(4)

Using (1), the SNR thresholds can then be defined as [3]

\[
\gamma_n = \gamma_n(\text{PER}_{\text{max}}) = \frac{1}{g_n} \ln \left( \frac{a_n}{\text{PER}_{\text{max}}} \right), \quad n = 1, 2, \ldots, N,
\]

(5)

where, for further considerations, we emphasize the functional dependence of the thresholds \( \gamma_n \) on the parameter \( \text{PER}_{\text{max}} \).

In order to analyze the system’s performance both in terms of throughput and PER, we present the PER and the throughput formulae following the development provided in [2] [3]. Given that the \( n \)-th TM is chosen with the probability

\[
P_n = \int_{\gamma_n}^{\gamma_n+1} p_\gamma(\gamma)d\gamma,
\]

(6)

and that the average packet error rate for the \( n \)-th TM is given by

\[
\text{PER}_n = \frac{1}{P_n} \int_{\gamma_n}^{\gamma_n+1} \text{PER}_n(\gamma)p_\gamma(\gamma)d\gamma,
\]

(7)

the overall average PER is expressed as

\[
\text{PER} = \frac{\sum_{n=1}^N P_n \text{PER}_n}{\sum_{n=1}^N P_n},
\]

(8)

where the numerator corresponds to the number of incorrectly received packets and the denominator to the total number of transmitted packets.

We assume that if the SNR falls below \( \gamma_1 \) and no transmission is carried out, the idle time is the same as for the first TM. Then, the throughput is given by

\[
\text{TH} = \frac{\sum_{n=1}^N P_n (1 - \text{PER}_n)}{\sum_{n=1}^N P_n / R_n + \left(1 - \sum_{n=1}^N P_n\right) / R_1},
\]

(9)

where the numerator represents the number of correctly received bits, the denominator indicates the total transmission time, \( T_{\text{tot}} \), and \( R_n \) is the spectral efficiency of the \( n \)-th TM (expressed in bits/symbol). The packet loss rate (PLR) can then be calculated as

\[
\text{PLR} = \left(\text{PER}\right)^{N_{\text{max}}+1}.
\]

(10)
Note that satisfying the constraints $\text{PER}_{\text{OBJ}}$ implies that the PLR is always lower than $P_{\text{loss}}$.

Numerical values of the transmission parameters may be obtained using (2) in (6) and in (7) which leads to the expressions

$$P_n = \exp\left(-\frac{\gamma_n}{\bar{\gamma}}\right) - \exp\left(-\frac{\gamma_{n+1}}{\bar{\gamma}}\right) \quad (11)$$

$$\overline{\text{PER}}_n = \frac{a_n}{\bar{P}_n \bar{\gamma}} \frac{\exp(-x_n \gamma_n) - \exp(-x_n \gamma_{n+1})}{x_n} \quad (12)$$

where $x_n = g_n + 1/\bar{\gamma}$.

### 3.2 Optimizing the Throughput

The cross-layer design, described in the previous subsection does not directly address the issue of throughput maximization. It rather starts with conditions guaranteeing that the PER constraints are satisfied [cf. (4)] and then by allowing for multiple transmissions increases the spectral efficiency. Note, that both the throughput (9) and the PLR (10) depend on the average SNR $\bar{\gamma}$ and on the thresholds $\{\gamma_n\}$. In other words, $TH \equiv TH(\{\gamma_n\}; \bar{\gamma})$ and $PLR \equiv PLR(\{\gamma_n\}; \bar{\gamma})$.

Here we propose to directly maximize the throughput $TH$ under the constraints imposed on the PLR and using the SNR thresholds $\{\gamma_n\}$ as optimization variables. Thus, instead of considering the constraint $\text{PER}_{\text{OBJ}}$ in (4), we impose the constraints on the PLR

$$\text{PLR}(\{\gamma_n\}; \bar{\gamma}) < P_{\text{loss}} \quad (13)$$

and call these constraints $\text{PLR}_{\text{OBJ}}$. Note that these constraints are less stringent than the $\text{PER}_{\text{OBJ}}$ because only the PER averaged over all channel states is constrained while in $\text{PLR}_{\text{OBJ}}$ we constrain the PER for each packet.

Our optimization problem can then be stated as follows: maximize the throughput for a target SNR $\bar{\gamma}_o$ while ensuring that the PLR is satisfied in the case of different SNRs $\bar{\gamma}_{c,k}$ for $k = 1, \ldots, K$. This is done through the multiple constraints in the following optimization problem:

$$\{\gamma_n\} = \arg\{\xi_n\} \max\{TH(\{\xi_n\}; \bar{\gamma}_o)\} \quad (14)$$

$$\text{PLR}(\{\xi_n\}; \bar{\gamma}_{c,k}) < P_{\text{loss}}, \quad k = 1, \ldots, K \quad (15)$$

In this approach, that we refer to as the AMC_PLR solution, packets transmitted over the channel with SNR close to the thresholds $\{\gamma_n\}$ may experience a probability of loss that is higher than $P_{\text{loss}}$. Nevertheless, the PER averaged over the channel states, i.e. the PLR, is ensured to stay within the constraints. The potential problem with the AMC_PLR solution is that the $\text{PLR}_{\text{OBJ}}$ constraints are satisfied only if the channel states are independent among the transmissions as it is assumed in the model. In the case of a correlated channel that fades slowly, packets might be transmitted in the conditions with almost the same SNR, that remains close to the threshold value during a long period of time, which can cause undesirable packet-error bursts.
\[ PER_{\text{max, TX}} = \arg\max_F \ \{ TH(\{\gamma_{\text{TX}, n}(F)\}, \{\gamma_{\text{RT, n}}(P_{\text{loss}}/F)\}; \bar{\gamma}_o) \} \]  

\[ \{\gamma_{\text{TX}, n}\}, \{\gamma_{\text{RT, n}}\} = \arg\max_{\{\xi_n\}, \{\chi_n\}} \ \{ TH(\{\xi_n\}, \{\chi_n\}; \bar{\gamma}_o) \} \]  

\[ \text{PLR} \ (\{\gamma_{\text{TX}, n}\}, \{\gamma_{\text{RT, n}}\}; \bar{\gamma}_o) \leq P_{\text{loss}}. \]  

4 Aggressive Adaptive Modulation and Coding

The AMC considered up to now assumed that the TMs are chosen in the same way for the first transmission and its corresponding retransmissions. We want to change this paradigm noting that the average number of retransmissions is relatively low (usually of order of few percent), so it might be possible to enhance the throughput by increasing the spectral efficiency of the first transmission. Since this would also increase the corresponding PER, retransmissions would have to take care of ensuring the satisfactory packet loss. Given that the TM selection is more “daring” in the first transmission than in the retransmission, we refer to this scheme as aggressive AMC (A-AMC). Again, as in the approach presented in the previous section, we consider two different performance constraints \( \text{PER\_OBJ} \) (4) and \( \text{PLR\_OBJ} \) (13) resulting in two design schemes which we respectively call A-AMC and A-AMC\_PLR. For the purpose of the demonstration we limit our consideration to the design with only one retransmission, i.e., \( N_{\text{max}} = 1 \).

In the A-AMC scheme, the SNR thresholds for the first transmission and for the retransmissions may be different, we denote them respectively by \( \{\gamma_{\text{TX}, n}\}_{n=1}^N \) and \( \{\gamma_{\text{RT, n}}\}_{n=1}^N \). Now, the throughput and the PLR depend on both sets of the SNR thresholds, i.e., \( TH \equiv TH (\{\gamma_{\text{TX}, n}\}, \{\gamma_{\text{RT, n}}\}; \bar{\gamma}) \) and \( \text{PLR} \equiv \text{PLR}(\{\gamma_{\text{TX}, n}\}, \{\gamma_{\text{RT, n}}\}; \bar{\gamma}) \). Denote also, by \( PER_{\text{max, TX}} \) and \( PER_{\text{max, RT}} \) the maximum instantaneous PER for the first transmission and for the retransmission, respectively. In the A-AMC design, the constraint \( \text{PER\_OBJ} \) is given by

\[ PER_{\text{max, TX}} \cdot PER_{\text{max, RT}} < P_{\text{loss}}. \]  

The optimization problem yielding the A-AMC parameters is given by (17) where the constraint (16) is already included, hence only \( P_{\text{max, TX}} \) is the optimization variable. Once its optimal value is found, \( P_{\text{max, RT}} \) is calculated from (16). Both maximum PERs define finally the SNR thresholds through (5).

The A-AMC\_PLR design treats both SNR threshold sets \( \{\gamma_{\text{TX}, n}\} \) and \( \{\gamma_{\text{RT, n}}\} \) as the optimization variables, so following the idea presented in Section 3.2, the optimization problem (18) is solved.

The A-AMC design implies that packets with different modulation levels may co-exist within the same frame, depending on whether they are transmitted for the first time or correspond to retransmissions. Therefore, the formulae for the throughput and the PER have to be re-derived. The throughput is given by

\[ TH = \frac{M_{\text{TX\_OK}} + M_{\text{RT\_OK}}}{T_{\text{tot}}} \]  

where \( M_{\text{TX\_OK}} \) and \( M_{\text{RT\_OK}} \) are the numbers of correctly received packets in the first transmission and the retransmission, respectively, and \( T_{\text{tot}} \) is the total
transmission time. These values are given in (21), (22) and (23), where \( P_{m,n} \) represents the probability that the first transmission is done using the \( n \)-th TM and the retransmission using the \( m \)-th TM, and is given by

\[
P_{m,n} = \left( \int_{\gamma_{TX,n}, \gamma_{TX,n+1}}^{\gamma_{RT,m}, \gamma_{RT,m+1}} p(\gamma)d\gamma \right)^2
\]

(20)

The average number of packets in the first transmission and in the retransmission are, respectively \( M_{TX} \) and \( M_{RT} = M - M_{TX} \) (\( M \) being the number of packets per frame). The probability of having the first transmission and not being allowed to retransmit is given by \( P_{0,1} = P_r(\gamma_{TR,1} \leq \gamma \leq \gamma_{TR,2} \land \gamma \leq \gamma_{RT,1}) \). Finally, replacing in (19) the terms given in (21), (22) and (23), the expanded expression of throughput can be obtained.

\[
N_{TX,OK} = \sum_{n} (1 - \text{PER}_{TX,n})P_{TX,n} + (1 - \text{PER}_{TX,1})P_{0,1}
\]

(21)

\[
N_{RT,OK} = \sum_{m,n} (1 - \text{PER}_{RT,m})P_{m,n}\text{PER}_{TX,n}
\]

(22)

\[
T_{tot} = \sum_{n} \frac{P_{TX,n}}{R_n} + \sum_{m,n} \frac{P_{m,n}}{R_m}\text{PER}_{TX,n} + \sum_{n} \text{PER}_{TX,n} P_{TX,n} + N \int_{0}^{\gamma_{TR,1}} p(\gamma)d\gamma
\]

(23)

\[
\text{PLR} = \frac{\sum_{m} \sum_{n} \text{PER}_{RT,m}P_{RT,m} + \sum_{n} \text{PER}_{TX,n} P_{TX,n} + \sum_{n} \text{PER}_{TX,n} P_{TX,n} + \sum_{n} \text{PER}_{TX,n} P_{TX,n}}{\sum_{n} \frac{P_{TX,n}}{R_n} + \sum_{m,n} \frac{P_{m,n}}{R_m} + \sum_{n} \text{PER}_{TX,n} P_{TX,n} + \sum_{n} \text{PER}_{TX,n} P_{TX,n}}
\]

(24)

The PLR can be computed as the ratio of the number of packets incorrectly received in the second transmission, over the number of all transmitted packets. The resulting expression is provided in (24). Note here, that the formula (19) and (24) are valid for \( \text{PER}_{TX,max} \geq P_{loss}^{1/2} \) which implies that \( \gamma_{TX,1} \leq \gamma_{RT,1} \). The average number of retransmitted packets \( \overline{M}_{RT} \), employed in (21)-(24), depends on the average number of packets in the first transmission and on its average PER. Therefore,

\[
\overline{M}_{RT} = \frac{\text{PER}_{TX}}{1 + \text{PER}_{TX}}
\]

(25)

can further be expressed as

\[
\overline{M}_{RT} = \frac{M_{TX} \text{PER}_{TX}}{1 + \text{PER}_{TX}}
\]

(26)

which is used to provide the final expressions for the throughput and the PLR by replacing (26) in (21)-(24).

5 Numerical Comparisons

The numerical results presented in this section were obtained for \( P_{loss} = 10^{-4} \), \( \pi_v = 20\text{dB} \), \( \gamma_{TRc,k} = k; k = 1, \ldots, 20\text{dB} \), and a maximum number of retransmissions \( N_{max} \) that varies from 0 to 2 in the AMC case. For the A-AMC scheme, a
value of $N_{\text{max}} = 1$ was considered. All the optimization procedures were implemented with numerical functions of the Matlab optimization toolbox.

We show in Fig. 1a and Fig. 1b the results of the optimization as described in (14)-(15). In these figures, we also provide results corresponding to the design approach described in subsection 3.1 for comparison purposes. We observe, that allowing for one retransmission increases the throughput of the original AMC design by 0.2-0.4 bit/symbol (depending on the value of $\bar{\gamma}_o$) when compared to one transmission only. Note, that 0.1 bits/symbols translates into 1Mbps of additional bandwidth if the symbol rate is 10Msymbols/s [3]. Compared to the original AMC, our AMC,PLR solution allows us to increase the throughput by 0.1-0.2 bits/symbols while ensuring that the PLR satisfies the constraint of $P_{\text{loss}} = 10^{-4}$ (tightly between 7 and 16dB).

The comparison of the throughput obtained by means of the A-AMC and the AMC is provided in Fig. 2a. For the same number of retransmissions allowed, i.e., $N_{\text{max}} = 1$, it is shown that the proposed A-AMC outperforms the AMC by 0.1-0.2 bit/symbol in the SNR range 10-20dB. Thus, an additional 1-2Mbps of bandwidth becomes available (symbol rate of 10Msymbols/s). The A-AMC used with one retransmission only outperforms even the AMC scheme used with two retransmissions. The improvement in throughput is obtained without any additional cost for the receiver/transmitter design and not affecting the PLR which is always lower than $P_{\text{loss}}$ and in fact, is practically unchanged compared to the one obtained using the original AMC scheme (results not shown for lack of space). Considering the A-AMC,PLR approach, we see in Fig. 2b that an improvement of the throughput with respect to A-AMC (cf. Fig. 2a) is possible; further 0.1 bit/symbol is yielded at the expense of an increase in the PLR which, nevertheless, is kept within the constraint (13) in a similar way as it was already shown in Fig. 1b.
6 Conclusions

We presented and analyzed different approaches to throughput maximization when employing adaptive modulation and coding (AMC). We used the constraints defined at the application layer and took into account the improved reliability that can be offered by ARQ at the link layer. The proposed AMC design treats the SNR thresholds as the optimization variables and, unlike the approach in [3], directly maximizes the throughput expression. We considered two types of constraints in the optimization problem we solved. The first imposes the constraints on the individual PER (PER OBJ) [3] and the second constrains the PLR (PLR OBJ). We showed that by optimizing the SNR thresholds, throughput can be improved with no necessary modification to the transceiver’s design. We also changed the AMC paradigm of [3], by allowing the modulation/coding schemes to change from one transmission to another. The so-called Aggressive-AMC technique is characterized by robustness to channel modelling errors as it imposes the constraints on the probability of error in each packet (PER OBJ) so that the final PER is independent of the actual fading. If the model of the channel is adequate, the A-AMC PLR solution should be retained as it practically doubles the gain obtained with the heuristic approach presented in [3].
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Abstract. This work presents an implementation carried out in Network Simulator that allows the user to simulate and to analyze in a MPLS network the dynamic rerouting of CR-LSPs, in conformity with RFC3214. The addition of the parameter “Actionflag” to the header of the message and the creation and alteration of functions allow the dynamic rerouting of LSPs, using the same identifier, and consequently, a better administration of the resources of the network.

1 Introduction

In the last years, the transmission of multimedia data through the Internet has significantly increased, demanding that the packets have a differentiated treatment. Therefore, the network must guarantee the delivery of information, the delay reduction or even these characteristics combined to make the service qualified for the final user.

We have observed, especially along the last mile traveled by the messages transmitted through the Internet, that difficulties such as network congestion and slowness appear due to the permanence of network that use protocols that don't allow the implementation of “Quality of Service” (QoS). In this scenario appears “Multiprotocol Label Switching” (MPLS) that makes possible the establishment of virtual circuits through several types of networks found along the way. The control over these virtual circuits allows the implementation of QoS and Traffic Engineering concepts.

The Traffic Engineering is concerned with the performance optimization in the networks. In general, it unites technology with scientific principles to measure, model, characterize and control the traffic, and treats the application of such knowledge and
techniques to reach specific objectives of performance. It is a process that improves the network utilization by trying to create a uniform and differentiated traffic distribution [4].

2 Network Simulator (NS) and MNSv2

The Network Simulator is a object-oriented simulator of networks, developed at Berkley UC, very used in the academic environment for simulating computer networks. This simulator was developed in C++ and Object Tcl. Its open source code, the many types of networks already implemented and the ease to implement and compile new types of networks are great advantages. Since the object of our study involves MPLS Networks, we used the package “MNS v2.0 for ns-2.1b8a”, that compiles on “Network Simulator version 2.1b8a”.

2.1 Mapping the Nomenclatures and Concepts of RFCs with the Nomenclatures and Concepts of MNSv2

- LSR and LER: they are declared by the “node” command of NS with a parameter to enable MPLS;
- FTN and ILM: they are implemented in the three structures: 1)LIBEntry (Label Information Base Entry), where the sets of incoming label/interface and the sets of outgoing label/interface are mapped; 2)ERBEntry (Explicit Route Information Base Entry), where there is the FEC and the LSPID mapping with LIBEntry; and 3)PFTEntry (Partial Forwarding Table Entry), where there is the FEC mapping and the data flow ID with LIBEntry.
- NHLFE: In MNSv2 there is no structure for it. It is implemented along the code. For instance, the get-cr-mapping procedure (in the ns-mpls-ldpagent.tcl file) is a part of this code. The information of next node is stored in LIBEntry.
- Action Flag: variable declared as “actflag” that transports the value “1”, that corresponds to the “modify” value cited in [2].

Functions in C++ and Object TCL had to be created and others modified so that the Network Simulator could simulate the dynamic rerouting, as we will see next section.

3 Simulating an Example

In this section we simulate a dynamic rerouting using a network with the following configuration:
- Nodes: Hosts 0 and 7, LSRs 2, 3, 4 and 5, LERs 1 and 6, configurated in the same way as hosts of the Fig. 1;
- Links: 10Mbit/s bandwidth, 1ms delay, DropTail queue;
Flow (1) (UDP, CBR, 1500bytes packet size, 5ms delay);
Flow (2) (UDP, CBR, 1500bytes packet size, 5ms delay);

Visualizing Rerouting Animations. At first we made a rerouting simulation where a CR-LSP with identifier 1000 was established following route 0-1-2-3-6-7, as is shown in Fig. 1. Then, this CR-LSP had its route modified starting to follow route 0-1-2-3-4-5-6-7, as Fig. 2 shows.

![Network Animator showing two data flows following original CR-LSP and the label mapping packet going through node 5 to 4, mapping the new route.](image1)

![Network Animator showing data flows following original CR-LSP with modified route.](image2)

Initial CR-LSP establishment. The CR-LSP must use the route 0-1-2-3-6-7 initially. It is observed in table 1 the summary of the LIB tables of nodes 1, 2 and 3, with the set of ingress and egress interface/label mappings that characterize CR-LSP. It is also important to observe that node 1 does not have ingress interface (iIface) nor ingress label (iLabel), because it is itself an ingress router, and node 6 does not appear in the LIB tables, because MNSv2 uses Penultimate Hop Popping, where the penultimate LSR of a CR-LSP does not need to store label mappings. It can also be noticed in table 2 that summarizes the tables ERB of nodes 1, 2 and 3, that all lines in the LIBPtr (pointer to LIB, that stores the label mappings of a LSPID) column have the value “0” (zero) because they are pointing to the same CR-LSP. Only the ingress node (1) has the PFT table, shown in table 3, because this table maps the data flows identifiers (Fid) with the LIB entries (LIBPtr). As we created exactly two UDP flows (Fid = “1” and Fid = “2”) and send them through the same CR-LSP (LIBPtr = “0”), the PFT table has two lines mapping each Fid to the same LIBPtr.
Table 1. Set of three LIB tables of nodes 1, 2 and 3 for the same CR-LSP.

<table>
<thead>
<tr>
<th>node:</th>
<th>#</th>
<th>Iiface</th>
<th>Ilabel</th>
<th>Oiface</th>
<th>Olabel</th>
<th>LIBptr</th>
<th>Linkerror?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>2</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>

Table 2. Set of three ERB tables of nodes 1, 2 and 3 for the same CR-LSP 1000.

<table>
<thead>
<tr>
<th>Node</th>
<th>FEC</th>
<th>LSPid</th>
<th>LIBptr</th>
<th>SLIBptr</th>
<th>QoSId</th>
<th>aPATHptr</th>
<th>ILabel</th>
<th>iFace</th>
<th>Fail</th>
<th>Next</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>1000</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>1000</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>1000</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. PFT table of node 1 for the CR-LSP 1000.

<table>
<thead>
<tr>
<th>FEC</th>
<th>Fid</th>
<th>Prio</th>
<th>LIBptr</th>
<th>SLIBptr</th>
<th>AlternativePath</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>

CR-LSP Rerouting Process. The route should be modified to 0-1-2-3-4-5-6-7. It is observed in Table 4 that summarizes five LIB tables, that during the process, a new set of labels is created in each node used by the new route, and that in nodes 1, 2 and 3, where the old and new routes coincide, two sets of labels are established for the same CR-LSP. We observe in Table 5, that summarizes five ERB tables of nodes 1, 2, 3, 4 and 5, that the LIBPtr fields of nodes 1, 2 and 3 now points to entry “1” of its respectively LIB table because the value “1” represents the new set of labels (of same CR-LSP but rerouted). Now for nodes 4 and 5, this field points to “0” because in these routers, only a unique set of labels was created for CR-LSP. Table 6, that summarizes PFT tables, remains unaltered because the pointer that attributes UDP flows to LIB entries, was not changed yet as variable LIBPtr shows (it is “0”). Then, the UDP flows remain following the old route.

Table 4. Set of five LIB tables of nodes 1, 2, 3, 4 and 5 for the rerouted CR-LSP.

<table>
<thead>
<tr>
<th>node:</th>
<th>#</th>
<th>Iiface</th>
<th>ILabel</th>
<th>OIface</th>
<th>OLabel</th>
<th>LIBptr</th>
<th>Linkerror?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>2</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>2</td>
<td>2</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>-1</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>6</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>
Table 5. Set of five ERB tables of nodes 1, 2, 3, 4 and 5 for the rerouted CR-LSP.

<table>
<thead>
<tr>
<th>Node</th>
<th>FEC</th>
<th>LSPid</th>
<th>LIBptr</th>
<th>SLIBptr</th>
<th>QoSId</th>
<th>aPATHptr</th>
<th>ILbl</th>
<th>iface</th>
<th>Fail</th>
<th>Next</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>1000</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>*</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>1000</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>*</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>1000</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>*</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>1000</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>*</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>1000</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>*</td>
</tr>
</tbody>
</table>

Table 6. PFT table of the node 1 for the rerouted CR-LSP.

<table>
<thead>
<tr>
<th>FEC</th>
<th>Fid</th>
<th>Prio</th>
<th>LIBptr</th>
<th>SLIBptr</th>
<th>AlternativePath</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>

Rerouting Finalization and Release of old labels. After the establishment of the new set of labels, a label release message is sent through the old route and, the old labels of this CR-LSP are released. As we can visualize in Table 7, the only sets of labels and interfaces that remain in LIB table are those related with the new route of CR-LSP. ERB table remains unaltered, as we can see in Table 8. After the end of the release operation, we modify the pointer, attributing the UDP flows to the rerouted CR-LSP, as variable LIBPtr of Table 9 shows (it is “1” now).

Table 7. Set of five LIB tables of nodes 1, 2, 3, 4 and 5 for the rerouted CR-LSP without the old labels, already released.

<table>
<thead>
<tr>
<th>Node</th>
<th>#</th>
<th>iface</th>
<th>ilabel</th>
<th>oiface</th>
<th>olbl</th>
<th>LIBptr</th>
<th>Linkerror?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>2</td>
<td>2</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>4</td>
<td>6</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>

Table 8. Set of five ERB tables of nodes 1, 2, 3, 4 and 5 for the rerouted CR-LSP without the old labels, already released.

<table>
<thead>
<tr>
<th>Node</th>
<th>FEC</th>
<th>LSPid</th>
<th>LIBptr</th>
<th>SLIBptr</th>
<th>QoSId</th>
<th>aPATHptr</th>
<th>ILbl</th>
<th>iface</th>
<th>Fail</th>
<th>Next</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>1000</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>*</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>1000</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>*</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>1000</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>*</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>1000</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>*</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>1000</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>*</td>
</tr>
</tbody>
</table>

Table 9. PFT table of node 1 for the CR-LSP rerouted, without the old labels, already released.

<table>
<thead>
<tr>
<th>FEC</th>
<th>Fid</th>
<th>Prio</th>
<th>LIBptr</th>
<th>SLIBptr</th>
<th>AlternativePath</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>
4 Final Conclusions About the Work

At the end of our work, after having implemented the dynamic rerouting in Network Simulator (NS) as established in [2], we observed that in fact, in the dynamic rerouting of a CR-LSP, there is a great use of the available and used resources, by the fact that the same is liable to being accomplished without making necessary the interruption of the service for the modification of the route of a CR-LSP. However, in the static rerouting, it is first necessary to release CR-LSP and that interrupts the services that use it, and later it establishes the new CR-LSP with parameters identical to the old ones, changing only its route. After, it is necessary to reestablish the services.
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Abstract. This article describes a new traffic engineering scheme based on a load balance reactive method for congestion control in MPLS networks that makes use of local search and fuzzy logic techniques. It is an algorithm based on the “First-Improve Dynamic Load Balance Algorithm” (FID) and it works with linguistic values while performing load balance decisions. Computer simulation experiments have shown a better traffic distribution over the links of a network if compared to the behavior of the original version of the algorithm under the same circumstances.

1 Introduction

One of the most interesting applications of MPLS in IP based networks is Traffic Engineering (TE) [2]. The main objective of TE is to optimize the performance of a network through an efficient utilization of network resources. The optimization may include the careful creation of new Label Switched Paths (LSP) through an appropriate path selection mechanism, the re-routing of existing LSPs to decrease network congestion and the splitting of traffic between many parallel LSPs. The main approach to MPLS Traffic Engineering is the so-called Constraint Based Routing (CBR) [4]. In this article we present a new scheme to control the congestion in an MPLS network by using a load balancing mechanism based on fuzzy logic entitled FuDyLBA. FuDyLBA was built upon the ideas of the First-Improve Dynamic Load Balance Algorithm (FID) [4]. The main weakness of FID is that it does not take into account the link utilization intensity to define how many LSPs it will re-route which makes necessary in some cases several iterations of the whole algorithm. The proposed scheme adds a fuzzy controller to the structure of FID, thus eliminating the problems concerning its limitations. The article is organized as follows: Section 2 highlights general aspects about the proposed scheme; Section 3 describes in details the pseudocode of the proposed algorithm; in Section 4 we discuss the experiments performed to analyze FuDyLBA and their results; and finally in Section 5 we make some final considerations and suggestions for possible future works.
2 Overview of FuDyLBA

Our algorithm is named FuDyLBA, because it is an improved version of First-Improve DyLBA (FID) by means of fuzzy logic techniques, or Fuzzified DyLBA (FuDyLBA).

In our method, the core of FID was modified in a way that enabled it to work with intensity levels, thus creating a link unload function. This function gets as input an intensity level that indicates how much a certain link should be released of its load. Such function performs in a way very similar to FID, but it does not stop after finding the first suitable LSP and rerouting it. In fact, it keeps restarting after every finding, accounting the amount of traffic load that has been released. When the released traffic load reaches the level defined by the input parameter, the local search stops and the next link is then examined. That goes on until all the links in the network are examined.

To calculate the input parameter of the link unload function, a fuzzy controller was designed. This controller has the percentage of link utilization as input parameter and the intensity level in which the link should be released of load as an output.

To represent the level of link utilization three linguistic input values were defined, as follows: “low congested”, “medium congested” and “high congested”. Each one of these values is defined by its own triangular membership function, hereby named input memberships. To understand linguistically the intensity level necessary for the unload function, three non-continuous membership functions were defined, as follows: “low unload”, “medium unload”, “high unload”, hereby named output memberships.

Every link in the network is measured in terms of percentage of link utilization and when a certain measurement fits any of the input memberships the link is considered congested. The unload function is then executed having the output of the fuzzy controller’s defuzzification process (center of gravity) as an input.

3 The Pseudocode

The pseudocode of our algorithm is shown in figure 1. Let us define the notation. Three pseudocode blocks are defined. The first block shows the general structure of the algorithm, while the second and third constitute the fuzzified link unload procedure. On the first block the variable LinkSet receives the set of all the links in the network, and a loop is started. Inside this loop, one element of LinkSet is taken and registered in the variable link per iteration. After that, the unload function is called with link as input. The loop ends after the variable LinkSet has no more elements left.

The unload function is a fusion of the second and third blocks. Actually, this function starts with a fuzzy controller, illustrated in the second block, that feeds the core of the unload function with the level which the link should be unloaded, based on the percentage of the link utilization. In the third block, we have the core of the unload function. In this portion of the pseudocode, first the variable change is initialized with zero. This variable will hold the accounting for how much the link was released of load. After that, the first loop is started and it will only stop when the
variable change is greater than or equal to the variable level (which holds the intensity with which the link should be unloaded). Inside this first loop, we initialize the variables LSPFound (with false) and LSPSet (with the set of all the LSPs crossing the link) and a new loop is then started. This second loop will only stop when LSPFound is equal to the logical value “true” or when there is no more elements left in LSPSet. Inside this loop the local search is performed first by taking an element from LSPSet and placing it in the variable LSPi. This is the LSP to be examined. After that, the contribution of the LSP stored in LSPi in terms of bandwidth consumption is removed from the network through the function RemovePartialLoad. The residual bandwidth for the current LSP is, then, calculated and stored in currResBw. After that, the algorithm tries to find a new path that does not include the current link and tries to store it in A_LSP. If it succeeds, the residual bandwidth for this alternate path is calculated, stored in altResBw, and compared to currResBw. If it is greater, LSPfound is set to “true” and change is increased with the percentage of link capacity that was released. Finally, the partial load of the LSP stored in LSPi is restored to the network and if LSPFound is “true” the LSP defined by LSPi is rerouted to the path defined by A_LSP.

4 Simulations and Results

The objective of the computer simulations was mostly to evaluate the improvements of FuDyLBA over FID, since FID was very well documented and simulated in [3], with comparisons to other load balance techniques that are very much mentioned in the literature, thus making its behavior well known.
4.1 The Experiments

To accomplish the experiments, the topology defined in the figure 2 was used. The thin traced lines represent links with capacity of 1024 units, the thin non-traced lines represent links with capacity of 2048 units and the thick line represent a link with capacity of 3072 units. The LSP requests are limited to the pair of LSRs 1 and 9, always starting at the LSR 1.

Two experiments were performed, both with the duration of 30 seconds, reproducing the exact same network characteristics for the two algorithms.

The first experiment used low granularity LSPs while the second one used higher granularity LSPs. The LSPs varied in a round-robin style in terms of bandwidth consumption, path and duration while they were being injected in the network at the rate of one at every 0.05 seconds. Six hundred LSPs were injected for both experiments. And the paths used were 1-3-10-11-9 and 1-10-11-9.

In the first experiment the bandwidth consumption used for the injected LSPs varied between 8 and 32 units as their lasting time varied between 3 and 8 seconds.

In the second experiment the bandwidth consumption used for the injected LSP varied between 32 and 128 units and their lasting time was the same used in the first experiment.

4.2 Results

The technique of choice for the evaluation of the quality of the load balance for each algorithm was the calculation of the standard deviation, during the time, for the percentages of residual bandwidth for each link in the simulated network.

The standard deviation is a well known dispersion measurement technique that is very suitable for the quality quantification of any load balance technique.

The standard deviation measures how much the elements of a sample set are apart from each other. Specifically in our case, those elements are the residual bandwidth for the link. A higher standard deviation would mean, in a final analysis, a worse load balance quality.
Fig. 3. Standard deviations of the residual bandwidths for the first experiment, along the time in seconds, respectively.

Fig. 4. Standard deviations of the residual bandwidths for the second experiment, along the time in seconds, respectively.

In figure 3 we can see the chart for the first experiments. This chart shows the standard deviation of the residual bandwidth for every link in the network along the time for FID and FuDyLBA. The same measurements for the second experiment can be found in figure 4.

Analyzing the presented charts, we can notice that FuDyLBA performs a better load balance than FID, not only as a final result, but for the most part of the experiment, even under attenuating circumstances.

The second experiment intended to show the effects of LSP granularity in FuDyLBA. By the charts it is possible to realize that the curves for both algorithms get closer, thus showing that under the insertion of high granularity LSPs FuDyLBA performs more similar to FID. This is a result of the link based characteristic of FuDyLBA. This does not constitute a downside because the computational complexity follows the same behavior.
5 Conclusions and Future Works

In this paper we presented the benefits of Fuzzy Logic techniques to traffic engineering reactive congestion management methods. Specially, we presented FuDyLBA, a reactive load balance algorithm based on fuzzy logic based that has its origins in the FID algorithm. Computer simulations were able to demonstrate how better FuDyLBA performs if compared to its predecessor. It was shown as well that attenuating circumstances, like LSP granularity, can suppress the improvements brought by fuzzy logic techniques, making the functionality of the modified algorithm to be similar to the original one. That, in the other hand, does not constitute a downside, because computational complexity follows the same behavior, thus making the fuzzified algorithm, during attenuating circumstances, to behave like its non-fuzzy version with the same computational cost.

Some aspects of the algorithm are yet to be addressed in future works. This includes a better design of the membership functions and the integration of neural networks and genetic algorithms techniques.
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Abstract. This paper presents the service differentiation over Generalized Multi-Protocol Label Switching (GMPLS) networks. A method is proposed to provide necessary bridges between DiffServ and GMPLS network. Policy framework defined by the IETF is also extended with new policies for controlling and managing the life-cycle of Label Switched Paths (LSPs) and for the mapping of DiffServ traffic onto existing LSPs.

1 Introduction

The Multi-Protocol Label Switching (MPLS) technology is a suitable method to provide Traffic Engineering (TE), independent of the underlying layer2 technology [1],[2]. MPLS cannot provide a mapping between a LSP and a service differentiation, which brings up the need to complete it with another technology capable of providing such a feature: DiffServ. DiffServ is becoming prominent in providing scalable network designs supporting multiple classes of services. Currently, in Internet Engineering Task Force (IETF), DiffServ and MPLS, both provide their own benefits [3].

Generalized Multi-Protocol Label Switching (GMPLS) is a new technology proposed by the IETF [4]. GMPLS is a protocol [9] that use advanced network signaling and routing mechanisms to automate set up of end-to-end connections for all types of network traffic: TDM, Packets or Cell-based, Waveband or Wavelength. GMPLS extends MPLS to encompass new technologies (optical networks). We would also like to extend the differentiation of service in this Generalized MPLS networks. In this paper, a new method is proposed to engineer QoS paths within a Diffserv over GMPLS domain. This notion applies a set of rules across the domain (GMPLS domain) to allocate LSP to the traffic based on the DiffServ classes of service and dynamic link metrics.

We will apply policy-based management (PBM) concepts to manage a DiffServ GMPLS network, because we consider this as an appropriate way of dealing with large sets of managed elements. Using PBM for networks and systems is very popular since the early work on policies such as [5],[6],[7].

This article is organized as follows: section 2 describes the GMPLS network and its basic mechanisms, section 3 describes the DiffServ mechanism over MPLS, section 4 presents our proposition for accomplishing the service differentiation in
GMPLS, section 5 and 6 deals with the application for PBM in DiffServ/GMPLS networks. And finally, we conclude in section 7.

2 GMPLS

Traditional MPLS is designed to carry Layer 3 IP traffic using established IP-based paths and associated these paths with arbitrarily assigned labels. These labels can be configured explicitly by a network manager, or be dynamically assigned by means of a protocol such as the Label Distribution Protocol (LDP) or the Resource Reservation Protocol (RSVP).

From MPLS to GPMLS. GMPLS generalizes MPLS in defining labels to switch varying types of Layer 1, Layer 2, or Layer 3 traffic. A functional description of extensions MPLS signaling needed to support the new classes of interfaces and switching is provided in [9]. GMPLS nodes can have links with one or more of the following switching capabilities:

- Fiber-switched capable (FSC),
- Lambda-switched capable (LSC),
- Time division multiplexing (TDM) switched-capable (TSC),
- Packet-switched capable (PSC).

Label-switched paths (LSPs) must start and end on links with the same switching capabilities GMPLS extends the reach of MPLS through a control plane allowing it to reach into other networks and provide centralized control and management of these networks. This will bring greater flexibility to somehow rigid optical networks and provide a centralized management and control.

GMPLS basic mechanisms. GMPLS uses a set of mechanisms to achieve scalability, handle the network heterogeneity regarding switch and forward mechanisms and ease of configuration, besides the requirements for resiliency. Some of these GMPLS specific mechanisms are [10][11]:

- A separation of Control channel from Data Channel,
- A suggested Label to speed up label assignment,
- Use of Forwarding Adjacency (FA) Routing and Signaling.

3 DiffServ over MPLS

In a multi-service network, different applications have varying QoS requirements. The IETF has proposed the DiffServ architecture as a scalable solution to provide Quality of Service (QoS) in IP Networks. In order to provide quantitative guarantees and optimization of transmission resources, DiffServ mechanisms should be comple-
mented with efficient traffic engineering (TE) mechanisms, which operate on an aggregate basis across all classes of service. The MPLS technology is a suitable method to provide TE, independently of the underlying layer2 technology [3].

In recent years there has been active research in the field of MPLS and an increasing number of networks are supporting MPLS. An MPLS network consists of label switched paths (LSPs) and edge/core label switch routers (LERs/LSRs). The LSRs store the label translation tables. Core LSRs provide transit services in the middle of the network while LERs (edge LSRs) provide an interface with external networks. The RFC 3270 gives an answer to a research problem related to the DiffServ model and MPLS, this document [12] presents a solution for the support of DiffServ over MPLS networks. There are two types of MPLS LSPs that support DiffServ extensions the E-LSP and the L-LSP:

![E-LSP et L-LSP representation](image)

**E-LSP** (EXP-inferred-PSC LSPs): This type of LSP can support only eight Behavior Aggregates (BA). This is because the three-bit EXP field is used to infer the PHB that is applied to a packet. These LSPs are referred to as "EXP-inferred-PSC LSPs" (E-LSP). The PHB Scheduling Class (PSC) of a packet transported on this LSP type depends on the EXP field value for that packet. With this approach, a single LSP can be used to support one or more Ordered Aggregates (OAs). Here, the mapping of an EXP field with a PHB is either explicitly done during label establishment or pre-configured.

**L-LSP** (Label-Only-Inferred-PSC LSP): Separate LSPs are established for a single <FEC, OA> pair. With such LSPs, PSC is explicitly signaled at the time of label establishment, so that after label establishment, the LSR can exclusively infer, the PSC to be applied to a labeled packet from the label value. When the Shim Header is used, the Drop Precedence to be applied by the LSR to the labeled packet is conveyed inside the labeled packet MPLS Shim Header using the EXP field. When the Shim Header is not used (e.g., MPLS Over ATM), the Drop Precedence to be applied by the LSR to the labeled packet is conveyed inside the link layer header encapsulation, using link layer specific drop precedence fields (e.g., ATM CLP)[13].
4 DiffServ over GMPLS

As for MPLS, in GMPLS, the setting up of QoS based differentiated services rests on TE and DiffServ, but here E-LSP solution is excluded and only that based on L-LSP can considered. For the simple reason that data routing in the optical nodes is transparent. Indeed, in the optical nodes, the label is quite simply a time slot, a wavelength or a fiber. Thus, here the QoS management mechanisms are gathered around two techniques:

- Traffic Engineering: it rests on in GMPLS an evolved RSVP-TE for the resource reservation, the generalized LSP establishment, on routing protocols adapted to GMPLS for the topology knowledge and on other network characteristics.
- DiffServ L-LSP: it consists in associating the PHB (class of traffic and drop precedence) with a LSP. In fact, neither the class of service nor the drop precedence can be transported in the data.

4.1 Traffic Engineering in GMPLS

The objectives and principles of TE in GMPLS are identical to those of MPLS. On the other hand the mechanisms and protocols evolved in order to adapt to heterogeneous environments and optical networks constraints. In GMPLS, routing and signaling processes are optimized and adapted to the heterogeneous networks. They use an out of band signalization (control channel) established by LMP. LMP provides also effective mechanisms for the checking and the detection of breakdown on the links. We limit ourselves here to describe, in what follows, their differences compared to those of MPLS. The information distribution with the TE routing protocols. The link information included in the Label Switch, which is transmitted by the node is similar to that in MPLS: maximum bandwidth, Maximum reserved Bandwidth, Unreserved bandwidth, Traffic Engineering metric, etc. However, they are related here to interface type and coding information: Package, Ethernet, time slot (SDH/Sonet), lambda (wavelength) or fiber.

Generalized labels distribution and resources reservation by RSVP-TE for GMPLS. The evolutions of RSVP-TE for GMPLS are proposed in RFC 3473 at the IETF [18]. RSVP-TE for GMPLS is an evolution of the RSVP-TE, it allows the establishment of a generalized LSP and the setting up of complex management resource reservation for heterogeneous environments.

4.2 DiffServ L-Lsp

L-LSP (Label only inferred PHB Scheduling Class LSP) is the only solution making it possible to associate a generalized LSP with a couple <FEC, OA>. Indeed, for two points:
In the optical networks, there is no header added to the packet,
The optical nodes can not examine header.

For the same reasons, we will not be able to manage either drop precedence within
the same class of service in the optical nodes. The PHB will depend only on the
value of the label, that amounts establishing a LSP by class of service towards the
same recipient. In a given L-LSP, each LSR will use the label for at the same time
conveying the packet and to determine which treatment or PHB (class of service)
apply to the packets. In the case of classes AF and only in the not-optics nodes, we
can use the EXP field of the "shim header" for the drop precedence.

4.3 A Suggested Method

We have modified the work presented in [14], and adapted it to GMPLS networks. In
order to support the differentiation of service, we propose that the L-LSP is
established according to the priority of the customers, the best link corresponding to
the best class according to the Explicit Routing. The cost of the link will depend on:

- the priority of the customer,
- the link utility (appearance frequency in the shortest link),
- the available bandwidth.

The first stage consists in calculating the various links utilities by using Disjktra
algorithm. From each peripheral node (Edge Router), we seek with Disjktra algorithm
the shortest ways towards all the other peripheral nodes. The link utility is the number
of their individual appearances in these shorter ways. Thus each link will have a
Utility called \( LU \) which will be used for the costs calculation.

The second stage consists in calculating the costs of the various links for each class
of flow according to a formula which will be detailed further. Lastly, we calculate the
best ways for each class by minimizing the total cost given by the following formula:

\[
C (\text{Total}) = \sum_{I=1}^{N} C (\text{LINK I})
\]

such as : \( N \) a number of links in the way and \( I \) Link included to the way.

The calculation of the ways for a given class is used for the distribution of labels
and construction of the switching table. For the same destination we will have eight
different labels corresponding to eight different ways referring each one to a given
class (a given priority level). The links cost are calculated using the formulas below.
The first corresponds to the first two priority levels, the second concerns the two
following levels and so on.
where:
- B1 and B2 are two entities such as B1 > B2, chosen by the operator to differentiate the classes.
- P1 and P2 with P2 > P1 and P1 + P2 = 1,
- Lu (Link Utility): frequency of link appearance in the shortest ways.
- LU_{max} the greatest value of LU in the network.
- LP_{max} the max capacity of link bandwidth.
- BP_{rest} remaining bandwidth for an arriving flow. This parameter depends on its class.

If, at one moment Ti, a flow of priority J arrives, then:

\[
BP_{rest} = BP_{max} - BP_{Preserved} \text{ (I has a greater priority than J)}
\] (3)

To homogenize the parameters of our formula, we divide Lu by LU_{max} and BP_{Presv} by BP_{max}.

5 Policy Based Control Architecture

Policy based QoS management has been widely supported by standardization organizations such as IETF and DMTF to address the need of QoS traffic management. They proposed a PBM framework that defines a set of components to enable policy rules that govern network resources, including conditions and actions, with parameters that determine when the policies are to be implemented in the network. Many works have been carried out in the area of policy-based QoS management for wired networks, but only few works concern GMPLS networks.

Policy scheme is one of the powerful tools to control resources allocation and automate network behavior based on the QoS requirements specified at different levels.

A policy rule is a translation of the Service Level Agreements (SLAs) to a set of actions to be performed on target provided that some conditions are satisfied [6].
Given a different levels of policies that describe users and applications needs and system constraints, a flexible framework, which we describe later, is required to manage these policies, translate them into lower level policies and monitor different events that can trigger one or more policy actions.

A three level architecture. Taking in the consideration the network model (GMPLS) presented in the last section, we suggest the configuration of such networks with policy-based concepts [16]. We extend it with GMPLS networks and service level policies.

Since we need to manage different policies at different levels, we propose a three level architecture for the policy server. The upper level is concerned with the handle of services, the midlevel deals with the network configurations, and the lowest layer configures the network-element. With the three-layered architecture we get a clear separation of different levels. Note that the layering is just logical, each layer may be implemented separately with different tools and deployed independent from the other layers. We map this three level policy on CADENUS architecture, in the purpose of enabling the automation of a number of processes collectively defined as SLA-based service creation for end-user services. The CADENUS Mediation Component architecture proposes the partitioning of system functionalities into three major blocks, called Access Mediator, Service Mediator and Resource Mediator [17].

![Logical Three-Level Policy over CADENUS Architecture](image)

Fig. 2. Logical Three-Level Policy over CADENUS Architecture

The requirements and high-level architecture have been defined in [17]. In the following, we focus on DiffServ over GMPLS specific configurations in backbone network provider and briefly mention DiffServ, because this issue is already covered by the IETF.
6 GMPLS Policies

PBM allows the network control as a whole instead of controlling each individual managed object (network device, interface, queue, LSP) in an independent way. Policies in the GMPLS networks focus on mapping of diffServ traffic on LSPs, for the purpose of traffic engineering and life-cycle management of LSPs.

Configuring DiffServ/GMPLS mainly consists of configuring the LERs. However, the information about routers capabilities is needed by the policy server, in order to take appropriate/device-specific decisions. Information about the capabilities of the LER is needed to decide which configuration applied on the device.

Policies are concerned with LSPs, including the mapping of traffic to LSPs. This LSP is related to a Forward Equivalence Class (FEC), an OA, a traffic profile, a route specification, a role and a resource class.

The \(<\text{FEC}, \text{OA}>\) couple specifies what type of traffic is used by the LSP and the traffic profile specifies a resource profile for the LSP, e.g. delay, bandwidth, etc. The route specification may be used for explicitly set up the route of an LSP or it is used to store the route chosen by the network independently of the policy server. The "role" concept, introduced in PCIM, permits the grouping of the network entities (ex.LSPs) according to the role they play in the network. The role is used to assign a certain property to an LSP from a management point of view. This concept of assigning roles to LSPs allows a network administrator to specify policies which are valid for all LSPs having the same role. The management of a GMPLS network is simplified. The resource class parameter specifies the class from which the LSP may find the resources.

**DiffServ mapping in LSP policies.** The policy rule set is extended in order to perform the mapping from DiffServ Ordered Aggregates (DOA) to GMPLS paths. DiffServ mapping in LSP policies. The policy rule set is extended in order to perform the mapping from DOA to GMPLS paths. The mapping of traffic to LSPs is generally performed in the LER (edge LSR) of a DiffServ-GMPLS network. However, the traffic mapping is often referred to as \(<\text{FEC}, \text{OA}>\) couple, which forwards a group of packets along the same path with the same per-hop behavior (service differentiation with L-LSP method). The concept of a FEC specifies, what traffic is mapped into a specific LSP. The specification of FECs can be just the destination IP address or a set of filters including IP addresses, ports, DSCPs etc.

In the following example, we are considering a network policy that varies bandwidth allocations based on the time of day and the type of traffic. Traffics in the network are assigned to "roles" in accordance with the Olympic Services Model, i.e. they are marked as "gold", "silver", or "bronze" according to the QoS traffic properties that they carry. A network policy controls the bandwidth allocation associated with this traffic. When the traffic profiles of the gold Traffic, for example, are modified, the “module” (a suggested method in above section) is activated to verify whether the current mapping of traffic to LSPs is still valid. For each modified traffic, the module might also modify the bandwidth of the currently assigned LSPs.
We define an action to modify some parameters of the method proposed in order to calculate a new LSP, and to have an LSP which favorites for example the bandwidth by using, in this case P1 and P2 variables. After the <FEC, OA> mapping LSPs can be established. Example:

- **IF** Time is between 9h00 and 11H00
  **THEN** Attribute 2/3 to p2 variable and 1/3 to p1 variable
  *(LSPs will be calculate with the suggested method with new parameters)*

This policy can change the manner to calculate the best LSP by minimizing the LSP cost (with the suggested method in section 4.4), where p1 and p2 are weights assigned to the variables used to favorite the utility and bandwidth, respectively.

**LSP life-cycle management policies.** The control and management of LSP life-cycles include mainly the creation and update of LSPs and the assignment of QoS properties to LSPs. Signaling in GMPLS consists of setting up, releasing and updating an LSP. It should be possible to control the initiation and the execution of these processes using policies. The typical example comprises signaling of an LSP with QoS requirements, Examples:

- The signaled request for a bandwidth X may be permitted or refused, depending on the policies of the network domain.
- **IF** Destination address = 192.247.93.4
  **THEN** do not choice Y LSR in currant LSP.
  because the LSP setting up requires signaling or configuration mechanisms. Fundamentally two types are possible using an extended hop-by-hop signaling protocol like RSVP-TE, or configuring the LSP over SNMP or COPS.

7 Conclusion

This paper proposes a method and a PBM architecture for GMPLS networks using DiffServ. However the suggested method of differentiation service presented in section 4.4 can be used with CoS (Class of Service) instead of DiffServ. A policy architecture has been introduced with three logical levels. This architecture extends the IETF policy architecture for DiffServ over GMPLS. Particularly the policies rules are used for the LSP life-cycle management, service level request handling, and traffic engineering capabilities. This mainly includes the mapping of DiffServ specific traffic into LSPs on the LERs, and the mapping of LSRs to Per-Hop Behaviors on the core LSRs. This work defines a flexible solution for the support of DiffServ over GMPLS networks.
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Abstract. From the viewpoint of control theory, it is rational to regard AQM as a typical regulation system. In this paper, a robust variable structure Sliding Mode Controller (SMC) is applied to Active Queue Management (AQM) in TCP/AQM networks. This type of controller is a robust control strategy, which is insensitive to noise and variance of the parameters, thus it is suitable to time varying network systems. Simulation results show the effectiveness of the proposed SMC in providing satisfactory queue management system.

1 Introduction

Active Queue Management (AQM), as one class of packet dropping/marking mechanism in the router queue, has been recently proposed to support the end-to-end congestion control in the Internet [1-3]. AQM highlights the tradeoff between delay and throughput. By keeping the average queue size small, AQM will have the ability to provide greater capacity to accommodate nature-occurring burst without dropping packets, at the same time, reduce the delays seen by flow, this is very particularly important for real-time interactive applications.

Sliding mode control as a particular type of variable structure control systems is designed to drive and then constrain the system to lie within a neighborhood of a switching function [4,5]. There are two main advantages of this approach. Firstly, the dynamic behavior of the system may be tailored by the particular choice of switching functions. Secondly, the closed-loop response becomes totally insensitive to a particular class of uncertainty. In addition, the ability to specify performance directly makes sliding mode control attractive from the design perspective. This design approach consists of two components. The first, involves the design of a switching function so that the sliding motion satisfies design specifications. The second is concerned with the selection of a control law, which will make the switching function attractive to the system state.

Although PI controller successfully related some limitations of RED, for instance, the queue length and dropping/marking probability are decoupled, whenever the queue length can be easily controlled to the desired value; the system has relatively high stability margin. The shortcomings of PI controller are also obvious. The modification of probability excessively depends on buffer size. As a result, for small buffer the system exhibits sluggishness. Secondly, for small reference queue length, the system tends to performance poorly, which is unfavorable to achieve the goal of
AQM because small queue length implies small queue waiting delay. Thirdly, the status of actual network is rapidly changeable, so we believe that it is problematic and unrealistic, at least inaccurate, to take the network as a linear and constant system just like the designing of PI controller. Affirmatively, the algorithm based on this assumption should have limited validity, such as inability against disturbance or noise. We need more robust controller to adapt complex and mutable network environment, which will be our motivation and aim in this study. In the paper, we will apply SMC to design the AQM system for congestion avoidance. The simulation results show the superior performance of the proposed controller in comparison with classic PI controller.

2 TCP Flow Control Model

In [6,7], a nonlinear dynamic model for TCP flow control has been developed based on fluid-flow theory. The state space description of this model can be as follows [1]

\[
\begin{align*}
\frac{dx_1}{dt} &= x_2 \\
\frac{dx_2}{dt} &= -a_1(t)x_1 - a_2(t)x_2 - b(t) + F(t)
\end{align*}
\]

\[a_{1\min} \leq a_1 \leq a_{1\max} , a_{2\min} \leq a_2 \leq a_{2\max} , 0 < b_{\min} \leq b \leq b_{\max}\]  

where

\[
\begin{align*}
a_1(t) &= \frac{1}{T_1(t)T_2(t)} , a_2(t) = \frac{T_1(t)+T_2(t)}{T_1(t)T_2(t)} , b(t) = \frac{K(t)}{T_1(t)T_2(t)} \\
F(t) &= \frac{d^2}{dt^2}q_o + \frac{T_1(t) + T_2(t)}{T_1(t)T_2(t)} \frac{d}{dt}q_o + \frac{1}{T_1(t)T_2(t)}q_o
\end{align*}
\]

For the purpose of the design of intelligent controller, the varying scope of parameters in TCP/AQM system is assumed as following

\[N(t) : 1 - 300, T_p = 0.02\text{sec}, q_o : 0 - 300\text{packets}, C(t) : 1250 - 7500\text{packet/sec}\]

Therefore,

\[a_{2\min} = 3.850, a_{2\max} = 1250, a_{1\min} = 0.015, a_{1\max} = 6000, b_{\min} = 26042, b_{\max} = 2812500\]  

3 Sliding Mode Control Design

A Sliding Mode Controller is a Variable Structure Controller (VSC). Basically, a VSC includes several different continuous functions that map plant state to a control surface, and the switching among different functions is determined by plant state that is represented by a switching function. Without lost of generality, consider the design of a sliding mode controller for the following second order system:
\[ \ddot{x} = f(x, \dot{x}, t) + bu(t) \]

Here we assume \( b > 0 \). \( u(t) \) is the input to the system. The following is a possible choice of the structure of a sliding mode controller [8]

\[ u = -k \text{sgn}(s) + u_{eq} \tag{5} \]

where \( u_{eq} \) is called equivalent control which is used when the system state is in the sliding mode [8]. \( k \) is a constant, representing the maximum controller output. \( s \) is called switching function because the control action switches its sign on the two sides of the switching surface \( s = 0 \). \( s \) is defined as

\[ s = e + \lambda e \tag{6} \]

where \( e = x - x_d \) and \( x_d \) is the desired state. \( \lambda \) is a constant. The definition of \( e \) here requires that \( k \) in (5) be positive. \( \text{sgn}(s) \) is a sign function, which is defined as

\[
\begin{cases} 
-1 & \text{if } s < 0 \\
1 & \text{if } s > 0 
\end{cases}
\]

The control strategy adopted here will guarantee a system trajectory move toward and stay on the sliding surface \( s = 0 \) from any initial condition if the following condition meets:

\[ ss \leq -\eta|s| \]

where \( \eta \) is a positive constant that guarantees the system trajectories hit the sliding surface in finite time.

Using a sign function often causes chattering in practice. One solution is to introduce a boundary layer around the switch surface [8]

\[ u = -k\text{sat}(\frac{s}{\phi}) + u_{eq} \tag{7} \]

where constant factor \( \phi \) defines the thickness of the boundary layer. \( \text{sat}(\frac{s}{\phi}) \) is a saturation function that is defined as

\[
\begin{cases} 
\frac{s}{\phi} & \text{if } \left| \frac{s}{\phi} \right| \leq 1 \\
\text{sgn}(\frac{s}{\phi}) & \text{if } \left| \frac{s}{\phi} \right| > 1 
\end{cases}
\]

This controller is actually a continuous approximation of the ideal relay control. The consequence of this control scheme is that invariance property of sliding mode control is lost. The system robustness is a function of the width of the boundary layer. A variation of the above controller structures is to use a hyperbolic tangent function instead of a saturation function [9]
\[ u = k \tanh\left(\frac{s}{\phi}\right) + u_{eq} \]  \hspace{1cm} (8)

It is proven that if \( k \) is large enough, the sliding model controllers of (1), (3) and (4) are guaranteed to be asymptotically stable [8]. For a 2-dimensional system, the controller structure and the corresponding control surface are illustrated in Fig. 1.

**Fig. 1.** Various Sliding Mode Controllers and control surfaces

### 4 Simulation Results

The network topology used for simulation is a FTP+UDP+HTTP network, which has been described in details in [1]. We introduced short-lived HTTP flows and non-responsive UDP services into the router in order to generate a more realistic scenario,
because it is very important for a perfect AQM scheme to achieve full bandwidth utilization in the presence of noise and disturbance introduced by these flows [1].

For FTP flows, the instantaneous queue length using the proposed SMC is depicted in Fig. 2. After a very short regulating process, the queue settles down its stable operating point. To investigate the performance of the proposed FLC, we will consider a classic PI controller as

\[ p(k) = (a-b)(q(k)-q_o) + b(q(k)-q(k-1)) + p(k-1) \]

(9)

The coefficients \(a\) and \(b\) are fixed at \(1.822\times10^{-5}\) and \(1.816\times10^{-5}\), respectively, the sampling frequency is 500Hz, the control variable \(p\) is accumulative [1]. Because the parameter \(b\) is very small, and the sample interval is very short, the negative contribution to \(p\) made by the second item in the right can be omitted in initial process, then the positive contribution mainly come from the first item. The queue evaluation using PI controller is shown in Fig. 3. As it can be seen SMC acts much better that PI one.

![Fig. 2. Queue evaluation (SMC)](image)

![Fig. 3. Queue evaluation (PI)](image)

![Fig. 4. Queue evaluation (FTP+HTTP)](image)

![Fig. 5. Queue evaluation (FTP+UDP)](image)

For FTP+HTTP flows, the evaluation of queue size is shown in Fig. 4. As it can be seen, the proposed SMC has better performance than that of PI one. Next, we further
investigate performance against the disturbance caused by the non-responsive FTP+UDP flows. Fig. 5 shows the results, obviously, PI is very sensitive to this disturbance, while SMC operates in a relatively stable state. The queue fluctuation increases with introducing the UDP flows, but the variance is too much smaller comparing with PI controller.

5 Conclusion

In this paper, variable structure sliding mode controller was applied to active queue management in TCP/AQM networks. This kind of controller is insensitive to system dynamic parameters and is capable of being robust against disturbance and noise, which is very suitable for the mutable network environment. The proposed robust controller was very responsive, stable and robust, especially for the small reference queue system. We took a complete comparison between performance of the proposed SMC and classical PI controller under various scenarios. The conclusion was that the integrated performance of SMC was superior to that of PI one.
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Abstract. We propose a novel distributed algorithm to achieve a weighted max-min sharing of the network capacity. We present the Weight Proportional Max-Min policy (WPMM) that supports a minimal rate requirement and an optional maximal rate constraint and allocates network bandwidth among all aggregates based on a weight associated with each one. Our algorithm achieves this policy for IP/MPLS networks using the RSVP-TE signalling protocol. It uses per-LSP accounting in each node to keep track of the state information of each LSP. It uses a novel explicit bottleneck link strategy and a different control architecture in which we update the control packet in the forward path. Simulations show that these two elements improve substantially the convergence time compared to algorithms designed for ATM networks.

1 Introduction

Traffic engineering aims at using information about traffic entering and leaving the network to optimize network performance. An ISP using MPLS [11] would like to optimize the utilization of its available resources between all the LSPs.

Consider a set of LSPs, each carrying many TCP connections, creating congestion. Without explicit policing, more aggressive LSPs (with more flows) get more that their fair share, independently of their reservations.

The problem of fair sharing of the network bandwidth has been widely treated in the past and especially in the ATM context ([6] [9]). The classical max-min rate allocation has been accepted as an optimal network bandwidth sharing criterion among user flows [1]. Informally, the max-min policy attempts to maximize the network use allocated to the users with the minimum allocation [5].

To provide differential service options, [8] proposes a generic weight proportional network bandwidth sharing policy, also called Weight-Proportional Max-Min (WPMM). The WPMM policy generalizes the classical max-min by associating each flow with a generic weight, which is decoupled from its minimum rate and supports the minimum rate requirement and the peak rate constraint for each flow.

Since a centralized algorithm for the max-min rate allocation requires global network information, which is not scalable to flood, we must develop distributed

* This work was supported by the European ATRIUM project (IST-1999-20675) and by the TOTEM project funded by the DGTRE (Walloon region)
algorithms to achieve the same rate allocation in the absence of global knowledge about the network and without synchronisation of different network components. We focus on an edge-to-edge rate-based feedback control scheme, where special control packets are used in both forward and backward paths.

Hou, in [8], provides a good distributed solution for computing the WPMM policy but has two major drawbacks. Firstly, this solution is implemented in the ATM context and uses a lot of Resource Management (RM) ATM cells that create a substantial overhead. And secondly, the convergence is usually slow as illustrated later.

Our proposal solves these two limitations by adding an explicit bottleneck link information in each control packet and by using a different control packet update architecture. These two additions addition change radically the dynamics of the protocol and improve the convergence time by a factor 2 or 3 depending on the precision (see simulation results).

Another contribution is the adaptation of the solution to the actual MPLS architecture using the widespread RSVP-TE protocol [2] instead of RM cells. With our proposed integration in RSVP, we improve the scalability of the protocol by decreasing the overhead added by control packets.

As a possible application of this work, the weighted max-min fair rate allocated to an LSP could be used by a marker at the ingress router to mark the traffic using three colours: green (under reserved rate), yellow (between reserved rate and the fair rate) and red (above the fair rate). In case of congestion, core routers discard the red packets first and possibly, during transient periods, some of the yellow packets by using a WRED policy for example. The objective of the algorithm is to compute the fair rate of each LSP to obtain a network in which only the red packets are discarded and all the green and yellow packets successfully get through.

2 The Generic Weight-Proportional Allocation Policy

A unified definition of the max-min fairness is provided by [10]. Consider a set $\mathcal{X} \subset \mathbb{R}^N$, the definition of the weighted max-min fair vector with respect to set $\mathcal{X}$ is defined as follows:

**Definition 1.** A vector $\vec{x}$ is "weighted max-min fair on set $\mathcal{X}$" if and only if

$$\forall \vec{y} \in \mathcal{X} \quad \exists s \in \{1, \ldots, N\} \quad y_s > x_s \Rightarrow \exists t \in \{1, \ldots, N\} \quad \frac{y_t}{w_t} < \frac{x_t}{w_t} \leq \frac{x_s}{w_s}$$

where $w_i$ is the weight associated with the element $i$

We can use this theoretical definition to share the free bandwidth available in an MPLS network. Our work is based on a previous work in the ATM context provided by [8]. We adapt their definition to the MPLS context.

An MPLS network is a set of IP/MPLS routers interconnected by a set of links $\mathcal{L}$. A set of LSPs $\mathcal{S}$ traverses one or more links in $\mathcal{L}$ and each LSP $s \in \mathcal{S}$
is allocated a fair rate $r_s$. Denote $S_l$ the set of LSPs traversing link $l \in \mathcal{L}$. The aggregate allocated rate $F_l$ on link $l$ in $\mathcal{L}$ is

$$F_l = \sum_{s \in S_l} r_s$$

Let $C_l$ be the capacity (maximum allowable bandwidth) of link $l$. A link $l$ is saturated or fully utilized if $F_l = C_l$. Denote $RR_s$ and $MR_s$, the reserved rate requirement and the maximal rate constraint for each LSP $s \in S$, respectively. For feasibility, we assume that the sum of all LSPs’ RR requirements traversing any link does not exceed the link’s capacity, i.e. $\sum_{s \in S_l} RR_s \leq C_l$ for every $l \in \mathcal{L}$. This criterion is used by admission control at LSP setup time to determine whether or not to accept a new LSP on a link.

**Definition 2.** We say that a rate vector $r = \{r_s \mid s \in S\}$ is **MPLS feasible** if the following two constraints are satisfied:

$$RR_s \leq r_s \leq MR_s \text{ for all } s \in S$$

$$F_l \leq C_l \text{ for all } l \in \mathcal{L}$$

In the generic weight-proportional max-min (WPMM) policy, we associate each LSP $s \in S$ with a weight (or priority) $w_s$. Informally, this policy first allocates to each LSP its RR. Then from the remaining network capacity, it allocates additional bandwidth for each LSP using a proportional version of the max-min policy based on each LSP’s weight while satisfying its MR constraint. The final bandwidth for each LSP is its RR plus an additional ”weighted” max-min fair share. Formally, this policy is defined as follows and directly derives from Def 1.

**Definition 3 (WPMM-feasible vector).** A rate vector $r$ is weight-proportional max-min (WPMM) if it is MPLS-feasible, and for each $s \in S$ and every MPLS-feasible rate vector $r'$ in which $r'_s > r_s$, there exists some LSP $t \in S$ such that $\frac{r_s - RR_s}{w_s} \geq \frac{r_t - RR_t}{w_t}$ and $r_t > r'_t$.

**Definition 4 (WPMM-bottleneck link of a LSP).** Given an MPLS-feasible rate vector $r$, a link $l \in \mathcal{L}$ is a WPMM-bottleneck link with respect to $r$ for a LSP $s$ traversing $l$ if $F_l = C_l$ and $\frac{r_s - RR_s}{w_s} \geq \frac{r_t - RR_t}{w_t}$ for all LSP $t$ traversing link $l$.

The following proposition links the relationship between the above WPMM policy and the WPMM-bottleneck link definitions.

**Proposition 1 (WPMM vector).** An MPLS-feasible rate vector $r$ is WPMM if and only if each LSP has either a WPMM bottleneck link with respect to $r$ or a rate assignment equal to its MR.

The centralized Water Filling algorithm computes the fair rate for each LSP according to this policy [5]. This centralized algorithm for the WPMM rate allocation requires global information which is not scalable to flood. It is intended to be used as the network bandwidth sharing optimality criterion for our distributed algorithm, which will be presented in the next section.
3 Proposed Distributed WPMM Algorithm

In this section, we propose an algorithm that converges to the WPMM policy quickly through distributed and asynchronous iterations.

3.1 Basic Algorithm

Our distributed solution uses the RSVP signalling protocol to convey information through the network.

The PATH and RESV packets contain the following parameters:

- RR (Reserved Rate\(^1\)) : provided at the creation of the LSP
- W (Weight\(^1\)) : provided at the creation of the LSP
- ER (Expected Fair Rate) : the fair rate that the network allows for this LSP
- BN (BottleNeck) : id of the LSP’s bottleneck link

Periodically, the ingress sends a PATH packet. Each router in the path computes a local fair share for the LSP and updates the ER and BN fields if its local fair rate is less than the fair rate present in the PATH packet. Upon receiving a PATH packet, the egress router sends a RESV packet, initialized with the data obtained in the PATH, to the ingress router.

In the backward path, each router updates its information with the RESV parameters (ER,BN). Upon receiving a RESV packet, the ingress obtains the information about its allowed fair share.

Many prior efforts in ATM networks have been done on the design of ABR algorithms to achieve the classical max-min ([6] [9]). Charny’s work [7] was one of the few algorithms that were proven to converge to the max-min in the ATM context. Hou extends Charny’s technique to support the minimum rate, peak rate and weight for each flow. Our proposition uses Hou’s work but improves the performance by modifying the update mechanism. In Hou’s algorithm, the routers update their information in the forward path. So, they cannot have the information computed by the downstream routers. These routers have the correct information in the next cycle. In our approach, we update the router in the backward path, so they have the correct information like the ingress node. Moreover, we add a new parameter (BN) that conveys explicitly the bottleneck link in the path. This information improves considerably the convergence time.

The following are the link parameters and variables used by the algorithm.

- \( \mathcal{L} \) : Set of links
- \( \mathcal{S}_l \) : Set of LSPs traversing link \( l \)
- \( FR_i^l \) : fair rate value of the LSP \( i \in \mathcal{S}_l \) as known at link \( l \)

\(^1\) This information is only needed during the establishment of the LSP or when these values are modified.
– \( BN_l^i \): bottleneck link id of the LSP \( i \in S_l \) as known at link \( l \) (refer to Definition 4)
– \( B_l \): Set of LSPs bottlenecked at link \( l \), i.e. \( B_l = \{ i \mid i \in S_l \ and \ BN_l^i = l \} \)
– \( U_l \): Set of LSPs not bottlenecked at link \( l \), i.e. \( U_l = \{ i \mid i \in S_l \ and \ BN_l^i \neq l \} \)
– We have \( U_l \cup B_l = S_l \)

The fair rate of a LSP \( i \) is composed of the reserved rate of the LSP (\( RR_i^l \)) and an additional fair share allocated by the network. This additional fair share is proportional to the weight of the LSP. On a particular link, we can compute a value \( \varphi_l \) that gives the additional fair share per unit of weight for the LSPs bottlenecked on this link. Algorithm 2 computes \( \varphi_l \):

**Algorithm 2 : Calculation of \( \varphi_l \) (if \( S_l \neq \emptyset \))**

\[
\begin{align*}
FB_l & := C_l - \sum_{i \in S_l} RR_i^l - \sum_{i \in U_l} (FR_i^l - RR_i^l) \\
\varphi_l & := \begin{cases} \\
\frac{FB_l}{\left( C_l - \sum_{i \in S_l} FR_i^l \right)} & \text{if} B_l \neq \emptyset \\
\frac{\max_{i \in S_l} (FR_i^l - RR_i^l)}{W^i} & \text{otherwise}
\end{cases}
\end{align*}
\]

The basic case (i.e. \( B_l \neq \emptyset \)) occurs when some LSPs are bottlenecked on link \( l \), we compute the free bandwidth on link \( l \) (\( FB_l \)) by taking the capacity of the link minus the \( RR \) of all LSPs traversing \( l \), minus the additional fair share of the LSPs not bottlenecked on \( l \). \( \varphi_l \) is equal to the free bandwidth divided by the sum of the LSP’s weights for each LSP bottlenecked on \( l \), i.e. \( \varphi_l \) is the free bandwidth we will allocate to each \( i \in B_l \) per unit of weight.

The second case (i.e. \( B_l = \emptyset \)) occurs when all LSPs are bottlenecked at another link than \( l \). In this case, the value of \( \varphi_l \) is chosen as in [8] and [7] to achieve convergence.

The fair rate (\( FR_i^l \)) of a LSP \( i \) bottlenecked on link \( l \) is computed by:

\[
(\forall i \in B_l) \quad FR_i^l := RR_i^l + \varphi_l \ast W^i
\]

A key element of the algorithm is the strategy to set the \( BN_l^i \) information correctly. We use the following definition of “bottleneck consistency”:

**Definition 5 (Bottleneck-consistent).** Let \( U_l \) be the set of LSPs not bottlenecked at link \( l \in \mathcal{L} \) and \( \varphi_l \) be calculated according to Algorithm 2. \( U_l \) is bottleneck-consistent if

\[
(\forall i \in U_l) \quad FR_i^l \leq RR_i^l + \varphi_l \ast W^i
\]

This definition derives directly from Definition 4 and means that all LSPs not bottlenecked at a link must have a bottleneck elsewhere or reach their maximal rate, so that they have an allocated fair rate less that the one proposed by the

\(^2\) If there is no LSP using link \( l \) (i.e. \( S_l \neq \emptyset \)), \( \varphi_l := \infty \)
current link. If that were not the case, some LSPs in $U_l$ would have to be moved to $B_l$ (i.e. would be bottlenecked at $l$).

Our algorithm employs per-LSP accounting at each output port of a node. That is, we maintain a table to keep track of the state information of each traversing LSP. For each LSP $i$, we keep $FR^i_l, RR^i_l, W^i, BN^i_l$. Based on this state information, we compute the explicit rate for each LSP to achieve the WPMM rate allocation.

The following is the node algorithm, with each output port link initialized with $S_l := \emptyset$ and $\varphi_l := \infty$.

**Algorithm 3: Node Behaviour**

Upon receipt of a PATH\(^3\) {
  LSPCreationAndTermination();
  updateER();
}

Upon the receipt of a RESV\(^3\) {
  $FR^i_l := ER; BN^i_l := BN$;
  update$\varphi_l$();
  Forward RESV($i, RR, ER, W, BN$)
}

LSPCreationAndTermination() {
  if LSP termination then {
    $S_l := S_l - \{i\}$;
    update$\varphi_l$();
  }
  else if LSP creation then {
    $B_l := B_l \cup \{i\}$;
    $RR^i_l := RR^i; W^i := W$;
    update$\varphi_l$();
  }
}

updateER() {
  $NER := \varphi_l \ast W^i + RR^i_l$
  $ER' := \max(\min(ER, NER), RR^i_l)$;
  if ($ER' < ER$) then {
    $BN := l$;
    $ER := ER'$;
  }
  Forward PATH($i, RR, W, ER, BN$);
}

update$\varphi_l$() {
  use Algorithm 2 to calculate $\varphi_l$;
  if ($U_l \neq \emptyset$) then {
    repeat {
      // stops when bottleneck-consistency (see Def 5) is achieved
      $\varphi^i_l := \varphi_l$;
      $p := \arg\max_{i \in U_l} (FR^i_l - RR^i_l)/W^i$;
      if ($((FR^p_l - RR^p_l)/W^p) > \varphi^i_l$) then {
        Move $p$ from $U_l$ to $B_l$;
        use Algorithm 2 to calculate $\varphi_l$;
      }
    } until ($((FR^p_l - RR^p_l)/W^p) \leq \varphi^i_l$) or ($U_l = \emptyset$);
  }
}

The update$\varphi_l$() procedure will first recompute $\varphi_l$ based on current values of $FR^i_l$ and $BN^i_l$ for all $i$. The next step, i.e. the repeat-until loop, will ensure

\(^3\) PATH and RESV packets contains the following parameters ($i, RR, W, ER, BN$)
that, when it terminates, the set $U_l$ is bottleneck-consistent. To do so, LSPs not satisfying $(FR^i_l - RR^i) / W^i \leq \varphi_l$ should be moved from $U_l$ to $B_l$. At each iteration, one LSP, say $p$, such that $(FR^p_l - RR^p) / W^p = \max_{i \in U_l} (FR^i_l - RR^i) / W^i$ is removed. The new $B_l$ and $U_l$ sets may lead to a new $\varphi_l$, which needs to be recalculated. This process ends when either $U_l$ is empty or $U_l$ is bottleneck-consistent.

Finally, the edge behaviour is simple. The ingress is responsible for sending PATH packets and for updating the LSP fair rate information upon the reception of a RESV packet. The ingress also computes the fair rate of the first link and so uses Algorithm3.

Upon receiving a PATH packet, the egress sends a RESV packet, initialized with the data obtained in the PATH, to the upstream node.

The structure of Algorithm3 guarantees that for every LSP $i \in S$, the fair rate $(FR^i_l)$ information in each node is MPLS-feasible, i.e. $RR^i \leq FR^i_l \leq MR^i$.

With our update architecture in the backward path and the explicit bottleneck link information, we decrease the convergence time substantially as shown in the next section.

### 3.2 Improve Algorithm to Deal with the RSVP Refresh Mechanism

The RSVP Refresh Overhead Reduction Extensions [4] minimize the processing time of the PATH and RESV packets. If two successive PATH (or RESV) packets are the same, the upstream node only sends a refresh PATH. The downstream node refreshes the LSP entry but doesn’t process the whole PATH packet.

Our solution can easily be extended to keep this property. We must develop a strategy to determine if a node must send a full new PATH or just a refresh PATH. On each output port, we associate with each LSP $i$ a special bit (NR$^i$) that is set if we must send a full new PATH packet. When some value of an LSP changes in the output port table, we set this bit for all the LSPs of this table. When we receive a PATH and we refresh the LSP entry, we clear this bit (for more information see [3]).

When the system has converged, only refresh RSVP packets are used. With this improved algorithm, we can keep the advantages of the RSVP refresh mechanism.

The use of RSVP and its refresh mechanism reduce the overhead needed compared to ATM RM cells. In ATM, one RM cell is sent every 32 cells. Therefore, the overhead introduced by ATM depends on the flow rate. On the other hand, our scheme introduces a fixed overhead. Finally, the use of the refresh mechanism reduces the processing needed by the core routers that only need to refresh the LSP entry in their tables.

### 4 Simulation Results

To compare our solution with Hou’s, we have developed a dedicated simulator. We have implemented Hou’s solution adapted to the MPLS context (using RSVP mechanism in place of RM cells).
Our simulation process consists of generating a network topology and LSPs on this topology. Next, we add the LSPs one by one and we execute the two algorithms on this topology.

For simulating the RSVP process, we use the concept of iteration and RSVP-cycle. A RSVP-cycle consists of the forwarding of a PATH packet along all the nodes in the path from the ingress to the egress node and the backwarding of a RESV packet along all nodes from the egress to the ingress node. An iteration is the execution of an RSVP-cycle for all the LSPs. At the end of each iteration, we have a vector of LSP fair rates.

We have two possibilities to stop the process. The first is to execute the iterative process until the mean relative error between the last rate vector and the WPMM allocation vector (computed a priori using the Water Filling algorithm [5]) is under a fixed precision (e.g. $10^{-4}$). Another possibility is to stop the process if the mean relative error between two successive rate vectors is under a fixed precision. The first possibility shows us how our solution reaches the optimum and with which convergence speed. The second approach shows us how our algorithm can be used in practice without any a priori knowledge of the WPMM rate allocation. The simulation in the sequel are based on the first approach.

The simple network configuration we use in our simulation is organized like the olympic symbol. There are five MPLS routers connected with 7 links of 100Mb/s and 5 LSPs traversing the topology Fig 1a.

![Network topology](image)

**Fig. 1. (a) Network topology (b) LSP configuration**

Fig. 1b lists the LSP parameters: RR requirement, MR constraint, weight and fair rate allocation for each LSP traversing the network configuration. Fig 2a shows the evolution of the fair rates under Hou’s distributed algorithm. The rates converge to their optimal WPMM rate listed in Fig 1b. The algorithm takes 41 iterations before getting sufficiently close to the optimal fair share (i.e. euclidean distance under 0.01 %). Fig 2b shows the evolution of the fair rates under our algorithm. Our solution reaches the optimum in 33 iterations.

### Extensive Simulation

We made extensive simulations on a large number of complex topologies. We created 63 topologies with 20 to 100 nodes and with 20, 50, 100, 200, 300 and 1000 LSPs. We executed the two solutions with different levels of precision. With a precision of $10^{-4}$, our solution is in general 2.86 times faster than Hou’s solution. Table 1 presents a short report of the results.
Evolution of the LSP’s fair rates using Hou’s solution

Evolution of the LSP’s fair rates using our solution

Fig. 2. (a) Hou’s solution (b) our solution on the complex network topology

Table 1. Average number of iterations on 63 topologies

<table>
<thead>
<tr>
<th>Precision</th>
<th>Hou’s algorithm</th>
<th>Our algorithm</th>
<th>Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>5.46</td>
<td>2.05</td>
<td>2.67</td>
</tr>
<tr>
<td>0.001</td>
<td>18.40</td>
<td>6.81</td>
<td>2.70</td>
</tr>
<tr>
<td>0.0001</td>
<td>40.43</td>
<td>14.11</td>
<td>2.86</td>
</tr>
<tr>
<td>0.00001</td>
<td>66.86</td>
<td>18.98</td>
<td>3.52</td>
</tr>
</tbody>
</table>

The number of iterations needed by our solution on large topologies is relatively high but if we look at the number of LSPs that reach their fair share, we see that after a few iterations 90% of the LSPs have reached them. So only a few LSPs continue to change. The improved solution adapted to RSVP becomes very useful and will improve hugely the performance and scalability of the algorithm.

Fig. 3. Minimum and average LSPs frozen at each iterations

We also executed the simulations on 50 topologies with 100 to 1000 LSPs and we have plotted the minimum and average percentage of LSPs that have reached their fair share after each iteration for the two algorithms (Fig 3). Normally, at the last iterations, the min and the average values reach 100%. Hou’s solution takes 84 iterations to converge in the worst case and our solution takes only 36
iterations. We can also see that Hou’s solution takes 16 iterations to stabilize 90% of the LSPs while our solution takes only 4.

5 Conclusion

We presented a novel distributed algorithm to achieve the WPMM rate allocations. This solution provides a scalable architecture to share the available bandwidth among all the LSPs according to their weights.

Compared to a direct MPLS adaptation of Hou’s solution designed for ATM-ABR, our algorithm improves considerably the performance by using a new update scheme of the control packet and an explicit bottleneck link marking strategy. Our algorithm is compatible with RSVP Refresh extensions [4], thus improving the overhead further compared to ATM networks.

Our future work will focus on the development of a rigorous convergence proof as well as executing our algorithm on even more complex topologies. Another challenging issue is to improve the weight concept by using utility functions to describe the traffic. The objectives become to maximize the global utility of the clients. And finally, we will investigate the integration of this algorithm in a real Diffserv MPLS network.

References

Applying Artificial Neural Networks for Fault Prediction in Optical Network Links

Carlos Hairon R. Gonçalves¹, Mauro Oliveira¹, Rossana M.C. Andrade², and Miguel F. de Castro³*

¹ Laboratório Multiinstitucional de Redes de Computadores e Sistemas Distribuídos
Centro Federal de Educação Tecnológica do Ceará (LAR/CEFET-CE)
Av. 13 de Maio, 2081, Benfica, Fortaleza, Ceará, Brasil, 60.531-040
{hairon,mauro}@lar.cefet-ce.br

² Universidade Federal do Ceará, Departamento de Computação (DC/UFC)
Campus do Pici, Bloco 910, Fortaleza, Ceará, Brasil, 60.455-760
rossana@ufc.br

³ Institut National des Télécommunications
9 rue Charles Fourier 91011 Evry Cedex - France
miguel.castro@int-evry.fr

Abstract. The IP+GMPLS over DWDM model has been considered a trend for the evolution of optical networks. However, a challenge that has been investigated in this model is how to achieve fast rerouting in case of DWDM failure. Artificial Neural Networks (ANNs) can be used to generate proactive intelligent agents, which are able to detect failure trends in optical network links early and to approximate optical link protection mode from 1:n to 1+1. The main goal of this paper is to present an environment called RENATA2 and its process on how to develop ANNs that can give to the intelligent agents a proactive behavior able to predict failure in optical links.

1 Introduction

At the end of the 90’s, ATM was seen as the technology that would become a de facto standard for wide, metropolitan, and even for local area networks in few years. Currently, IPv6 and technologies such as MPLS (Multiple Protocol Label Switching) and DiffServ (Differentiated Services), which promise to assure quality of service (QoS) in IP, have emerged to replace ATM. For instance, according to [1], IP + GMPLS (Generalized Multiple Protocol Label Switching) over DWDM (Dense Wavelength-Division Multiplexing) networks have become a strong trend in substitution to the following model of four layers: IP for application and services; ATM for traffic engineering; SONET/SDH for data transport; and DWDM for physical infrastructure.

Independently of the technology used, the Internet management is based on the Agent x Manager paradigm and it uses SNMP (Simple Network Management Protocol), whose manager centers the information processing and, consequently, the decision making process, leaving the agents with limited computational capabilities
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and, practically, without autonomy. An alternative for solving this problem is the use of Intelligent Agents, once they have more autonomy and processing power [2][3]. Artificial Intelligence techniques can be used to make possible the proactive characteristics of an agent.

Amongst Artificial Intelligence mechanisms used as an inference machine for intelligent agents, ANNs appear as a viable and motivated technology to several research groups [3][4]. ANNs characteristics, such as learning, generalization, adaptability, robustness and fault tolerance, solves the demands that are imposed by the intelligent agent characteristics as well as by the particular traffic restrictions of different network technologies. In this paper, we present the RENATA 2 environment to support the proactive management for IP, MPLS and GMPLS networks. Traffic control and path allocation are possible tasks to be performed by the agents generated for this environment.

We organize this paper as follows. Next section shows the main issues about IP, MPLS and GMPLS networks. Section 3 presents more details about the proposal. Section 4 describes the simulation specification. Section 5 outlines the obtained results. Finally, Section 6 summarizes our main contributions and future work.

2 Proposal: ANNs for Fault Prediction in Optical Links

One of the problems that limit the use of MPL(ambda)S over DWDM links is rerouting, which is slow due to its reactive restoration for failure [2]. A solution for such problem is the use of 1+1 protection mechanisms, where one link is used as a mirror to provide immediate failure recovery. Such proposal is too expensive, since an exclusive channel must be allocated to offer the necessary infrastructure [6]. The use of ANNs can predict problematic situations in a link what allows taking proactive measures before the problem becomes critical. This solution enables to make possible a 1:n restoration mechanism that can become close to 1+1 models, once the possibility of occurring a failure is detected, the backup channel would start to function as a mirror of the supposedly problematic link.

In particular, fault detection in optical links involves several variables, and the relationship among these variables in order to predict faults is not easily modeled by analytical methods [7]. In this work, we argue that ANNs are able to capture this unknown relationship, making possible to accurately predict physical link layer faults. Some works have already tried to predict faults in different domains using ANN as AI component [8][9]. In order to develop RENATA2, first of all, we investigate the hardware components and monitor equipment with their respective parameters, which can be candidates to input variable for a specific ANN.

After that, RENATA2 is simulated with NS (Network Simulator), which has been chosen for its open feature and the diversity of network technologies it works. However, NS does not provide an appropriate error treatment for the problem solving of generating intelligent agents based on ANNs applied to the failure management. The error treatment considered by NS is imperative, for example, to simulate a link failure between 4 and 6 Label Switching Routers (LSRs) in the instant 4.5s of a MPLS network simulation, we must execute the following command: $\text{ns rtmodel-at 4.5 down $\text{LSR6/$\text{LSR4}}$. In this example, no factor related to the simulation
contributes for the link failure. This command reflects only the user input and there is no relationship with the real world. ANNs is trained with a knowledge base that approaches as maximum as possible the real world. Therefore, since the error treatment considered by NS is not adequate for the generation of a repository of examples that is essential to the learning process of the ANN. For this reason, we develop a tool, called Perturbation Generator (PG), which solves this problem for the RENATA2 environment.

Figure 1 shows the functional components of RENATA 2 and how they work together. The process for building intelligent agents is described as follows. An optical link must be modeled and simulated using PG. The physical link behavior description is fed into NS, which models and simulates link and network layers, including MPLS. Simulation logs are generated by NS and treated by DSPM (Data Selection and Preparation Module). The result of this treatment generates a knowledge base to be used in the neural network training process performed by JNNS (Java Neural Network Simulator). The resulting trained ANN must be prepared by the TI (Training Interface) to be inserted into the Intelligent Agent Generator Module (IAGM). In this last module, the trained ANN is encapsulated into an intelligent agent and deployed to the managed object.

The PG simulates the behavior of the main hardware devices of an optical fiber network, taking in consideration the physical variables (transmitter temperature and voltage) that dictate the behavior of such devices. The simulated equipments for the Perturbation Generator (PG) are Optical Transmitter, Optical Fiber and Optical Receiver. These devices are considered essential in our process, for being mandatory in optical fiber networks either directly in the own equipment or indirectly in a transmitter that is part of a DWDM multiplexer, for example. The PG was developed using pure Java, which allows this tool to become multiplatform. Finally, a solution is implemented with intelligent agents for the fast re-routing problem after a failure occurs in a MPLS link transmission, when the link is used over optical networks (MPλS or GMPLS). These agents are based on ANNs and they can foresee failures in IP+GMPLS links over DWDM guaranteeing more ability in the rerouting on these networks [10].

3 Simulation Specification

As stated in Section 2, an example set is needed in order to perform ANN training. In RENATA2, several simulations of physical, link and network layers are performed with this goal.

In the physical layer, a full-duplex optical link was modeled and simulated together with a semiconductor laser transmitter in its input and a semiconductor photoreceptor
in its output. This link does not comprise either signal amplifiers or regenerators. The configuration parameters employed to this equipment were chosen using as basis a typical DWDM system. The following parameters are used: Optical fiber: Attenuation Coefficient = 0.25 db/km, Length = 44km; Transmitter: Output Power (max.) = -3dBm, Insertion Loss = 6dBm; and Receiver: Input Power (min.) = -26dBm, Insertion Loss = 6dBm.

Optical channel throughput was defined as 10 Gbps, with a maximum operational wavelength of 1550 nm for transmitter and receiver. Such values are based on Alcatel 1640 OADM DWDM system, and they are also in conformance to Scientific Atlanta Mux/Demux DWDM system. Different specifications for DWDM systems are employed not because of divergences, but because of the lack of a complete documentation for each system. Although the simulated system is hypothetic, it represents a good approximation for a real DWDM system.

Figure 2 shows a snapshot of the Network Animator tool showing the simulated network topology fed into Network Simulator. IP and MPLS are chosen for simulation. MPLS NS (MNS), which is an extension for NS in order to simulate MPLS networks, is used. We do not use any specific extension to simulate GMPLS. However, this fact does not interfere on simulation integrity, once the optical link is simulated in the GPD module separately, and GMPLS is only the generalized form of MPLS to be employed on different networks types. Hence, MNS extension can also be representative to GMPLS simulation performance.

In the simulated topology illustrated in Figure 2, nodes 0 and 7 are IP routers, while all the others are LSR, in particular, nodes 1 and 5 are Edge LSR. Two Label Switching Paths (LSPs) are established: LSP ID 1000 with pathway 1-2-6-4-5 and LSP ID 2000 using path 1-2-3-4-5. LSP 1000 is the main path, while LSP 2000 is the alternative one that is negotiated in case of LSP 1000 failure. LSR 6 node takes the role of traffic protector, indicating the possible need for rerouting generated by link 6-4 failure. The link modeled in Section 3.1 refers to the LSR 4 and 6, which means that PG communicates directly with NS to specify this link behavior.

In order to adapt simulations of layers 2 and 3 to layer 1 simulation, the bandwidth supported by the modeled link is defined as 10 Gbps, while the other links support more than 10 Gbps. This bandwidth definition was needed to create a network bottleneck in which problematic situations will be created. This differentiation must teach the ANN to distinguish link failures from network congestion. The IP router 0 (node 0) also takes the role of traffic generator, while node 7, which also employs IP protocol, is the sink for traffic generated by node 0. The traffic generated in the simulation is described as CBR UDP, with 64 KB packets and 5 MB bursts, in which throughput varies from 5 to 12 Gbps.
4 Results and Discussion

The knowledge base that is necessary to ANN training was generated based on the log files created by NS. The DSPM is responsible for gathering information from log files and transforming them into a knowledge base (i.e., example set) used by the learning algorithm to train and validate the ANN. Neural network training and validation were performed by the JNNS tool.

In order to predict link failures, the ANN must query former parameter values and associate current ones, and build a conclusion about the next BER. Simulated data gathering granularity was adjusted to 0.1 second. Two different types of ANNs were modeled. The first one (Type 1) uses input parameters from physical equipments, while the second one (Type 2) employs input parameters from optical link traffic.

The ANN topology for Type 1 is a 20-20-1 feed forward network with back propagation learning algorithm. Input parameters are extracted from former values of BER on intervals of 2s, i.e., for each input value, 19 former BER readings and the current one are taken into account. The ANN output presents the BER value for the next tenth part of second. Hence, values of BER must be collected in the following instants: t-0.19, t-0.18, t-0.17, …, t-0.3, t-0.2, t-0.1 and t. They must then be fed as ANN input. The ANN output is the BER value for instant t+0.1. The Mean Square Error (MSE) for neural network validation is 0.0455. When only peak values from the knowledge base were used in training, i.e., only in situations where failure states are imminent, the validation MSE is 0.1020. For this type of neural network, the information’s majority for assembly the knowledge base comes from PG simulations.

In real world is not possible calculate the BER of physical layer directly, when the system (computer network) is operating. An alternative for this case will be to amplify the optical signal before this one arrive at the photo detector and calculate the BER using formula 3.1 as follows.

\[
BER = \text{EXP}
\left(- \frac{2P_{rec}}{hvB}\right)^{2}
\]  

where \(P_{rec}\) is the receptor input medium power, \(hv\) is the photon energy and \(B\) is the bit rate in seconds. This work proposes to deduce the BER through traffic performance of a network computer, the ANNs type 2 are responsible for this.

The ANN topology for Type 2 has the same topology and learning algorithm as ANN Type 1. The input parameters adopted are: Link Status, the amount of used bandwidth (UsedBand), received packets (PktRec) and lost packets (PktLost). ANN output gives BER on physical layer. Candidate variables to the ANN, such as wavelength, maximum power for each wavelength, and OSNR for each DWDM channel, are more adequate to ANN Type 1. Besides this, these variables have not been considered because of the lack of available laboratorial infrastructure. Input variables for ANN Type 2 were collected on instants: t-0.4, t-0.3, t-0.2, t-0.1 e t, where t is given on tenth of seconds. The ANN output indicates BER parameter for instant t. The inferred value of BER for the current time t presents MSE of 0.0015 and when taking into account only the peak points, the MSE is 0.0003. To this type of ANN, where network traffic is used to infer BER, the main goal is to predict BER
value on future time $t+0.1$. Although MSE for overall knowledge base is satisfactory (0.0536), the MSE for training using only critical peak points is not sufficiently good (0.2997).

5 Conclusions

This article applies intelligent agents based on ANNs to predict failures and to guarantee proactive fast re-routing of optical networks. We have developed two neural network experiments. The first one (ANN Type 1) tries to predict BER value using as input former readings of BER parameter. In the second experiment (ANN Type 2), a neural network is fed with other parameters that describe actual operation, such as wavelength, maximum power for each wavelength, and OSNR for each DWDM channel. As ANN Type 2 infers BER value for the current time and ANN Type 1 predicts BER based on current and past BER values, the first one could be the input for the second one. However, this arrangement is not possible because the system propagates the error from layer to layer on both ANNs, which compromises the final BER prediction. As a future work, we will concentrate on developing the intelligent agent signaling and its interaction with the communicating system as well as its modeling process.
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Abstract. As voice services impose stringent quality of service (QoS) guarantees to perform well over IP networks, large network resources should be allocated to their traffic class. It gets unaffordable when hard guarantees are required as in deterministic-based mechanisms such as the guaranteed services model of the integrated services (IntServ) architecture. However, the amount of network resources could be drastically decreased if only a small number of all voice connections are allowed to be negatively affected. In this work, a new capacity allocation method based on the maximum waiting time model is explored. It is established from the following concept: by providing statistical quality guarantees to those packets that experience the maximum waiting time among all packets of the active voice connections, all other packets are implicitly protected from excess delay and, thus, from service degradation. This method is investigated and mathematically analyzed for the voice service class in converged IP networks.

1 Introduction

The ongoing convergence of information technology and telecommunications places a high demand on IP networks to support new services having strict and different requirements such as interactive voice and video. Over the past years, several technologies and quality of service (QoS) mechanisms have been developed to realize such multi-service IP networks. One fundamental prerequisite of these networks is the capability to differentiate between packets of different traffic classes and to forward the packets appropriately, each with the desired QoS. To do so, each traffic class should be provided with sufficient share of the total link capacity; otherwise, it experiences quality degradation.

The guaranteed services (GS) model [1] provides hard guarantees per traffic flow with a deterministic upper bound on the network delay [2]. To provide hard QoS guarantees to the voice traffic class, worst-case considerations should be accounted for: packets of active voice connections that are routed to the same outgoing link of a

* This work is funded by Siemens AG, ICN EN.
network node arrive simultaneously at their corresponding queue and just miss their service turn which is proceeded to service another queue containing a maximum-size packet. The GS model then assures that the voice packet that happened to be queued last is fully transmitted within the defined delay bound. To achieve this, extremely high capacity values are required [3, 4]. In [5, 6], deterministic delay bounds for DiffServ networks are derived where it is also shown in [6] that high speed links are needed to assure these bounds. However, if a slight violation of the delay bounds is tolerated, large capacity resources can be saved.

The contribution of this work is two-fold: 1) we perform a statistical study of the distribution of delay bounds (maximum waiting time) for voice traffic in DiffServ networks and 2) we investigate a new capacity allocation method for voice traffic class based on the derived distribution so as to provide statistical performance guarantees to interactive voice services over IP networks. Previous work of the authors presents simulation results that show the advantage of applying this method for capacity allocation for voice traffic over IP networks [4]. This fact motivates further development and mathematical study of this method as carried out in this work.

In Section 2, we describe our network model along with the assumptions and present the capacity allocation method proposed for voice over IP (VoIP). In Section 3, we mathematically analyze the method for a single network node by providing ways of computing the maximum waiting time distribution and interpolating the needed capacity value, subject to a given set of QoS parameters. In addition, we extend the analysis to include converged IP networks that support other traffic classes that compete for the available link capacity. Finally, Section 4 concludes the paper.

2 A New Method for Capacity Allocation of VoIP

2.1 General Network Model

In this work, we consider a general IP network model consisting of a number of nodes and links, through which traffic with different characteristics could be flowing. Information transmission between a pair of nodes forms communication paths, each of which consists of a succession of hops in tandem.

Should we be conservative, we consider a pessimistic scenario in which traffic interfering with a target flow is injected at each node independently from other nodes [3, 7, 8]. Consequently, the delay caused by the interfering traffic is independent at each node, allowing us to investigate the per-hop delay contributions separately.

2.2 Single-Hop Model

Based on the assumption of independent hops, we extract a single hop from the source-destination path of the target flow and analyze the multiplexing process of several incoming lines onto one outgoing port of the associated node as shown in Figure 1. We assume that $K$ active voice connections are carried by those incoming
lines and they are destined to the same output link with capacity $C$. To obtain a high-level performance of the traffic classes supported in the network node considered, sufficient amount of capacity $C$ should be provided to be shared among all classes. As voice traffic demands strict QoS requirements, its share of the link capacity should be explicitly evaluated. Later in this work, we present and investigate a new method to compute the voice share of the link capacity $C$.

For simplification, we assume that the $K$ voice traffic flows of the active voice connections are carried by different incoming lines. We need to make sure via proper capacity allocation that the queuing delay of voice packets is bounded within a delay threshold $D$ in order to attain a smooth and interactive communication between the users [9]. Therefore, we can represent our problem as a queuing system whose performance depends on the arrival and service processes of the packets. The arrival process depends on the pattern in which traffic flows are generated by the voice sources and the service process depends on the traffic characteristics in addition to the scheduling policy employed in a multi-class-network node.

Voice sources transmit fixed-size packets at regular intervals if voice activity detection (VAD) is not employed. In case VAD is activated in the voice encoders of the sources, it is expected that the resulting waiting time distribution is bounded by the distribution of non-VAD-traffic (i.e. constant bit rate (CBR) traffic) and so if the latter distribution is used for capacity allocation then additional overdimensioning for voice traffic class is induced. According to [7, 10], it is shown, however, that very slight overdimensioning is required since the waiting time distribution tails of both VAD- and non-VAD-traffic match very closely. As a result, we consider non-VAD-traffic in the analysis; however, the results apply also to networks with VAD-traffic. In this work, we assume that each voice source generates a packet of fixed size $L$ in the same periodicity of $T$ seconds, producing traffic at rate $r = L/T$. The arrival times of packets belonging to the different $K$ voice connections are assumed mutually independent and uniformly distributed over the time interval $[0, T]$.

It is worth mentioning that we are interested in evaluating the minimum link capacity that is required for voice traffic only. The presented method solely is not enough for computing the total link capacity needed to serve a set of traffic classes. Currently, it is still not possible to devise a single method for IP networks that can evaluate the total capacity value required by all available traffic classes having different properties and quality constraints. To do so, other methods should be considered to evaluate the capacity required per each class and then the capacity values are combined in a certain way to obtain the total link capacity. One direct approach of com-
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**Fig. 1.** Single-hop model (the unlabeled incoming lines do not carry voice connections)
bining the individual capacity requirements is to simply sum them up. Such approach might, however, lead to underutilized links since no multiplexing gain is considered.

Subsequently, in regards to the service process, the employed scheduling policy determines the way in which packets are serviced from their corresponding queues. In our network model, we consider priority queuing (PQ) as the employed scheduling policy. PQ has been proposed as an adequate scheduling for the expedited forwarding per-hop behavior EF-PHB [11], which grants premium service to a defined aggregate of traffic in the DiffServ model [12] and has been introduced to support critical real-time traffic such as voice. With PQ, however, it is possible that traffic classes with the high priority take up the whole bandwidth and push out lower-priority traffic unless some sort of traffic policers are employed to control the high-priority traffic. An alternative to PQ is class-based weighted fair queuing (CB-WFQ), which allocates a weight to each class/queue and shares the link capacity among the busy queues in direct proportion to their weights. Note that both scheduling schemes are work-conserving and so idle periods of one traffic class can be used by another class. In this work, however, we will only consider PQ and grant voice traffic the highest priority while we expect a straightforward extension to the case of CB-WFQ.

2.3 Method Description

To properly allocate capacity for VoIP traffic, it is important to study the waiting time introduced in IP networks that should be restricted to a defined bound if high performance is desired. The allocated capacity is fully utilized to service voice packets within the delay bound at times of pessimistic arrival scenarios which cause maximum waiting times. Therefore, if we know the maximum waiting time then we are able to determine the needed capacity.

In Figure 1, all packets of the \( K \) connections might arrive simultaneously at their queue as a worst-case scenario; the GS model (or any other deterministic-based mechanisms [6, 13]) then makes sure that the voice packet that happened to be queued last is definitely served within a defined per-hop delay limit (i.e. required service rate = \( K \cdot L/D \)). This way, extremely high capacity would be needed to provide hard QoS guarantees. Therefore, if we are aware of the packets that experience the maximum delay among all packets, we can practically protect all other packets of the active voice connections from extra delay, and, thus, from quality degradation. This notion forms the basis of our proposed capacity allocation method. Slightly softened guarantees that allow the maximum waiting time among packets of certain arrival pattern to be exceeded if the arrival patterns occur very rarely lead to significant reduction in the capacity requirements. The proposed method offers such guarantees and could be summarized by the following steps:

1. Calculate the maximum waiting time distribution of voice traffic at a node.
2. Define a delay threshold \( D \) of the waiting time at the specific node.
3. Define an outage probability \( P \) that represents the frequency of arrival patterns, in which the maximum waiting time is allowed to exceed \( D \).
4. Compute the link capacity such that the voice packet with the maximum waiting time at a given node undergoes a delay that exceeds \( D \) in at most a probability \( P \).
Note that the allocation of one capacity value for a number of connections makes this method applicable to DiffServ networks, which service behavior aggregates [12].

3 Mathematical Analysis

To study the method mathematically, we start with a simplified model so as to obtain a feasible mathematical solution. Afterwards, we attempt to generalize the model gradually to account for new issues and extend the results accordingly.

3.1 Voice-Only IP Networks

To start with, we consider a single-hop of an IP network that runs voice traffic only. By doing so, we study certain aspects of this traffic in isolation to the effect introduced by other interfering traffic that compete for the available capacity. In voice-only networks, the previously defined queuing system is reduced to a queue with periodic arrivals and constant service times. The resulting scenario can be modeled as an N*D/D/1 queuing system, which models a superposition of N independent equiperiodic sources serviced in constant service time. The output process is considered as an equal-slotted transmission channel that can transmit exactly one packet per timeslot (i.e. the length of a timeslot is equal to the service time per packet $T_s = L/C$, where $C$, in this case, is fully allocated for voice traffic).

To compute the necessary capacity for VoIP service using the proposed method, the maximum waiting time model of the traffic is required as a first step. The virtual waiting time distribution (unfinished work) of the N*D/D/1 model had been extensively studied in the literature [14, 15, 16], while the maximum waiting time distribution is briefly handled and is not widely applied for practical purposes. The former, however, if used for capacity allocation, results in underestimated capacity values since it accounts for zero unfinished work (when the queue is empty). The latter, on the other hand, is shown by simulations in [4] to be more appropriate for capacity allocation purposes when QoS guarantees are required as in VoIP.

To obtain the maximum waiting time distribution of the N*D/D/1 model, we return to methods given by Ott and Shantikumar in [17] for a discrete time model and generalized by Hajek in [18] for the continuous case. The virtual waiting time process of an N*D/D/1 queue is stationary and periodic with period $T$ and it has the same distribution as the virtual waiting time of an M/D/1 queue with the condition that $K$ customers arrive during the interval $[0, T)$ and the server is idle at time $T$ [18].

In our model, $K$ active voice connections are routed over the channel. Each connection sends a packet once every $M$ timeslots (i.e. $M = \lceil T/T_s \rceil$). The probability that the maximum waiting time $W_{\text{max}}$ exceeds a constant $c$, where $0 \leq c \leq K \cdot T_s$, is given by [18]
where $r_k(c)$ is the probability that during a typical busy period of an M/D/1 queue (arrival rate $\lambda = M/(1\text{sec})$, service time $(1\text{sec})/M$), exactly $K$ customers arrive and are served, and the virtual waiting time remains less than or equal to $c$ throughout the busy period. The factor $r_k^j(c)$ denotes the $j$-fold convolution of $r_k(c)$ and $f(\mu,i) = \exp(-\mu) \cdot \mu^i / i!$. To compute the probability $r_k(c)$ and the convolution $r_k^j(c)$ using the methods of [17], we approximate the delay bound $c$ to integer multiples of $T_s$, i.e., $c = [c/T_s] T_s + \varepsilon \approx n T_s$, where $n = [c/T_s]$ is an integer and $0 \leq \varepsilon < T_s$.

Let $\Pi(n)$ be the $n \times n$ matrix:

$$
\Pi(n) = \begin{bmatrix}
\pi_1 & \pi_2 & \cdots & \pi_n \\
\pi_0 & \pi_1 & \cdots & \pi_{n-1} \\
0 & \pi_0 & \cdots & \pi_{n-2} \\
\vdots & \vdots & \vdots & \vdots \\
\cdots & 0 & \pi_0 & \pi_1
\end{bmatrix},
$$

where $\pi_i = \exp(-1)/i!$, $i = 0, 1, \ldots, n$, and $\pi_i^{(k)}(n)$ is the top leftmost element of the $k$th power of $\Pi(n)$, $(\Pi(n))^k$, for $k = 0, 1, \ldots, K$. Hence, $r_k(c)$ can be closely approximated as:

$$
r_k(c) \approx \begin{cases}
0, & k \leq 0 \\
\exp(-1) \pi_1^{(k-1)}(n-1), & k = 1, 2, \ldots, K
\end{cases}
$$

and the convolution $r_k^j(c)$, for any integer $j > 0$, can be iteratively calculated as follows:

$$
r_k^0(c) = \delta(K,0), \\
r_k^j(c) = \sum_{k=1}^{K} r_k(c) r_{k-j}^{(j-1)}(c).
$$

where $\delta(x,y) = 1$ for $x = y$ and $\delta(x,y) = 0$ otherwise. Now that all components of (1) are computable, we can form the maximum waiting time distribution of the $N*D/D/1$ system. Given $K$ active voice connections and a delay threshold $D = c$, we allow an outage probability $P$. Finally, we can solve iteratively for $C$ using (1).

Figure 2 plots the computed complementary cumulative distribution function (CCDF) of $W_{\text{max}}$ and compares it to Monte-Carlo simulation results. We observe that
the two plots almost overlap for different system parameters verifying the mathematical calculation of the distribution. In the simulation, the single-hop model presented in Section 2.2 is implemented in voice-only networks, where we generate $T$-periodic arrivals of $K$ voice connections with uniformly distributed arrival time over $[0, T)$ for each connection. For each new set of arrivals, we compute the maximum waiting time encountered among all packets.

![Graph](image)

**Fig. 2.** Calculation and simulation results of $W_{\text{max}}$ CCDF. $C = 10$ Mbps, $r = 80$ kbps ($L = 200$ byte, $T = 20$ ms), $K = 50$, 75, and 125 users corresponding to link utilization $\mu = 40\%$, 60\%, and 100\%, respectively

### 3.2 Converged IP Networks

In general, the existence of other queues/classes in a network sharing part of the available capacity negatively affects the performance of the voice service by introducing extra delay to voice packets that wait their turn of service among the other queues. As a pessimistic assumption, packets of other classes are assumed with maximum transfer unit (MTU) size and are constantly filling up their queues.

If PQ is the scheduling policy used, voice traffic is assigned to a separate FIFO queue with the highest priority. When the preemptive version of PQ is applied, voice traffic class is strongly protected against other traffic classes as if it is the only class available in the network. So to speak, the associated maximum waiting time maintains the same distribution as in voice-only networks and the same results presented in Section 3.1 still apply to this case.

However, when the non-preemptive version of PQ is used, deterioration in the voice class performance is observed due to the interference caused by other traffic classes. The waiting time incurred on voice packets is affected by the residual transmission time of lower priority traffic. As a result, the voice traffic periodicity is negatively influenced when a variable residual time caused by transmission of packets of other classes is added. In this section, we examine the resulting voice queuing model
of a single-hop network and aim to extend the results of the previous section to include the residual transmission time of lower priority packets.

Figure 3 shows the CCDF of $W_{\text{max}}$ corresponding to a set of Monte-Carlo simulations with various MTU-size packets. It is obvious that the introduction of another traffic class in the network causes $W_{\text{max}}$ distribution of voice traffic to deviate from its initial distribution in voice-only networks. It is realized that the deviation distance (calculated in percentage of one service time of the corresponding MTU, $T_{\text{MTU}} = \frac{\text{MTU}}{C}$) does not exceed $T_{\text{MTU}}$ for any value of MTU and it increases as the MTU size increases. Such observation is logical as the inclusion of MTU-size traffic in addition to voice traffic affects the maximum waiting time of voice traffic by at most $T_{\text{MTU}}$.

![Figure 3. W_max CCDF for 60 active voice connections. C = 10 Mbps and r = 80 kbps](image)

The maximum waiting time among all voice packets can be formulated as

$$W_{\text{max}} = \max(w_{\text{voice}} + w_{\text{residue}}),$$

where $w_{\text{voice}}$ is the waiting time resulted from queuing behind other voice packets in the same queue, and $w_{\text{residue}}$ is the residual transmission time of lower priority packets. The distribution of $w_{\text{residue}}$ is typically assumed to be uniform in the interval $[0, T_{\text{MTU}}]$ [8]. A lower bound on $W_{\text{max}}$ is achieved when no lower priority packets are being serviced when a voice packet arrives to an empty queue. This scenario yields similar results to the case of voice-only networks, where no other traffic class affects the transmission of voice packets. Therefore

$$W_{\text{max}} \geq \max(w_{\text{voice}} + w_{\text{residue}}) = (W_{\text{max}})_{\text{voice-only}}.$$

On the other hand, an upper bound on $W_{\text{max}}$ is achieved when the specific packet that experiences the maximum waiting time in voice-only networks arrives to the queue exactly when a full MTU-size packet has just been placed in service, that is

$$W_{\text{max}} \leq \max(w_{\text{voice}}) + \max(w_{\text{residue}}) \leq \max(w_{\text{voice}}) + T_{\text{MTU}}.$$
where $w_{\text{voice}}$ and $w_{\text{residue}}$ are assumed mutually independent. The distributions resulting from the upper and lower bounds are computed and plotted in Figure 4, where they are compared to Monte-Carlo simulation results that fall in between the two bounds. The actual $W_{\text{max}}$ CCDF can be well approximated by calculating $W_{\text{max}}$ as

$$W_{\text{max}} \approx \max (w_{\text{voice}}) + w_{\text{residue}}$$  \hspace{1cm} (8)

at quantile probabilities, since the influence of voice traffic, with enough number of connections, increases at low probabilities and becomes the dominant factor of the delay percentile as compared to the residual transmission time of only one MTU packet. So, whether (8) or (5) is used, very close $W_{\text{max}}$ CCDFs are resulted as illustrated in Figure 4. The calculation curve in the figure falls below the simulation curve at high probability values, where the actual $W_{\text{max}}$ is the time when the maximum residual transmission time occurs, while the approximate calculated $W_{\text{max}}$ adds a uniformly distributed residual transmission time. The simulation and calculation curves cross at lower probabilities when the influence of voice traffic increases. For higher voice loads, the two curves cross at higher probability values, since voice traffic gets to have more effective influence on $W_{\text{max}}$.

![Figure 4: W_{\text{max}} CCDF in converged IP networks. K = 60 users, C = 10 Mbps, MTU = 1500 bytes and r = 80 kbps](image)

4 Conclusion

In this paper, we mathematically analyze and elaborate a new capacity allocation method for voice over IP. We investigate this method per network hop analytically in voice-only networks and extend our analytical study to converged networks supporting multiple traffic classes with the condition that voice traffic is given a separate queue and being serviced using priority queuing. Knowing that the assumed queuing model still yields accurate results in cases of low link utilization [14], this method can
be generalized to end-to-end capacity allocation where the maximum waiting time distribution can be directly obtained by simple convolution over the network hops.

This method is shown to provide a tradeoff between allocated network resources and the probability of quality guarantees and also shown to be suitable for the Diff-Serv model where it makes use of the multiplexing gain in order to reduce the needed resources. This method will be utilized in a network planning tool that evaluates the minimum capacity required for voice traffic in large-scale IP networks supporting interactive services.
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Abstract. This paper presents results, which have obtained by extensive simulations for Mobile IP (MIP) and Stream Control Transmission Protocol (SCTP) from the perspective of mobility support in wireless Internet. After illustrating the problem in the existing Mobile SCTP and SCTP over Mobile IP for diverse cases, we propose SCTP highly coupled with MIP for realizing seamless mobility. In this thesis we use ns2 with SCTP module to compare the throughput and end-to-end delay for packet transmission associated with the Mobile SCTP, SCTP over Mobile IP, and the proposed approach. Simulation results show that our proposed approaches achieve better performance than other proposals.

1 Introduction

In this paper, we examine a recently standardized transport protocol - Stream Control Transmission Protocol (SCTP) and the Mobile IPv4 (MIP) standard from the perspective of mobility support in wireless Internet [1][2]. The SCTP is a new standardized transport protocol operating on top of the Internet Protocol (IP). Although it shares many characteristic with TCP, it has many significant and interesting differences. The distinct differences to TCP are multi-homing and the concept of several streams within a connection. In this paper we focus on multi-homing feature and flow control mechanism from the view point of mobility support in SCTP. Even though the original SCTP protocol did not consider the mobility of the end nodes, there have been ongoing research efforts to support mobility in the current SCTP protocol [3][4][6].

The basic concept of the proposed approach is that the SCTP-mobility approach does not exclude the MIP-based approach, it may work to complement based on the kind of application. That is, the solution suggested in this paper is to use MIP for non-SCTP based applications (e.g. telnet, ftp, tftp, http, and etc) but to use the proposed MIP-based SCTP for SCTP-based applications. Unlike standard MIP, however, the proposed approach limits tunneling to SCTP associations that are active during a movement.

In this paper we present performance figures, which have been obtained by extensive simulations for SCTP over MIP, SCTP-based mobility and the proposed
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approach. The simulation results show that our proposed approach can achieve better performance than both SCTP over mobile IP and SCTP-based mobility, and overcome the drawbacks of each protocol.

2 Related Works

2.1 SCTP-Based Mobility

Mobile SCTP is proposed as a transport layer mobility management by using multi-homing feature in SCTP [3][5][6]. The most significant limitation is the absence of a mobility management for the existing TCP/IP suite (TCP and UDP) or non-SCTP based applications. Second, a Mobile SCTP by itself can not support roaming. If there are no additional entity or devices for location management, the INIT chunk for a new association with MN's home address cannot be correctly routed to the new location of MN after a mobile node moves a new network. Third, it can cause a significant disruption time if association update is not completed while the mobile node is in the overlapped area.

2.2 Solutions Related to Improve TCP Performance in Mobile Environments

To understand the aims of this paper, it is useful to investigate several solutions, proposed to overcome the problems of standard TCP operation over wireless networks. Even if a single packet is dropped for any reason, the current standard of TCP (and SCTP) assumes that the loss was due to congestion and throttles the transmission by bringing the congestion window down to the minimum size. For disconnections due to handoff, this coupled with the TCP (and SCTP)'s slow-start mechanism means that the successive TCP timeouts then increase the TCP (and SCTP) timeouts interval such that, even though handoff processing has completed. TCP will not immediately resume the communication. Many papers have been written for solving the performance degradation of TCP over lossy wireless links (such as Indirect-TCP, Wireless-TCP, Mobile-TCP, Snoop, Forward Error Correction, and Freeze-TCP, etc) [8][9].

3 Integration of MIP and SCTP-Mobility

3.1 Location Management

Fig. 1 shows the time diagram of handoff procedure for the proposed approach. When a mobile node enters a new network, it detects movement and obtains an initial CoA. At the same time, MN’s MIP must contact the DHCP (or FA) server to obtain a globally unique CCoA and inform SCTP instance of its movement. It then sends a registration request through the foreign agent to the home agent requesting mobility binding update for a period of time. The HA updates its mobility binding table and sends a registration reply back to the MN through
the FA allowing or denying that registration. Once MN acquire a new IP address (CCOA), it notifies the completion of address renewal to SCTP instance in MN. By using this approach, if a MN cannot acquire the CCoA, the mobility for SCTP-based application is supported by MIP.

3.2 Standstill SCTP

In this section, we suggest an explicit notification method for confirming the completion of handoff. This causes the sender to immediately transmit data chunks, which eliminates the waiting period. The proposed Standstill SCTP is similar mechanism to Freeze-TCP and M-TCP using zero window advertisement for improving TCP performance in mobile environments [8][9]. Unlike a Freeze-TCP, it is able to obviously detect long disconnection since a Standstill SCTP is depends on mobile IP for detecting an impending handoff. For an association from CN to MH, when a MN notices its movement, its SCTP instance sends SACK chunk with zero window size to CN. As soon as a CN receives this SACK chunk, it freezes the cwnd, ssthresh and the retransmission timer, and prevents further data chunk. To resume a association, the MN sends immediately SACK with non-zero window size + Heartbeat chunk to the CN as soon as it identifies whether the completion of handoff from MIP or the finishing of IP renewal from DHCP. When the CN receives this packet, it recovers cwnd, ssthresh and the retransmission timer, and starts data chunk transmission.
4 Performance Evaluation

4.1 Simulation Model

Simulation model of SCTP over MIP is based on the library modules provided by ns2 [7] with SCTP module, while the SCTP-mobility simulation module is implemented based on the description provided in [3]. MNs are connected to access point(APs) using the ns-2 carrier sense multiple access with collision avoidance(CSMA/CA) wireless link model. And, the bandwidth and the link delay between AP and MN are set to 10Mbps and 2ms, respectively. The SCTP association from CN to MN performs bulk file transfer using MSS equal to 1448 bytes(that is, there is no IP fragmentation due to MIP’s tunneling. If the MSS is larger than maximum transmission unit(MTU) of Ethernet, the SCTP performance over MIP is more degraded). Also, we exploit the default values that are recommended in RFC 2960 suitable for SCTP deployments in the public Internet(minimum retransmission timeout value: $RTO_{min}=1$ sec, initial retransmission timeout value:$RTO_{init}=3$ sec, SACK delay = 200ms, and so on)[1].

4.2 Simulation Results

In this paper, we consider two kinds of factor which affects the handoff completion delay and the SCTP performance over wireless networks:

- DnTOo: the one-way delay to exchange packets between the new FA and the old FA
- DmnTOcn: the one way delay from MN to CN or vice versa

Fig. 2 illustrates the throughput at the MN as the DnTOo delay increases. Here the DmnTOcn is set to be 30ms. For showing distinct results, we measure the average SCTP throughput of each approach during a 25 second around handoff point. Obviously, the SCTP throughput using Mobile SCTP approach becomes better than that of SCTP over MIP as the direct path between the MN and CN.
is shorter than the distance go through FA and HA. Also, the Mobile SCTP is independent of the distance between MN and HA, its performance is fixed about 0.642 Mbytes/sec. For the proposed MIP-based SCTP, it shows more effective results. If the handoff completion delay of MIP is shorter than that of Mobile SCTP, the packets destined for MN is tunneled to FA through HA until the handoff of Mobile SCTP is completed. Also, Fig. 2 shows that the MIP-based SCTP using Standstill algorithm can more improve SCTP performance than that of MIP-based SCTP by reducing redundant waiting time due to the successive timeouts after the handoff of MIP or the handoff of SCTP is completed.

Fig. 3 shows the SCTP throughput as the delay $D_{mnTOcn}$ increases. Here the $D_{nTOo}$ is assumed to be 30ms. Since all methods including MIP and Mobile SCTP, and the proposed approach are depends the End-to-End delay between CN and MN, the average throughput for each approach is degraded as the delay $D_{mnTOcn}$ increases. However, as remarked above, since the MIP-based approach uses the fast handoff method between MIP and SCTP, it shows more improved throughput than other two approaches. The reason for a drop in throughput near 20 ms for Fig. 3 is that a longer End-to-End delay (over 25ms) results in a second timeout during the handoff.

Fig. 4 and Fig. 5, respectively, illustrate the SCTP throughput and variation of congestion window size in worst scenario for Mobile SCTP. In Fig. 4, at time $t = 9.5s$ the MN switches its old BS to a new BS in a new domain and establishes link layer connection. Since the MN is no longer attached at its previous address, all of the further segments destined for previous address are lost. In Fig. 4 Mobile SCTP approach experiences third timeout because it requires additional time to obtain a new IP address. That is, even though its handoff is completed at $t = 12.5s$ and MN can receive further data, the CN does not immediately restart data transmissions because the CN is still waiting for SACKs for the lost segments. Fig. 4 and Fig. 5 also show that the Standstill SCTP can successfully deal with the redundant waiting time due to the successive timeouts when the $D_{mnTOc}$ delay is slightly longer.
As a result, we conclude that the proposed methods can achieve significant improvements during handoff and the best performance in various environments.

5 Conclusion

The proposed mobility management method has two main features: First, the proposed scheme uses SCTP’s packet delivering coupled with a location management scheme derived from the MIP’s location management scheme to provide a seamless mobility. Second, to alleviate the performance degradation of SCTP during disconnections due to handoff, we propose a Standstill SCTP highly coupled with events of MIP. The simulation results show that the proposed methods can achieve more improved performance than Mobile SCTP and SCTP over MIP. The best performance in various environments was achieved when the two proposed schemes were combined. However, the implementation of the proposed approach is needed in real world since the proposed approach is simulated under
some assumptions and the processing complexity is ignored (e.g., IP renewal delay is one second, Move Detection delay in MIP is 0.5 second, respectively).
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Abstract. The evolution of communications towards a single unified network based on IP, brings new issues to the Internet, as a new business paradigm appears and an explosion in the number of users will continue. IPv6 will support this new Internet, but, in spite of its advantages, it will be expectable that it will coexist with IPv4 for a long time, due to the huge size of the Internet today.

The migration phase will play a central role in this process and special care has to be taken concerning inter-operability issues. From the existing set of inter-operability solutions, NAPT-PT is the most promising for the nearest future, as it efficiently uses network resources, without wasting the spare IPv4 addressing space.

This paper presents an Inter Working Unit based on NAPT-PT, which have been developed in GNU/Linux Operating System. Considerations about the IWU design are taken and functional and performance tests are described.

1 Introduction

The convergence of data and telecommunication networks around a single network based on IP, brings an unpredictable business importance to the Internet, leading to a continuous and exponential increasing in the number of users. Wireless and broadband communications will contribute to this expansion, bringing to the network non-traditional costumers, new applications and services.

Although the advantages of having an unified network, based on a widely deployed technology, IPv4 addressing space is reaching its limits, due to the 32 bit size of address’ field. Internet Engineering Task Force (IETF), being aware of this problem, provided the Network Address Translation (NAT) – a short term solution –, already supported in most of the existing enterprise networks to face the lack of available IP public addresses.

In the meanwhile, IETF have developed a long term solution, which is a new version of IP protocol – IPv6 – targeted to sustain the main issues of the new generation Internet[1]. It solves the scalability’s problem of IPv4 addressing.
space, by providing longer IP addresses; it has native Mobility and Quality of Service support and, due to its new header structure, faster processing may be achieved and future evolution is easily supported.

The 3rd generation UMTS networks will lead this unified approach to the limit, by putting together data, voice and cellular networks, traditional applications and multimedia ones, as well as service and content providers. IPv6 will play a central role in the core network, but, in the meanwhile both IPv4 and IPv6 will coexist.

Nowadays, a significant effort is being doing in the dissemination of IPv6 technology and several task forces [2] [3] and pilot networks [4] are being developed around the world. The main idea is not only to develop the technology, in order to achieve enough maturity, but also to promote it in the industry and users. Although IPv6 have started in the 90’s, Internet Service Providers (ISPs), Consumers and Enterprises will have different timescales to adopt it and the migration will not start simultaneously. One of the main problems is that many ISPs currently are hesitating to invest in major new activities, due to the actual economic situation. Although new business is welcome, deploying IPv6 does not automatically imply an increasing of revenues. Indeed, in the short term, costs may increase, due to the dual IPv4/IPv6 infrastructure that is needed, during migration phase.

From a Consumer or Enterprise point of view, IPv6 will bring important advantages to their infrastructure – seamless mobility, broadband access across different technologies and quality of service – that might justify their investment, even because the new protocol is already supported in most of existing operating systems, like Windows XP and Linux.

An effective migration solution is essential to assure the success of the transition phase. While both technologies coexist, IPv6 users must be transparently connected to IPv4 users, and vice-versa, with a minimum overhead, great flexibility and total transparency.

This paper addresses this issue and proposes an Inter Working Unit (IWU) that supports communication between IPv6 and IPv4 protocols. The IWU is based on a flexible inter operability solution and have been developed and tested in GNU/Linux Operating System.

The remaining part of the paper is organised as follows: section 2, presents and evaluates the existing inter operability scenarios; section 3, presents related work; section 4, describes the proposed architecture; section 5, presents the implementation; section 6, shows the test results and, finally, in section 6 some conclusions are drawn and future work is presented.

2  Inter Operability

2.1  Migration Scenario

During the migration phase from IPv4 to IPv6 it is expectable that both type of networks coexist and must cooperate to transparently provide end-to-end service to their costumers.
The migration from the present situation, where the Internet is based on IPv4, to the final one, where it is only supported on IPv6, will comprise two main phases. In the beginning most of the networks use IPv4, but, as long as IPv6 has success, IPv4 networks are progressively replaced by IPv6 and the situation progressively reverses. Probably, this migration phases will take a long time, as it will be very difficult to replace the entire set of IPv4 islands, due to the huge size of the Internet. Therefore, even when two IPv6 costumers communicate, inter operability may be needed, as the communication process will probably cross IPv4 domains.

Several inter operability solutions have been proposed by IETF and will be presented in the next sections.

2.2 Dual Stack Approach

The Dual Stack approach, defined by IETF in RFC 2893 [5], provides a very simple inter operability scenario, which basically consists in having complete IPv4 stacks in every Network Element that supports IPv6. If a dual stack node needs to communicate to IPv4 uses IPv4 datagram, while if it needs to communicate to IPv6 nodes it uses IPv6 datagram. When the communication process passes through IPv4 and IPv6 domains, header translation is performed in the edge.

This is a simple approach, which presents two important disadvantages: first, every dual stack node needs an IPv4 address and an IPv6 address and, IPv4 addressing space is sparse; second, when header translation is performed from IPv6 to IPv4 the new header fields of IPv6, like flow label, will be lost forever, as they are no corresponding ones in IPv4.

2.3 Tunnelling

The other solution proposed in the same RFC – Tunnelling – solves both problems described before. Dual stack nodes exist at the edge of IPv4 and IPv6 domains. When an IPv6 datagram needs to cross an IPv4 domain to reach its destination, at the egress of the IPv6 domain, the IPv6 datagram is encapsulated into an IPv4 datagram and put into a tunnel; after passing through the IPv4 domain, at the ingress of the other IPv6 domain, the tunnel is released and the IPv4 header removed in order to recover the original IPv6 datagram.

Besides the overhead introduced by the tunnel, this approach implies that both costumers uses the same type of IP protocol, as encapsulation implies the reverse procedure.

2.4 Translator

A more complex solution – Network Address Translation - Protocol Translation (NAT-PT) – has been proposed also by IETF in [6], to support communication between IPv6 and IPv4 stations. It merges the protocol translation
proposed in Stateless IP/ICMP Translation Algorithm (SIIT) with the dynamic addressing procedures defined in NAT.

When an IPv6 station triggers a communication process to an IPv4 station, it uses a **Translator** to require an IPv4 address and to perform header conversion. This address – **IPv4-translated address** – is obtained from a pool of addresses and a session is created, in order to share the address among all datagrams associated to the same communication process.

NAT-PT has a drawback: when the pool of addresses reaches its limit, no more communication processes between IPv6 and IPv4 may be established.

If port translation is used, as proposed in [6] **Network Address Port Translation - Protocol Translation** (NAPT-PT), this limitation is solved, because ports are also mapped and associated to the session. However, in such a case, and due to the use of port number, it is not possible to have the same service in different servers of the same network. In spite of this, NAPT-PT is the most adequate solution for Small Office, Home Office (SOHO) environments, and it will be the chosen solution.

### 3 Related Work

Today, there are several projects aimed to promote the deployment of IPv6 networks, through the development of trial network platforms and applications. In the European community, the Information Society Technologies (IST) program promoted more than 10 projects, which have been identified in Euro6IX project [7]. Also different countries, around the world, have their own national IPv6 research networks, which joins together academic, industry and network operators. Euro6IX provides a Pan-European network, connecting its own network to other networks, such as 6Bone and 6Net [8].

As far as inter operability is concerned, a few projects are being developed. The **Microsoft Research IPv6**, had developed an IPv6 stack, containing a translator, based on NAT-PT approach. Recently, **Windows XP** has provides Dual Stack implementation and also supports inter operability, by using a Tunnelling variant called Teredo. The project 6Talk [9], developed by South Korean organisations is aimed to support Dual Stack, Tunnelling, SIIT and NAT-PT inter operability solutions.

### 4 Architecture

As depicted in figure 1, the IWU uses NAPT-PT to support inter operability among several IPv6 and IPv4 domains. The Network Element that contains the IWU must interfaces both type of domains and all the communications established between them must use the IWU.

According to NAPT-PT characteristics, the IWU supports TCP and UDP port translation and IPv6/IPv4 and ICMPv6/ICMP protocol translation. Specific **Application Layer Gateways** (ALG) should be developed to support
the applications that have some particularities, which do not allow transparent translation.

Concerning IP address/port translation, it occurs only when a communication process is initiated. To support this, the architecture defines a special entity – **Session** –, that keeps all the information needed to translate incoming packets, from whose the translation had been previously done. As far as TCP or UPD traffic is considered, the entity Session is characterised by the tuple (Protocol, Source Address, Destination Address, Source Port, Destination Port); if ICMP is considered, the tuple is (Protocol, Source Address, Destination Address, Identifier).

During a communication process the following steps are executed:

- **Packet association to a Session** – all UDP packets and ICMPv6 Echo Request may trigger the creation of a new session, if there is not any one that matches its tuple. Concerning TCP, only connection establishment packets lead to the creation of a session; all the packets that match an existing tuple are associated to the corresponding session entity; all the others are discarded.

- **Packet translation** – when a packet is associated to a session, the session’s information is used to translate it from IPv6 to IPv4, or vice-versa, depending on the direction of the communication. Thus, the IPv6/IPv4 header is mapped into the corresponding IPv4/IPv6 one, and UPD or TCP ports are mapped.

- **Session termination** – all UDP and ICMP sessions end by timeout, as they are connectionless protocols. Concerning TCP, the session is finalised when the TCP connection is terminated, or by timeout, if some problem occurs and the FYN segment is lost.

### 5 Implementation

The IWU has been designed and implemented in GNU/Linux Operating Systems, in user space mode and C language.

According to the architecture depicted in figure 2, the IWU comprises three main functional blocks:
– **Capture** – that is responsible for retrieving a packet from the Kernel, when it enters the IWU, and for sending it to the Translator.

– **Translation** – that converts an IPv6 packet into the corresponding IPv4 packet, and vice-versa.

– **Output** – that receives a packet from the Translator and sends it to the Kernel, in order to be transmitted.

![IWU Implementation scheme](image)

**Fig. 2.** IWU Implementation scheme

One of the first design options that have been taken is related to the type of mechanism used to support the communication between the IWU and the Kernel of Linux. At a first glance, Linux provides different mechanisms to perform this communication, but several precautions had been taken, in order to assure an adequate functionality.

The mechanisms used to capture a packet must assure that the packet is retrieved from the Kernel, in stead of copied, in order to avoid duplications. Thus, some of the existing mechanisms, such as *RAW Sockets*, *Linux Packet Filters* and *libpcap*, could not be used, as none of them completely intercept the packet. From the two available options – *Divert Sockets* and *lipipq* – the former was quit, because it was only available at the older Linux Kernel and does not provide support to IPv6.

*libipq* is a library that gives access to *Netlink* through an easy API. Netlink allows the IWU to interact with the Kernel, in order to completely capture an IPv6 or IPv4 packet, using an Inter-Process Communication (IPC) similar to a socket.

In the Output block, the basic problem is related to the fact that, to translate packet the IP header must be modified. The **RAW Sockets** may be used to send IPV4 packets, using the option (IP-HDRINCL) that includes the IP header in the message that is sent in the socket.

Concerning IPv6, there is limitation of RAW sockets in this protocol that forbids its use: it is not possible to change the IP addresses and to use an...
address different to the interface’s address. Thus, a lower layer communication mechanisms was selected – Packet Sockets –, which capture packets at the Logical Link Layer. No limitations arise from its use, but the protocol responsible for the conversion between IP and MAC addresses had to be developed. In IPv6, this is the Neighbour Discover Protocol (NDP). The RTNetLink is used by NDP to look at, or insert new entries, at the cache table that contains the IP/MAC addresses information, which is located at the Kernel.

The Translator uses a thread from IPv6 to IPv4 translation and another one, for the reverse direction.

When an incoming packet enters the Translator, it is validated by the Analysis component, which decides if the translation is to continue, or if the packet must be rejected. If the translation goes on, the NAPT-PT component controls it: it triggers the creation of new sessions, associates packets to existing sessions, translates the protocol and triggers the session’s termination. Session management is done by the Session component, with the help of the Identifier component, which is used to manage identifiers for ICMP packets.

The DNS ALG is a special component used to translate DNS queries that IPv6 station makes to name servers, existing in IPv4 domains. AAAA Queries are converted into A Queries and the server replies are also converted.

6 Trial Results

The IWU was tested using the trial platform represented in figure 3. The IWU runs on a PC, with Red Hat Linux, Kernel 2.4.20-18.9, compiled to support the module ip6 queue. IPv6 Stations and IPv4 Servers both use Red Hat Linux 9 and MS Windows XP. The IWU uses Ethernet interfaces at 10/100 Mb/s. Some IPv4 servers are accessed through the Internet, while others lie in the Local Area Network.

![Fig. 3. IWU Platform](image_url)

Functional tests have been performed using different applications and the results are described in table 1.
Almost all the applications that does not require other ALGs than DNS have performed well. The only exception appears in the DNS application, if it uses an *MS Windows XP* Station, and is due to the fact that this Operating Systems did not contain a DNS resolver for IPv6, at the time the tests were performed.

Concerning, TFPT the problem lies on the fact that no special ALG have been yet develop for this protocol, which can not be not natively supported by NAPT-PT. TFTP uses a port in the reply different to the one used in the query, and so, when the reply returns, no session matches the reply packet.

### Table 1. Functional Tests

<table>
<thead>
<tr>
<th>Application</th>
<th>Client</th>
<th>Server</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>HTTP</td>
<td>Mozilla 1.2.1</td>
<td>micro httpd</td>
<td>Ok</td>
</tr>
<tr>
<td>HTTP</td>
<td>Mozilla Firebird 0.7</td>
<td>Apache</td>
<td>Ok</td>
</tr>
<tr>
<td>HTTP</td>
<td>Internet Explorer 6</td>
<td>IIS</td>
<td>Ok</td>
</tr>
<tr>
<td>SSH</td>
<td>OpenSSH 3.5p1</td>
<td></td>
<td>Ok</td>
</tr>
<tr>
<td>DNS</td>
<td>Linux</td>
<td>Any</td>
<td>Ok</td>
</tr>
<tr>
<td>DNS</td>
<td>Windows XP</td>
<td>Any</td>
<td>NOK</td>
</tr>
<tr>
<td>TFPT</td>
<td>Linux</td>
<td>Linux</td>
<td>NOK</td>
</tr>
<tr>
<td>ICMP</td>
<td>Linux</td>
<td>Linux</td>
<td>Ok</td>
</tr>
</tbody>
</table>

Also performance tests have been done, regarding the Latency introduced by the IWU. The PC used in the tests is a Pentium II, at 333 MHz, with 224MB RAM, Fast Ethernet 10/100Mbps, with chipset RTL8139.

To evaluate the Latency introduced by the IWU, tests have been done using a network with two Stations connected through an IWU and another network where the IWU was replaced by a router. In such a case, the communication comprises only IPv6 or IPv4 Stations. The Round Trip Time (RTT) has been measured, using ICMP packets, with different sizes. For each test 30000 ICMP requests are done, at rate of 100 packets/sec.

The average RTT is represented in figure 4 for the three situations tested: IPv4 communication, IPv6 communication and IPv6 to IPv4 communication, using the IWU. The Latency introduced by the IWU, also represented, is evaluated by the difference between the RTT of the IWU and the RTT achieved with IPv6.

It is possible to conclude that, as expectable, the RTT increases with the packet size; concerning the Latency of the IWU, it is kept almost constant, in the order to magnitude of 200 msec, which is an acceptable value due to the performance characteristics of the test machine. Even considering the situation of a communication process across the Internet, this is an acceptable value.
7 Conclusions

This paper proposes and InterWorking Unit used to support the interoperability between IPv6 and IPv4, during the migration phase, which is expectable to be long, due to the huge size of the Internet today and the financial investments needed to support the transition.

From the existing set of interoperability solutions - Dual Stack, Tunneling, NAT-PT and NAPT-PT, the later one is the most promising for the new future, as it efficiently uses network resources, without wasting the spare IPv4 addressing space.

The IWU presented in this paper is based on NAPT-PT approach and was implemented at user space mode, in GNU/Linux. It represents a good solution for SOHO environments, as it does imposes significant requirements.

A specific ALG block have been developed, to support name resolution. Several design approaches have been identified, regarding packet capture and output at both IPv6 and IPv4 sides. Due to the different maturity and implementation options that have been taken in Linux’s IPv4 and IPv6 stacks, an asymmetrical design of the IWU has chosen.

Functional tests have shown that the IWU performs well using different applications, developed for different Operating Systems, if they do not require other special ALGs. Performance tests have shown that, in spite of being developed at user space, the IWU introduces a small Latency in the communication process, in the order of magnitude of 200 usec, which is kept almost constant, independently of the traffic load.

Future work comprises developing specific ALGs for other applications, not yet supported and implementing the IWU as a Kernel Loadable Module. Support of redundancy mechanism and load balancing among different IWUs must also be addressed.
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Abstract. SIP (Session Initiation Protocol) is a text-based protocol engineered for high data rate links. As a result, SIP messages size have not been optimised. This is problematic, particularly with the planned usage of this protocol in wireless handsets as part of 2.5G and 3G cellular networks. With low bit rate IP connectivity or signalling channel, the transmission delays for call setup and feature invocation are significant. In this paper, we propose a new approach called "Smart Profile" where SIP messages are minimised in the access network for performance optimisation and completely reconstructed at the edge. The message reconstruction is based on SIP call profile that contains session attributes extracted from the user and terminal profiles. We discuss about Smart Profile implementation and focus on measuring its performance. Results and comparison with compression method show that Smart Profile solution is globally better.

1 Introduction

The Session Initiation Protocol [RFC 3261] is intended for initiating multimedia sessions but also for managing these sessions. SIP is a text based protocol engineered for bandwidth rich links. As a result, the messages have not been optimised in term of size. For example, typical SIP messages range from a few hundred bytes up to several kilo bytes [1]. When SIP is used in wireless handsets as part of 2.5G and 3G cellular networks, where the bandwidth and energy represent high cost resources, with a potential high packet loss and collision rates (compare to wired networks), the large message size and the need to handle high message/transaction rates is problematic [1,2]. Generally, the maximum bandwidth has to be dedicated to the media flow and call set-up delay must be under a certain threshold [3]. Taking into account retransmissions and the multiplicity of messages that are required in some flows, call set-up and feature invocation are dramatically affected.

To cope with SIP performance issues, IETF proposes to use a compression method (SigComp [RFC 3320]) at the application level (SIP level). This approach generally needs a negotiation protocol for capability exchange leading to some interoperability issues (e.g. compression support, type of compressors). It also
requires CPU and memory resources which are quite scarce in some conditions (PDA, terminal or mobile handsets).

We propose a new approach called Smart Profile (that could replace or be associated with SigComp, in some specific conditions) where the major part of the complexity is moved from the terminal toward the edge SIP proxy. This method is transparent to existing SIP servers. The paper is organised as follows: section 2 describes SIP performance issues in term of message size and transmission delays. Section 3 presents compression method while ”Smart Profile” and its implementation are described in section 4. Section 5 presents our Benchmark and gives results. Finally, we comment on results and give some perspectives.

2 SIP Performance Issues

To date, it appears that there are few published studies about SIP performance or benchmarks. Some measures of set-up delays obtained from simulation are given in [4] for the context of IP telephony. There also exists a methodology to measure server performance [5]. In [6], we have presented a SIP benchmark that provides results of SIP performance for multiple user accesses (LAN, Wireless LAN 802.11, Modem, Cable Modem) and compared these results with ITU-T recommendations [3] which specify optimal delays for real-time connections (particularly voice connection in “circuit” networks). This benchmark reflects that SIP does not achieve good performance for low bit rate and WiFi accesses. The set-up delay can reach more than 20 seconds which is far from ITU-T recommendations for local (3 seconds) and international connection (8 seconds).

Analysis of results obtained from our benchmark identifies at least three factors that have an impact on SIP performance and introduce overhead.

First, SIP messages are quite large, due to their textual format and structure. SIP messages size, including lower layers (UDP, IP, ...) goes from about 500 up to 2000 bytes if we consider large SDP bodies, obtained using Ethereal tool on typical UAs (Ubiquity Software Agent). As experienced by our benchmark, the typical size of SIP messages constitutes an issue for low bit rate IP connectivity. For example, if we consider a 9.6 Kbs bandwidth channel each byte takes 0.8 ms (serialisation delay) and if we assume a 500 bytes SIP message, the serialisation delay represents by itself an unacceptable value of 0.5 sec and 2 sec for a 2000 bytes message. With the propagation delay in a 3G network, the total call set-up delay can reach approximately 7.9 sec. [1]. For comparison, a typical GSM call set-up is about 3.6 sec. [1].

Secondly, processing time, due to SIP messages parsing process and Proxy-servers along the signalling path with store and forward behaviour add delays. This delay increases dramatically if SIP servers logic complexity is high, resulting in high message/transaction handling rates. Finally, in wireless networks, characterised by high packet loss and collision rates, the radio network frame sizes

1 By comparison, when ITU-T H323 protocol is used for IP multimedia applications, call signalling messages are more compactly encoded with a maximum size of 300 bytes.

2 This is the basic channel for a 3G typical CDMA radio link, 8 kbs for GERAN.
add constraints meaning that signalling message should fit into certain amount of radio layer frames. Given this, general techniques to reduce call set-up delays while saving bandwidth could be (1) increasing the bit rate per user which lead to reduce the number of supported users; (2) decreasing the RTT (in Wireless networks) which is not be trivial with fundamental delay factor like interleaving and FEC; (3) stripping the protocol which would break transparency and end to end semantics; (4) use IP header compression such as ROBust Header Compression [ROHC]. Nevertheless, today, there is a major trend to privilege Minimisation techniques dedicated to SIP. We dedicate the next section to deal with current compression techniques.

3 Minimising SIP Messages: Signalling Compression

Compression is an active area within the IETF and the need for SIP compression is clear [RFC 3322]. We consider SigComp [RFC 3320] as one of the main contributions. Sigcomp defines an architecture for compressing messages generated by application level protocols such as SIP (or RTSP). One of the main component of this architecture is a Universal Decompressor Virtual Machine (UDVM) specified at application layer (SIP). This virtual Machine has a limited and simple instructions set (33 instructions) that is optimised and targeted at implementing decompression and manage states related to the compression/decompression process. The compressor algorithm bytecode (commonly used compressors are textual ones such as DEFLATE, LZ77, LZW, ... ) is uploaded to the UDVM for being executed when each compressed message is received for decoding. So the choice of algorithm becomes a local decision at the compressor side. SigComp protocol has only one message and uses UTF-8 coding, allowing mixing of compressed and normal messages (a SigComp message begins with an illegal bitstring). The SigComp message is composed of several fields, containing: a state identifier, the state identifier length or the bytecode, following by the location (memory address) of the bytecode algorithm, possible feedback request or data and the compressed message. TCP or UDP transport protocol is used for signalling and depends on the required reliability. Generally, compression based approach is not transparent to existing SIP servers and needs high processing and storage capabilities in terminals (for the compression/decompression context and dictionary). It also requires a capacity negotiation protocol before exchanging any SIP compressed messages, with the fact that multiple compression algorithms (standard or proprietary) exist, leading to potential interoperability issues. These constraints require high complexity on the terminal side. They are incompatible with terminals characterised by limited resources (CPU, memory) such as PDAs and mobile handsets. This is more critical with smart cards if we consider that SIP could be embedded and used for security/authentication purposes [7].

3 Compression ratio depends on the type of content. If we considered a large text book, it is about 3 for LZ77, 2.5 for LZW and 1.5 for Compact.
4 Minimising SIP Messages: “Smart Profile”

We propose in this section a new approach where the complexity is more located on the edge SIP proxy instead of the terminal (this leads to an asymmetric scheme). We call it Smart Profile for minimising SIP messages length. It can be considered as a trade-off between compression and caching techniques.

4.1 Principles

“Smart Profile” uses the Virtual Home Environment (VHE) [8] or Personal Service Environment (PSE) [9] concepts for providing services adapted to the user or its environment. It is based on the user, service, network or terminal profiles but also on the mobility profile for location based services. These service personalisation models (VHE, PSE) are mainly defined for being supported in wireless networks (e.g. 3G, GPRS, WLAN, ...). Hence, profile related information such as: terminal identifier, users preferences, network, terminal or service characteristics and user location are considered to be known and stored in various databases. Based on these information, it is easy to guess the capabilities of the terminal, network or service and hence to build and select a SIP oriented call profile, which could be dynamically updated from the VHE or PSE environment (mobile environment).

The basic concept of Smart Profile is to exploit SIP oriented call profiles to minimise and reconstruct messages based on stored information. Figure 1 shows this concept, with a typical call scenario. The first complete request is used by the edge proxy to construct the call profile (stored also in the terminal for minimisation in both direction, for requests and responses). For next requests, the SIP UA client will send an INVITE message containing a minimal set of information such as terminal, destination or source identifier. The SIP edge Proxy server will then add all remaining mandatory or optional fields (including SDP protocol) based on the stored call profile. By this way, minimised messages are reconstructed before being sent in the core network.

So, considering Smart Profile approach for SIP protocol, most of the optional header fields and SDP body of a SIP message sent by a User Agent describe the sessions attributes the user wants to establish. The sessions attributes are inherited from the terminal, network, user capabilities and preferences. We consider these attributes as static data but they could be updated dynamically, for example in case of mobile environment. This suggests that a call profile representing the sessions attributes is created and refreshed periodically.

Below, we show a typical SIP message (INVITE) of about 2 Kbytes used in our testbed. Lines starting with "***" represent all information that will not be sent in subsequent minimised messages, as they will be extracted from the SIP call profile in the Proxy. For SIP messages between the User Agent and the Proxy, we remove the fields that will not changed or changed in a predictive manner.

4 The bottleneck is generally located more on the access network but this does not preclude the use of Smart Profile in the core network on a hop by hop basis.

5 Register and re-Invite method could be used for updating SIP call profile.
during a call session, that is: (1) static header fields (e.g. Contact); (2) header fields which are body related (e.g. Content-Disposition, Content-Type); (3) the SDP body which can be retrieved from call profiles. Other fields, although they can be static fields (e.g. Max-Forwards, From) are mandatory in SIP messages and thus must be kept. Given this, the SIP call profile will be build based on these considerations.

**Figure 1.** Call scenario using "Smart Profile"

```
INVITE sip:SmartProfile@193.48.251.169;transport=udp SIP/2.0
CSeq: 1 INVITE
Call-ID: 8cf4bd79f89bc5c15b8ab93088dc7c6f8193.48.251.66
From: "Caller" <sip:rodin@193.48.251.66:5060>;tag=6789-1234
To: "Callee" <sip:durer@192.168.246.225>;tag=12345-6789
Via: SIP/2.0/UDP 193.48.251.66:5060
Via: SIP/2.0/UDP 80.248.33.37:5070;branch=z9hG4bK50F8212513CE00F4B525D73
Contact: "Caller" <sip:rodin@193.48.251.66:5060>;expires="Sun, 30 Mar 2003 05:18:32 GMT"
** Organization: E.N.I.C. Telecom Lille 1
** Subject: Testing SIP protocol
** Accept-Encoding: gzip
** Accept:text/HTML
** Accept-Language: French
** Date: Sun, 29 June 2003 05:18:32 GMT
** Content-Type: application/sdp
Max-Forwards:70
** Content-Length: 1737 (this field equal 0 if minimised)

v=0
o= enic +33 20 33 55 6 IN IP4 192.48.251.107
c=IN IP4 193.48.251.169 // SDP body of
m=audio 1032 RTP/AVP 0 8 4 3 96 // 1.7 Kb length
a=rtpmap:0 PCMU/8000
a=rtpmap:8 PCMA/8000
```

Minimising SIP messages could be obtained by creating SIP call profiles, related to the user, network or services characteristics, while maintaining and updating them in a database. Such a database could be located in the edge of the network (edge SIP proxy), but also in the core network or in the access network (depending on performance considerations). After having created these call profiles and making them easily accessible for being updated by their associated users, user agents can then send their messages with the minimum set of header
fields and body to the SIP proxy server maintaining the call profiles, which in turn rebuilds the message using the call profile and forwards the complete message to the intended destination. Maintaining call profiles by the outbound SIP proxy server of a low bit rate IP connectivity will allow user agents, on the access network to send minimised SIP messages to the proxy server, where the messages will be reconstructed and forwarded in their complete form inside the core network.

The main advantages of Smart Profile approach are to decrease the transaction delay while saving bandwidth consumption. In some conditions Smart Profile achieves a minimisation ratio of up to 85 percent (see figure 5). Smart Profile is transparent to existing SIP proxies while compression oriented methods are not. Tests through an external SIP proxy (sipcenter.com) which does not implement Smart Profile, shows that minimised message are forwarded while not compressed messages, meaning that existing SIP proxies (Smart Profile not supported) are transparent to Smart Profile messages. Notice that Smart Profile could be associated with compression method, as these two approaches could be considered as complementary and not antagonistic, allowing better performance: minimised messages can be compressed; both Smart Profile and Compression oriented Proxys can co-exist on the call path. Also, in order to increase performance, the SIP proxy may ask through the SIP Record-Route mechanism to be in the signalling path for all future requests that belong to the dialog, allowing the minimisation of all subsequent messages and not only the first messages (INVITE, TRYING, ...).

4.2 Implementation

The Smart Profile algorithm (figure 2) which is implemented in the SIP proxy, performs the following main tasks:

- Creating and managing call profiles, by getting the information needed to create these call profiles and storing them as one call profile object per user in a data structure. There is a unique profile for each user-terminal combination representing a set of session attributes.
- Receiving and sending minimised SIP messages on the access network, reconstruct them at the edge of the core network and forward them to the intended user (based on the call profiles). This is an existing SIP proxy process that forwards SIP messages to the intended destination with an extra job, consisting in retrieving the associated call profile, building the complete message, for being forwarded afterward.

To provide the Smart Profile proxy with the information needed to build call profiles, the user agents has to send a non-minimised or complete SIP request message before they can send any minimised ones to the edge proxy server (figure 2). The non-minimised message will give all the required information needed to reconstruct subsequent messages in their complete format. Once a non-minimised SIP message is sent by a user agent client, the associated call profile is created on the proxy server. If the call profile is created successfully, the user agent can send
minimised messages. If a user agent client, that has already created a call profile in the proxy server, sends a non-minimised SIP message, it will see his call profile updated based on the new content of this message. To experiment and validate Smart Profile, we have developed a JAVA implementation. This implementation uses an existing stack compliant with the JAIN-SIP specification proposed by SUN [10]. This is the implementation that we used to build up the benchmark described in the next section.

5 Benchmarking

In the previous part, we described the compression and Smart Profile approaches for minimising SIP messages. To evaluate efficiency of both approaches and compare their performance, we designed a benchmark. This benchmark provides call-set-up delays under specific conditions. In particular, we take care to measure these delays for low bit rate access.

To build up this benchmark, we have developed our own implementation of the compression approach. This implementation compresses/decompresses SIP
message using the Lempel-Ziv algorithm which is defined as one of the main compression algorithms for being used in SigComp. The compression/decompression process is achieved by a module running on the same host as the SIP User Agent and located between this User Agent and the network (see figure 3). More precisely, the SIP UA sends textual SIP messages to the UDP port corresponding to the compressor/decompressor module. Once the module receives a SIP message, it compresses/decompresses and sends it to the intended host at the port number where the remote decompressor/compressor is listening. Then, the decompressor/compressor extracts the compressed message and sends it to the local SIP UA or Proxy module for processing the SIP level.

5.1 Architecture and Tests Descriptions

The benchmark architecture (figure 4) is composed of the following components:

**SIP User Agent Clients:** These components are host systems. Each of these clients includes the same SIP User Agent to generate SIP requests and record call set-up delays. Low bit rate IP connectivity is reflected by using loaded WiFi (802.11b) and modem links (V90) at variable bite rate.

**SIP Servers:** The SIP server is a host system from our Intranet located at the "sip.enic.fr" public address. This server is a Pentium III machine with an integrated location database. It implements Smart Profile compression methods (server part). Call profiles are also stored in this server.

**SIP User Agent Server:** This component is also a host system from our Intranet that includes a SIP User Agent simulating called destinations in our targeted architecture (both users and services). The task of this agent consists in automatically returning provisional and non-provisional responses.

The benchmark currently consists of a scenario that is based on a single SIP Proxy server. In this scenario, each SIP client sends an INVITE request to our Intranet SIP server, which implement Smart Profile and compression
Fig. 5. Messages size and call set-up delays with "Smart Profile" and "Compression" methods. This configuration causes the SIP server to process the SIP messages and forward them to the targeted UAs. We also use an INVITE request with a SDP content that gives a large 2000 bytes SIP message length. Results collected are classical call set-up delays [5]. We measure delays and messages size related to Smart Profile, Compression and Normal SIP method. "Pre-selection" delay is the time between INVITE request and TRYING response. "Post-selection" delay is the time between INVITE request and RINGING response. "Connection" delay is the time between INVITE request and OK response.

5.2 Results and Discussion

Even if call set-up delays are still important, results show that performance are globally better for Smart Profile. Figure 5 shows the message sizes related to the three methods. Smart Profile method gives a maximum minimisation ratio for large messages (Invite and Ack messages) including large SDP content. The ratio (INVITE message) is about 85 percent for the Smart Profile while it is 65 percent for compression. Minimisation and compression ratio are equivalent and much more less significant for short messages (350 Bytes).

Figure 5 also gives the modem call set-up delays for the three methods with a modem link at variable bit rate. If we consider Smart Profile, the post-selection delay at 1.2 Kbs is 13 sec. and 20 sec. for SIP compression while we get request timed out for Normal SIP protocol (respectively 8, 10 and 17sec. at 2.4 Kbs). The gap becomes less important when bandwidth increases. After 4.8 Kbs compression performance are slightly better than Smart profile. These results could be improved if we keep only few main messages required to establish the connection or if SIP Record-Route mechanism is used. Figure 5 shows also that SIP requests are timed out when serialisation delay is too high due to the large message size (SIP Normal at 1.2 Kbs) or when the external SIP proxy (sipcenter.com) is crossed. Also regarding these figures, the protocol complexity and

---

6 For this scenario, we use UDP for transport protocol of SIP message. SIP over TCP will be analysed in a next study, but we assume that delays will be superior, due to TCP "overhead", flow control and congestion mechanisms.
minimisation ratio obtained with Smart Profile, has to be compared to the cost of CPU and memory capacity needed to execute compression algorithms on the terminals. In our proposal with Smart Profile, minimisation should not face this cost since it is mainly implemented in the edge SIP server.

6 Conclusion

Although SIP protocol brings many improvements and simplifications, it still needs some additional optimisation to become a high performance scalable protocol, particularly for low bit rate IP connectivity and for bandwidth consumption saving. To deal with this optimisation, we propose a new contribution called Smart Profile which can be considered as an alternative or complementary solution to compression approach. As previous results shown, Smart Profile is globally better than compression, allowing call set-up delay optimisation and bandwidth saving, while introducing a minimal complexity (CPU, memory resources) inside the terminal. Also, Smart Profile is transparent to non Smart Profile proxy servers, allowing compatibility and interoperability with existing SIP servers. Thus, Smart Profile can be seriously envisioned in networks where resources are limited or bandwidth saving is required (e.g. Wlan, 3G networks).

In term of perspectives, we will investigate two directions: First direction is related to mobility : when a UA moves from one access network to the other, its local edge proxy will change. How does the new edge proxy acquire state/profile for an ongoing calls/sessions? Second one is related to cost performance, we will characterise overheads at the edge proxy for state maintenance of on-going calls and overhead for converting ”minimised” SIP messages to expanded SIP messages.
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Abstract. A QoS provisioned CIOQ ATM switch with \( m \) internal links is proposed in this paper. In the proposed switch the incoming cells at each input port are discriminated into service classes. For each service class, at each input port, a single buffer is provided whereas each output port needs \( m \) buffers, where \( m \) is the number of internal links (or channels) that connect each input port to each output port. The proposed switch uses physical internal links instead of time division, thus no speedup is required. The results of simulation of proposed switch using simple priority schedulers show that for \( m \geq 3 \) the number of cell waiting at input queue is small, less than 0.1 cells in average, independent of service classes. The proposed switch has also the feature that facilitates the choice of scheduler in order to satisfy the QoS of each class of service.

1 Introduction

The intense increasing in Internet traffic is demanding high capacity packet switches. One of the approaches to obtain these switches is combining the switching speed of layer 2 with the routing features of layer 3. Such kind of switch is called IP switching. Another approach is based on ATM switches, which have the design characteristics appropriate to get high capacity switching. ATM switches have been used as backbone in local area networks (LANs). To become the backbone much more effective higher switching capacity ATM switches are still required. Most of ATM switches for LANs have the structures based on input buffering. Thus, many input-buffering switching structures have been proposed and its performance analyzed in the literature [1], [2], [3], [4].

Recently two new schemes have received attention: Virtual Output Queuing (VOQ) and Combined Input-Output Queuing (CIOQ). VOQ is a queuing scheme used to solve the HOL blocking problem associated with FIFO input queuing or to provide facility to satisfy quality of service (QoS) in input queuing. In this technique each input port maintains a virtual separate queue for each output port. CIOQ is a queuing scheme that combines input and output queuing.

A CIOQ structure named High-speed Statistical Retry Switch (HSR switch) is presented in [5]. This structure uses an internal speedup factor of \( m \), i.e., cells are transmitted between input and output buffers \( m \) times the input line speed (1<\( m \)<N,
where N is the switch size). With ever-increasing line rates, this kind of scheme are becoming increasingly difficulty to implement. The algorithm used in the HSR switch, is not fair, because first m input ports have always priorities over the rest. Thus the last input-buffer will have more cells waiting than the first m input-buffers. The advantage of the HSR switch is the simplicity of the arbitration circuit at the crosspoints.

Another structure presented in [6], uses a combination of VOQ and CIOQ. At input port N^2 buffers are provided and a two-stage approach for scheduling purpose is implemented. The arbiters at the input side perform input contention resolution, while the output-buffered switch element performs classical output contention resolution. The two main bottlenecks in this switch structure are the shared memory interconnection complexity (each input and each output must be able to reach each memory location) and the output queue bandwidth (up to N+1 accesses per queue per packet cycle).

We have proposed in [7] and [8], by using the combined input-output queued structure an efficient way to transfer the cells from input buffers to output buffers, without the need of internal speedup. The proposed switch is based on crossbar type of structure, but vertical lines of this structure have each one a bunch of m lines instead only one line. This simple provisioning permits to the switch a parallel transfer of cells, thus giving a very high throughput at the output port. The proposed structure avoids internal speedup as is required in [5], and its structure is simpler than presented in [6]. In this paper, the proposed structure presented in [7] is modified in order to handle QoS in cell traffic.

The paper is organized as follows. In section 2 a QoS provisioned ATM switch is presented. In following section the results of performance analysis of proposed switch are shown. Finally, the conclusions are presented in last section.

2 QoS Provisioned ATM Switch Structure

In the proposed structure the incoming cells at the input ports are discriminated into class of services as is shown in Fig. 1. The figure shows that five FIFO buffers for each ATM service class (CBR, rtVBR, nrtVBR, ABR and UBR) are provided at each input port. Two sets of REQ and ACK lines, connecting each input port to each scheduler to transport request and acknowledge information are also provided. Each output needs 5xm buffers, where m is the number of internal links. It is important to note that each internal link needs a physical buffer, but service class separation can be done by a logical buffer (shared memory). The figure shows that a scheduler (SCH) for each output port is also provided. Any kind of scheduling algorithm can be used at the scheduler.

2.1 Operation Principle

The operation of proposed switch depends on the scheduling algorithm used at the scheduler (SCH). There are many scheduling algorithm proposed in the literature for different applications. For illustration purpose, the simple non-preemptive priority algorithm will be adopted.
In the priority scheme, the incoming cells in each input port are discriminated and stored to the appropriate service class queues. The service class CBR has highest priority followed by rtVBR whereas UBR is the lowest service class priority. Thus, each control unit (CRT) first examines if CBR class of service has any cell to transmit. If any cell is waiting in the CBR queue, the CRT sends a CBR code signal (3 bits, for instance, 111) using the REQ line. If there are more than \( m \) requests from the CBR service classes in the same time slot, each SCH selects \( m \) inputs on a Round-Robin basis and sends ACK signals (only a bit for each ACK) to the chosen CRTs through the reserved lines (ACK bus in Fig. 1). If there is no CBR class of service cell, the CRT then examines rtVBR class of service buffer. If any cell is waiting an rtVBR code signal (for instance, 110) is sent to the SCH in REQ line. In the same way, if there are more than \( m \) requests, in the same time slot, only \( m \) inputs will be served, chosen on a Round-Robin basis. This sequence is performed at each input port, thus the service class UBR will be served only if there are no others service classes to be served. If a SCH receives more than \( m \) request from different service classes in the same time slot, it will serve only \( m \) inputs, obeying the service class priority discipline.

3 Queue Length Performance Analysis

3.1 Simulation Model

To study the performance of proposed switch in relation to cell queuing lengths at input and output buffers a simulation was carried out. Since the switch structure is...
symmetric the simulation model can be simplified for only one generic output as is shown in Fig. 2.

The model considers that 5 input buffers are provided for each class of service. In each service class buffer the cells arrive from N inputs at a rate $\lambda_i$. Assuming that the cell arrivals at the inputs obey independent and identical Bernoulli process, the probability of a cell arrival in a slot is $p$, the traffic percentage of service class $i$ is $S_i$ ($\Sigma S_i = 1$) and the probability that a cell in an input port will be sent to the particular output port is $1/N$, then the rate $\lambda_i$ at each service class buffer is $N p S_i 1/N$. In each time slot, the server $j$ looks first for a cell to transmit in the CBR buffer that is the highest priority class and can serves until $m$ cells simultaneously. If there is no cell or there are less than $m$ cells in CBR buffer the server goes to the next buffer or buffers (rtVBR, nrtVBR, ABR and UBR buffers, in this sequence) until it completes $m$ cells. The output buffer at each of $m$ internal links is divided into 5 service classes and the cells are transmitted to the output $j$ in a priority order. First all CBR cells from $m$ output buffers are transmitted, then all rtVBR cells from $m$ output buffers are transmitted, and so on. The simulation was carried out in MatLab software.

![Fig. 2. Simulation model for proposed switch.](image)

3.2 Performance at Input Buffer

The average number of cells in queue for each class of service in function of internal link $m$ obtained by simulation at input buffer is shown in Fig. 3, considering switch size $N=16$ and offered load $p=0.9$. The percentages of service class are 40, 20, 20, 10 and 10% for Class1, Class2, Class3 Class4 and Class5, respectively. As it was expected, simulation results show that the number of cells waiting at each service class input buffer, in average, is small. For $m=3$ there is no practically cell waiting in the input buffer independent of service class. Even for $m=2$, the lowest priority class has a small number of cells in queue, less than one cell in average.
3.3 Performance at Output Buffer

At the output buffer the performance of average number of cells for each service class is evaluated in terms of internal links $m$. The simulation results are shown in Fig. 4, considering switch size $N=16$ and offered load $p=0.9$.

As it can be observed, results show that only the service Class5 has a number of cells waiting greater than one cell, about 2.5 cells in average. Note that increasing the number of internal links $m$, there is no practically increase in the number of cells.
waiting in buffer. For the classes 1 to 4, the number of cells at each output buffer is small, less than one cell in average. It can be concluded that, for this example, about \( m=3 \) internal links are enough for rapid cell transfer and transmission.

4 Conclusion

A QoS provisioned CIOQ ATM switch with \( m \) internal links was proposed in this paper. To provide QoS the proposed structure discriminates the incoming cells into service classes at input ports. The discriminated cells at input buffers are transferred to the output buffers by means of \( m \times N \) internal links. Since no speedup is required the proposed structure is suited for high-speed switches.

To verify the switch performance, simulation was carried out using a simple priority-scheduling scheme. The simulation results showed that only 3 internal links for each output port are sufficient for quick cell transfer from input buffers to the output buffers. Furthermore, the results have shown that the cell average queuing length at output buffers can be kept small for any service class in the simulation conditions used (\( N = 16 \) and \( p = 0.9 \)).
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Abstract. To obtain multi-constrained QoS path with minimal cost, a least-cost QoS routing algorithm—LBPSA (Lagrangian Branch-and-bound path selection algorithm) is presented. This algorithm uses Lagrangian relaxation to obtain the lower bound and the upper bound of the least cost of multi-constrained QoS path. And finds the multi-constrained QoS path with least cost by branch-and-bound method. In solving the Lagrangian multiplier problem, it introduced a new iteration method. Through recursion from destination to source based on branch-and-bound scheme, the least-cost multi-constrained path is obtained. The proposed algorithm has a pseudopolynomial running time. The simulation shows that the algorithm can find the path with high success ratio and low complexity. To the topology in reality, the success ratio of the algorithm is very high.

1 Introduction

Future networks are expected to support various application, specially multimedia application such as VoIP, VoD. End-to-End quality of service (QoS) has attracted much attention in both academia and industry. An important method of End-to-End quality of service is QoS routing[1, 2].

Recently, many papers provide solutions for QoS routing. The recent works in QoS routing have some features. Some papers propose QoS routing method[3]. But in our opinion, the end user or ISP hope that their data can go through the networks with quality of service and spend little money.

In this paper, we want to find the path that not only satisfy the multi-constrains, but also with least cost. The multi-constrained path is a NP-complete problem, the least cost multi-constrained path is NP-hard problem[4].

To the user, the QoS path spending least money is very important. In this paper, we presented the least-cost QoS routing algorithm—LBPSA. To this problem, we use Lagrangian relaxation to find the feasible paths that accommodate the multi-constrains and the lower bound, upper bound of cost, then select the least cost QoS path by branch-and-bound method. In paper of Jutter and Szviatovski[5], they also use Lagrangian relaxation, but they only solve one constrains QoS routing, not multi-constrains routing, and they do not take care for least cost.
The simulation shows that LBPSA can easily obtain the least cost multi-constrained path through few iterations. We believe that the result of this paper provides an important method to find the least QoS path for ISP. Our results can be used in a variety of practical applications. For example, in MPLS networks, LBPSA can be used to generate LSP that pay little money.

The rest of this paper is structured as follows. Section 2 introduces and motivates the models and problems. Section 3 provides a description of the algorithm. The results of simulation is presented in Section 4. Finally, conclusions and future work are discussed in Section 5.

## 2 Model and Problems

We represent by a directed graph \( G(V, E) \). \( V \) is the set of nodes, there are \( n \) nodes in the network. \( E \) is the set of links. There is a single source \( s \) and a single destination \( t \). The user QoS request have \( k \) additive constrains, so every \( e(u, v) \) offers \( k \) QoS metrics. \( w_i(e), 1 < i < k \) represents the metrics of the link \( e \). \( p \) is the path from \( s \) to \( t \). \( w_i(p) = \sum w_i(e), e \in p, 1 < i < k \) is the metrics of path \( p \). Every \( e \) has the link cost \( c(e) \), the cost is money or the other. The cost of \( p \) is \( c(p) = \sum c(e), e \in p \).\( M_i \) is the \( i_{th} \) QoS additive constrain. If \( w_i(p) < M_i \), \( p \) is the feasible path. Our purpose is to find the path \( p_o \) that \( w_i(p_o) < M_i, 1 < i < k \) and \( c(p_o) = \min(c(p) | w_i(p) < M_i, 1 < i < k) \).

The programming formula of this problem is:

\[
\begin{align*}
\min & \quad c(p) \\
\text{s.t.} & \quad w_1(p) \leq M_1 \\
& \quad w_2(p) \leq M_2 \\
& \quad \vdots \\
& \quad w_k(p) \leq M_k \\
\end{align*}
\]

(1) is a NP-hard problem. To this problem, we propose Lagrangian relaxation and branch-and-bound search to resolve it.

## 3 Routing Algorithm

### 3.1 Lagrangian Relaxation and Iteration Method

Lagrangian relaxation[6] is a general solution strategy for solving mathematical programs. The Lagrangian relaxation of (1) is:

\[
\bar{L}(\mu) = \min \{c(p) + \mu(w_1(p) - M_1) + \cdots + \mu_k(w_k(p) - M_k)\}
\]

The maximum value of \( \bar{L}(\mu) \) is the low bound that is much close the optimal result.
\[ L(\mu) \leq \max_\mu L(\mu) \leq z^* \]

\( z^* \) is the least cost of the feasible paths. \( L^* = \max_\mu L(\mu) \).

The (2) is equal to the path form of the Lagrangian relaxation.

\[ L(\mu) = \min(p) + \mu(w(p) - M) + \cdots + \mu_k(w_k(p) - M_k) \]

So the \( L(\mu) \) is the length of the shortest path under the aggregated metrics.

In this section, our goal is to obtain the lower bound of \( z^* \) and the upper bound of \( z^* \) which are used in the branch-and-bound search for the least cost multi-constrained QoS path.

The \( \max_\mu L(\mu) \) or the \( L(\mu) \) close to \( \max_\mu L(\mu) \) can be the lower bound. We propose that the cost of a feasible path be the upper bound of the least cost of feasible paths. So we want to search the \( \max_\mu L(\mu) \) and get a feasible path at the same time.

**Claim 1:** The \( \max_\mu L(\mu) \) is a point, in the \( L(\mu) \) s that form the \( \max_\mu L(\mu) \), there are \( L(\mu) \) s which is correspond the feasible paths.

In \( \mu \) iteration process, if \( L(\mu) \) increase to \( \max_\mu L(\mu) \), we easily find a feasible path, and then obtain lower & upper bound. So we need a method that make \( L(\mu) \) increase through changing \( \mu \) and find a feasible path. In this paper, we propose a new iteration method that can find a feasible path quickly near \( \max_\mu L(\mu) \) in networks structure ---- maximum \( \mu_i \) iteration.

To the least cost QoS routing, the \( L(\mu) \) is a discrete unlike the other nonlinear function. And these \( L(\mu) \) s intersect to a point \( \max_\mu L(\mu) \). In the \( L(\mu) \) s that form the \( \max_\mu L(\mu) \), there is a \( L(\mu) \) that correspond to a path which satisfy the QoS constraints, it is descript in Claim 2.

For example, when there are two constrains, \( L(\mu) \) is a plane. And the \( L(\mu) \) s form a polyhedron.

![Fig. 1. example of \( L(\mu) \) s](image)

Our iteration method is the maximum direction iteration. Lagrangian multiplier \( \mu \) moves in the maximum direction every iteration. It means that every time only change the maximum \( \mu_i \). The \( \mu \) updates from 0, every time we only update the \( \mu_i \).
that correspond to $w(p)-M = \max(w(p)-M_j, 1 \leq j \leq k)$, and the other $\mu_j$ s do not change. This iteration method makes the $\mu$ move around on the space surrounded by the $L(\mu)$ s.

![Fig. 2. Iteration process of $\mu$ (black line represents the $\mu$)](image)

At first, $\mu$ is 0. In the iteration, if $\mu_i < 0$, we set $\mu_i = 0$. The step size is $\theta = \lambda UB - L(\mu)/ (w(p) - M)^2$, in practice, it is the popular heuristic for selecting the step size.

$UB$ is the upper bound, at first it is a estimated value large enough, in the iteration we use the cost of feasible path to replace the initial value, if $c(p_f) < UB$, $UB = c(p_f)$, $p_f$ is feasible path. In general, $\lambda_k = 2$, if $L(\mu)$ don’t increase in some steps, $\lambda_{k+1} = \lambda_k / 2$. If $\lambda_k$ is small enough or $L(\mu)$ don’t increase, we stop the iteration. To reduce the complexity, we also stop the iteration while find the feasible path.

### 3.2 Branch-and-Bound

From Claim 1, we know that $L^* \leq c(p_o) \leq UB$, $p_o$ is the least-cost multi-constrained QoS path that satisfy the multi-constrains.

According to the properties of the least-cost multi-constrained path, there are three conditions for the branch-and-bound search.

1. $L^* \leq c(p_o) \leq UB$
2. $w_i(p_o) - M_i \leq 0, \quad 1 \leq i \leq k$ \hspace{1cm} (3)
3. $L^* \leq c(p_o) + \sum_{i=1}^{k} \mu_i(w_i(p_o) - M_i) \leq UB$

Because it is difficult to obtain $L^*$ and $\mu^*$, we adopt an approximate scheme in fact. We use the maximum $L(\mu)$ in the iterations $\max_i L(\mu)$ to replace the $L^*$.

So the least-cost multi-constrained QoS path must satisfy these approximate conditions.

1) $\max_i L(\mu) \leq c(p_o) \leq UB$
2) \( w_i(p_o) - M_i \leq 0, \quad 1 \leq i \leq k \) \hfill (4)

3) \( L(\mu^f) \leq c(p_o) + \sum_{i=1}^{k} \mu_i^f(w_i(p_o) - M_i) \leq UB \)

We use these conditions in the branch-and-bound search. The branch-and-bound[7] search in this paper does not start from the source node, but from the destination node. When \( \mu = \mu^f \), the \( L(\mu^f) \) must correspond to the feasible path that is found in the iteration procedure. We find the feasible path by Dijkstra algorithm. So Dijkstra algorithm will find the minimum span tree, the label of the node in the span tree is the distance from the source to this node, the distance is the combined distance, \( dist(p) = c(p) + \sum_{i=1}^{k} \mu_i^f w(p) \). If node \( j \) on the path that satisfy condition 3, then \( dist(p_{s\rightarrow j}) + dist(p_{j\rightarrow t}) \leq UB + \sum_{i=1}^{k} \mu_i^f M_i \). To the metric of cost, there is a minimum span tree found by Dijkstra. If \( c(p_{s\rightarrow j}) + c(p_{j\rightarrow t}) \leq UB \), then condition 1 is satisfied, if \( w(p_{s\rightarrow j}) + w(p_{j\rightarrow t}) - M \leq 0 \), condition 2 is satisfied. When condition 1, 2 and 3 are all satisfied, record the node \( j \) and \( dist(p_{j\rightarrow t}), c(p_{j\rightarrow t}) \), the algorithm keep on searching the neighbor node of \( j \) until the source node. When found source, compare whether \( L(\mu^f) + \sum_{i=1}^{k} \mu_i^f \leq dist(p_{s\rightarrow t}) \) and \( \max L(\mu) \leq c(p_{s\rightarrow t}) \), and the min cost path that satisfy the condition is the least-cost multi-constrained QoS path.

### 3.3 Computational Complexity of Algorithm

In the simulation, we find that the iteration times is related to the number of feasible paths. In this section, we define that \( f(d, k + 1) \) is the number of feasible paths add \( k + 1 \)---the times of the shortest path calculation. The worst time of branch-and-bound search is \( O(dn) \), so the time complexity of the algorithm in this paper is \( O(n1gn + m + n) \).

### 4 Simulation

The goal of the simulation is to compare the performance of LBPSA and H_MCOP for the Traint-Stub topologies that is close to real world network topologies. One Traint-Stub topology has 150 nodes, other Traint-Stub has 250 nodes. In the simulation, the \( w_i \) and \( cost \) of the links are randomly generated in the range of [0,
100], for $1 \leq i \leq k$. In each topology, we select source-destination node pair 100 times, and the minimum hop between the source and destination node is more than two.

We use two methods to evaluate the LSPSA: 1) Iteration times, that indicates LSPSA’s iteration times in get feasible path, 2) Success ratio is defined as the ratio of the number of requests satisfied by using the algorithms and the total number of requests generated.

In QoS routing, the success ratio is related to the feasible paths in the network. The feasible paths is determined by the Constrains. In this paper, the constrains of the weight is defined as $M_i = \text{shortest}_\text{path}(w_i) + \text{random}(100)$. $\text{shortest}_\text{path}(w_i)$ is the length of shortest path for the weight $w_i$. $\text{random}(100)$ is a random number ranged in [0, 100], it is used to relax the constrains to get more feasible paths.

### 4.1 Results of Different Topology and Same Constrains

This figure is the success ratio and iteration times of TS topology 150 nodes and 250 nodes with 4, 10 constrains.

![Fig. 3. a) success ratio and iteration times with 4 constrains](image1)

![Fig. 3. b) success ratio and iteration times with 10 constrains](image2)

![Fig. 4. The success ratio of LBPSA and H_MCOP with 4 and 10 constrains for 150 nodes topology](image3)

From the result, we find that the success ratio is very high when there are much few feasible paths in the networks, and the selection process through only little iteration.
4.2 Comparison the Success Ratio of the Algorithm and H_MCOP

We compare LBPSA with H_MCOP[8], which is based on Dijkstra algorithm.

Fig 4 compares the success ratio of the LBPSA and H_MCOP for 150 nodes TS topology with 4 constrains and 10 constrains. We find that LBPSA is more better than H_MCOP, its success ratio is higher than H_MCOP.

5 Conclusion

This paper presents a least-cost QoS routing algorithm. This algorithm uses Lagrangian relaxation to obtain the lower bound and the upper bound of the least cost of multi-constrained QoS path. And finds the multi-constrained QoS path with least cost by branch-and-bound method. In solving the Lagrangian multiplier problem, it introduced new iteration method: Lagrangian multiplier moves in the maximum direction. The simulation shows that the algorithm can find the path with high success ratio and low complexity.
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Abstract. We present two new scheduling algorithms, the Maximal Matching with Random Selection (MMRS) and the Maximal Matching with Round-Robin Selection (MMRRS). These algorithms provide high throughput and fair access in a packet switch that uses multiple input queues. They are based on finding a maximal matching between input and output ports without iterations. Simulations performed show that for large load these algorithms perform better than other iterative algorithms.

1 Introduction

In fixed-length switching technology, which is widely accepted as an approach to achieve high switching efficiency for high-speed packet switches, variable-length packets are segmented into fixed-length packets, called cells, at inputs and reassembled at the outputs. Each cell occupy a time interval called a time slot. In the further part of this paper the fixed-length cell will be called a packet. Depending on the traffic pattern, in a given time slot there may be more than one cells directed to one output port, which can accept only one cell in one time slot. Therefore, buffering is used to resolve this output contention. Buffer memories can be placed at inputs, outputs, crosspoints, or may be distributed between different parts of the switch.

The Input Queuing (IQ) architecture is desirable for building high-speed and large capacity ATM switches and IP routers, since the buffer memory speed is equal to the line speed. The best performance (100% throughput, low mean time delay) is achieved in the Output Queuing (OQ) packet switches, but the switch fabric and the buffer memory speed must operate at $N$ times link speed if packet loss is to be prevented. The main drawback of IQ switches is the head-of-line (HOL) blocking phenomena, which limits the throughput to 58.6% for uniformly distributed traffic [1]. Virtual Output Queuing (VOQ) was proposed to overcome this problem and combine the advantages of IQ and OQ architectures [2]. In the VOQ switch each input port maintains $N$ queues, one for each output port. Each arriving packet is classified and then queued in the appropriate VOQ according to its determined destination output port. However, since each input
port can transmit only one packet in a time slot and one output port can receive also only one packet in a time slot, a proper scheduling algorithm is needed for choosing queued cells for transmission. Such a scheduling algorithm must resolve output contention swiftly, provide high throughput, satisfy quality-of-service (QoS) requirements, and should be easily implemented in hardware.

The scheduler must perform a one-to-one matching of non-empty VOQs during a period of one time slot, which is getting smaller when line speed is greater. The throughput of the switch is then a function of the number of matches made in each time slot. A matching can be maximum or maximal [3], [4]. A maximum matching is one that matches the maximum number of inputs and outputs, while a maximal matching is a matching where no more matches can be made without modifying the existing matches. One class of scheduling algorithms is based on finding a maximal matching, for example Parallel Interactive Matching (PIM) [2], Iterative Round-Robin Matching (RRM) [5], iSLIP [6], Dual Round-Robin Matching (DRRM) [7]. Depending on the implementation they may use one or multiple iterations to converge on a maximal matching. A maximum matching may result in instability for some schedulable flows, i.e. they cannot be carried by the switch, resulting in forever increasing queue length [8]. Maximum weight matching algorithms were also proposed to improve the switch performance but they are not implemented in hardware [9].

In this paper two algorithms are proposed. They are based on finding a maximal matching between inputs and outputs, and are performed in one iteration. The paper is organized as follows. In section 2 the proposed algorithms are described. In the next section performance evaluation of the proposed algorithms is given and compared with other algorithms, followed by conclusions.

2 Scheduling Algorithms

2.1 The Switch Architecture

The switch considered in the paper is the VOQ switch. Each input port contains the input buffer divided into $N$ separate queues, one for each output port. These queues are denoted by $VOQ(i,j)$, where $i$ is the input port number and $j$ is the output port number. Packets transmitted through the switching fabric are fixed-length packets, and the switching fabric is nonblocking. One packet occupies one time slot. In one input port only one packet can arrive in one time slot. Similarly, only one packet can be transmitted through the switching fabric from the given input port to the given output port in one time slot (there is no speed-up in the switching fabric). Any output port can accept a packet from at most one input port at one time slot. In each time slot the scheduler selects packets for transmission in the next time slot, i.e. it finds one-to-one matching of non-empty VOQs. The centralized scheduler is used to resolve output contention. The architecture of the scheduler and scheduling algorithms will be considered in the next subsection.
2.2 The Arbitration Schemes

The proposed scheduler consists of \( N \) logical circuits called counters and one circuit called the selector, as it is shown in Fig. 1. Each VOQ is connected to the scheduler by means of two control lines. One line is used for sending the request signal from the VOQ, and the second line is used for sending the grant signal to the VOQ. This control lines are shown in Fig. 1 by solid and dashed arrows, respectively. In the scheduler, control lines are connected to the counters in such a way, that each counter is connected to one VOQ from each input port, and VOQs connected to the same counter contains packets directed to different output ports (one-to-one matching). In this way, when all VOQs have HOL packets, these \( N \) counters check \( N \) perfect matchings between inputs and outputs. The example of such perfect matchings for \( 4 \times 4 \) switch is shown in Fig. 2. The selector chooses the set of requests which will be realized in the successive time slot. The algorithm is performed in two steps: request and grant.

- **Request**
  Each non-empty VOQ sends the request signal to the scheduler. Counters determine the number of request signals received and pass it to the selector.

- **Grant**
  The selector selects the counter with the biggest number of requests and sends the grant signal to the selected counter. This signal is further passed by the counter to the respective VOQs.

In the request step each non-empty VOQ sends the request signal to the arbiter. In the arbiter, these signals are grouped into \( N \) groups of \( N \) signals in such a way that each group constitutes a one-to-one matching. Signals from group \( i \) are
then counted in the counter $i$, $1 \leq i \leq N$. Each counter determines the number of request signals received, and sends it to the selector. The selector selects the counter with the biggest number of requests. In the *grant* step the selector sends the grant signal to the selected counter and this counter sends grant signals to respective VOQs which sent request signals. When there are more than one counter with the same number of request signals, the selector chooses one of these counters either in random or using the round-robin algorithm. In the former case the algorithm will be called the *Maximal Matching with Random Selection* (MMRS). In the later case, the selector selects the first counter with the biggest number of request signals starting from the next counter to those selected in the previous time slot. We will call this algorithm the *Maximal Matching with Round-Robin Selection* (MMRRRS). In both cases, the selection is done only between counters with the same and the biggest number of request signals.

An example of the MMRRRS algorithm execution is shown in Fig. 3. States of HOL cells in time slots 1, 2 and 3 are given in Fig. 3a, where the black square denotes that the given HOL cell has the packet for transmission. At the beginning of time slot 1 we assume that in the previous time slot counter 3 was selected and the pointer in the selector is set to 4. In the first step VOQs with HOL packets send request signals to the arbiter (bold arrows in Fig. 3b). Each counter counts the number of received request signals and passes it to the selector. In time slot 1, counter 2 has the biggest number of requests (4) and it receives the grant signal (bold and dashed arrow). The pointer is set to 3. In the next two time slots each counter receives four requests so, in time slots 2 and 3, counters 3 and 4 are selected, respectively (Fig. 3c and d).

Fig. 3. An example of the MMRRS execution in $4 \times 4$ switch; HOL cells in time slots 1, 2, and 3 (a), and arbiter’s states after these slots (b, c, and d, respectively)
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3 Simulation Results

We evaluated the performance of the proposed algorithms under uniform and non-uniform traffics for switches of different sizes and compared them with other algorithms using simulation. In all cases we assumed that a packet size is 1 time slot and that it may arrive at the input with probability $p$.

In the uniform traffic each packet can be destined to the given output port with probability $1/N$. Fig. 4 compares the throughput of $32 \times 32$ switch, while Fig. 5 shows the mean time delay in $16 \times 16$ switch. The results obtained for MMRS and MMRRS are very similar so only the curve for MMRRS is shown in the figures. The throughput is almost 100% and is slightly better than that of iSLIP. The mean time delay for the load greater than 0.7 MMRS and MMRRS are better than iSLIP with one iteration. For the high load, close to 1, our algorithms are also better than iSLIP with four iterations. In general, for large traffic, the mean time delay obtained in our algorithms is much better than that of other iterative algorithms when one iteration is used.

We consider also a non-uniform traffic, in which a packet at input $i$ is directed to output $i$ with greater probability than to other outputs ($1/2$ and $1/14$ for $8 \times 8$
switch, respectively). The simulation results are shown in Fig. 6. It can be seen that our algorithms are in this case much better than other iterative algorithms (with one and four iterations performed) for the load greater than about 0.8. For the low load, our algorithm introduce a mean time delay of about 1 cell.

The proposed algorithms were also simulated under the diagonal traffic, where a packet from input \(i\) can be only directed to outputs \(i\) or \(i + 1\) (\(N\) and 1 when \(i = N\)). Simulation results are shown in Fig. 7. The MMRRS is only shown since for MMRS we obtained similar results. Similarly as for uniform and non-uniform traffics for higher loads our algorithms ensure lower mean time delay than other iterative algorithms with one and four iterations.

4 Conclusion

In this paper we proposed MMRRS and MMRS scheduling algorithms for VOQ switches. The performance of these algorithms was evaluated by simulation for uniform, non-uniform, and diagonal traffics. Simulation results show that these algorithms perform better than other iterative algorithms, while they are executed using one iteration only. It is also known, that iterative algorithms suffer form instability, and some VOQs may be blocked (i.e. due to the pointers set-up, some of VOQs will not be matched for longer time and queues will built-up) [8]. Up till now we observed this phenomena for iterative algorithms simulated, but we do not obtained any state of instability when our algorithms were used.

In future works we will perform more simulation experiments for switches of greater capacity to check if the proposed algorithm reach such instability states.
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Abstract. The parameters of an encapsulated semiconductor optical amplifier (SOA) are obtained by a proper extraction algorithm using a technique based both on measurements and modeling. The theoretical model is based on rate equations and the experiments use continuous wave optical gain curves measured for different injected currents and optical input powers. The algorithm analyses the derivatives of the gain curves in relation to the longitudinal SOA dimension. After the parameters extraction procedure, a good accuracy is achieved for the SOA operating as a high frequency carrier modulated optical amplifier.

1 Introduction

The semiconductor optical amplifier (SOA) is a promising device for optical processing in optical fiber networks, operating as a linear or a non-linear device. It can be an alternative to costly wavelength-flattened Erbium-doped optical fiber amplifiers in wavelength-division multiplexing (WDM) metropolitan networks [1] or be used in optical processing as wavelength switching [2]. In addition, data erase on a downstream signal and data rewrite on the upstream has been proposed in order to reuse the WDM carrier wavelength [3].

However, present day SOAs are expensive and the availability of a reliable and flexible computer-aided design programs is an important task to cut designing costs and also to predict the performance of very high speed based data links [4]. Theoretical models with different complexity levels were being applied to predict SOA-based functionalities, and complex models can provide more accurate knowledge of what happens inside the semiconductor optical active region. Alternatively, a simple model might be good enough in many practical situations of system applications. In any case, however, the modeling parameters should be estimated basing on experimental data.

A simple algorithm, based on the analysis of the continuous wave (CW) optical gain curve, is presented to optimize the SOA modeling. The algorithm was developed using the Agrawal and Olson formulation [5], where a single differential equation is used to predict the optical gain behavior [6]. Using a commercial available SOA, the
experimental optical gain data, for different injected currents and optical input pow-
ers, was obtained. With those values, the modeling parameters are extracted. Then,
the SOA model parameters are optimized, including to the gain coefficient, the trans-
parency current, the saturation optical power and the loss coefficients. The optimization
is based on the minimization of a proper error function. Within the optimized
parameters, the simple model predicted the differential gain, from CW up to 6 GHz,
with good accuracy. Papers about the extraction of diode lasers parameters have been
presented in literature [7], and this paper introduces a similar work for the SOA case.
The model can predict both continuous wave and high frequency modulated optical
carrier SOA operation.

2 Basic Modeling

For a complete modeling description and applications, see [8, 9]. In short description,
the SOA active region optical gain (g), has a time differential equation.

\[ \frac{\partial g(z,t)}{\partial t} = \frac{g_0 - g(z,t)}{\tau_c} - \frac{g(z,t)P(z,t)}{E_s} \]  

(1)

In equation (1), \( E_s \) is the active region saturation energy, \( \tau_c \) is the carrier lifetime, \( P \)
is the optical power level in the active region and \( g_0 \) the small-signal gain. Due to con-
straints of software running time, the amplitude spontaneous noise (ASE) has not been
considered here. Therefore, the simulation of very small levels of optical signal to be
amplified is not adequate. In order to obtain a further reduction in computational time,
an analytical integration has been done to avoid the SOA longitudinal discretization.
Regarding the simplicity of the model used here, is interesting to note that a true one-
dimensional model has been implemented in order to include carrier transport in the
longitudinal (optical propagation) direction and also multi-wavelength operation with
ASE [10], but it needs many big matrices, much more computer memory and runs
slower. Following the approach of Agrawal and Olson to exclude the longitudinal
discretization, the optical gain is integrated over the SOA active region longitudinal
length \( L \). In this way, the optical output power is simply related to the input by the
SOA optical total gain factor \( h(t) \), where

\[ h(t) = \int_0^L g(z,t) \, dz \]  

(2)

Therefore, the \( h \) evolution can be evaluated by a single differential equation [5,6]

\[ \frac{\partial h(t)}{\partial t} = \frac{g_0 L - h(t)}{\tau_c} - \frac{P_{in}(t)}{E_s} \left( e^{h(t)} - 1 \right) \]  

(3)

In addition, the carrier lifetime dependence with the carrier concentration is intro-
duced by [6,11]
\( \tau_c = \frac{1}{\left( A + B N + C N^2 \right)} \). \hspace{1cm} (4)

In equation (4), the parameters A, B and C are, respectively, trapping, spontaneous and Auger recombination coefficients (see Table 1), and N is the carrier density in the SOA active region. The saturation energy \( E_s \) is related to the SOA dimensions and parameters by \( E_s = h \omega_0 w d / a \Gamma \) where: \( h \) is the Planck constant; \( \omega_0 \) is the laser angular frequency; \( a \) is the transversal section gain; \( w \) and \( d \) are the active cavity width and height; \( \Gamma \) is the optical confinement factor. The SOA parameters shown in Table 1 are typical values for a bulk SOA operating at 1550 nm. The cavity length \( L \) of 0.677 mm has been experimentally obtained by measuring the distance between two adjacent lines of the spectral spontaneous emission noise.

### Table 1. SOA modeling parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>trap recombination factor</td>
<td>( 5 \times 10^7 ) /s</td>
</tr>
<tr>
<td>B</td>
<td>spontaneous recombination factor</td>
<td>( 5 \times 10^{-10} ) cm(^3)/s</td>
</tr>
<tr>
<td>C</td>
<td>Auger recombination factor</td>
<td>( 7.5 \times 10^{-29} ) cm(^6)/s</td>
</tr>
<tr>
<td>w</td>
<td>cavity width</td>
<td>1.4 ( \mu )m</td>
</tr>
<tr>
<td>d</td>
<td>cavity height</td>
<td>0.2 ( \mu )m</td>
</tr>
<tr>
<td>L</td>
<td>cavity length</td>
<td>0.677 mm</td>
</tr>
<tr>
<td>a</td>
<td>transversal section gain</td>
<td>( 1.0 \times 10^{-16} ) cm(^2)</td>
</tr>
<tr>
<td>( \alpha_{\text{int}} )</td>
<td>transparency carrier density</td>
<td>( 1.3 \times 10^{18} ) cm(^{-3})</td>
</tr>
<tr>
<td>R</td>
<td>facet reflection</td>
<td>0.0001</td>
</tr>
<tr>
<td>( n_{\text{ef}} )</td>
<td>effective refractive index</td>
<td>3.4</td>
</tr>
<tr>
<td>( E_s )</td>
<td>saturation energy</td>
<td>1.2 pJ</td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>confinement factor</td>
<td>0.4</td>
</tr>
</tbody>
</table>

### 3 Algorithm for the Parameters Extraction and Optimization

The parameters extraction are based on the analysis of the continuous wave (CW) optical gain versus the bias injected current curve \((G \times I)\) of a commercial bulk-type SOA (E-TEK, HSOA) operating in three different optical input power levels. The main purpose is to find optimized values for simple and composed parameters necessary to the best SOA CW behavior fitting. The parameters are: the transparency current \( I_0 \); the SOA saturation power \( P_s \); and a factor \( k \) given by \( k = \Gamma a N_0 \) where \( N_0 \) is the SOA transparency carrier density. The relation between the saturation energy and power is given by \( P_s = \frac{E_s}{\tau_c} \). In addition, the parameter \( \alpha_{\text{int}} \) is introduced here to consider the semiconductor attenuation in the SOA active region.

The first step in the algorithm is the determination of \( P_s \) and \( \alpha_{\text{int}} \). In order to do that, it is necessary to find the SOA operating currents \( I_X \) where the active region gain is compensated by its internal losses for three levels of optical input power. Therefore, assuming the device under these transparency conditions (bias current enabling an optical gain equivalent to the total cavity attenuation), the optical power \( P \) in the ac-
tive region remains constant in the longitudinal direction, and assuming the optical
carrier as a slow varying amplitude modulated carrier with optical power $P$ it is pos-
sible to write [5,6,8]

\[
\frac{\partial P}{\partial z} = (g - \alpha_{\text{int}}) P = 0.
\]  

(5)

This behavior occur for a particular current $I = I_X$. In this case, the gain coefficient
$g(z,t)$ is also constant in the $z$ longitudinal direction, and equation (1) leads to

\[ g(I, P) = \frac{k[(I / I_0) - 1]}{1 + (P / P_S)}. \]

(6)

The output power inside the optical fiber is written as

\[ P_{\text{out}} = \gamma_{\text{cpl}}^2 P_{\text{in}} \exp \left[ (g - \alpha_{\text{int}}) L \right]. \]

(7)

In the above equation, the parameter $\gamma_{\text{cpl}}$ includes the coupling loss between the op-
tical fiber end and the SOA active region. Also, the input and output SOA coupling
losses are considered to have the same values. In addition, using (6) in (7), and taking
the SOA overall gain in a dB scale,

\[ G(I) = 20 \log(\gamma_{\text{cpl}}) + 4.34 L \left\{ \frac{k[(I / I_0) - 1]}{1 + (P_{\text{in}} \gamma_{\text{cpl}} / P_S)} \right\} - \alpha_{\text{int}}. \]

(8)

Taking the first derivative of (8) in relation to the bias current,

\[ \frac{\partial G}{\partial I} = 4.34 k L \left/ \frac{I_0}{\left[ 1 + \left( P_{\text{in}} \gamma_{\text{cpl}} / P_S \right) \right]} \right. \]

(9)

The above expression is valid only for $I = I_X$. The SOA under test presents different
values of $I_X$, for different values of the optical input power $P_{\text{in}}$. Considering the
input power as a parameter for each curve $G \times I$, the values of $I_X$ are taken from the
experimental data by finding the point where $G(I_X) = 20 \log (\gamma_{\text{cpl}})$, using a trial
value for $\gamma_{\text{cpl}}$. Thus, it is possible to re-write (9) for the three different $I_X$ values

\[ G'_1 | I = I_{X1} = \frac{4.34 k L}{I_0 \left( 1 + \left( P_{\text{in1}} \gamma_{\text{cpl}} / P_S \right) \right)}. \]

(10.1)

\[ G'_2 | I = I_{X2} = \frac{4.34 k L}{I_0 \left( 1 + \left( P_{\text{in2}} \gamma_{\text{cpl}} / P_S \right) \right)}. \]

(10.2)

\[ G'_3 | I = I_{X3} = \frac{4.34 k L}{I_0 \left( 1 + \left( P_{\text{in3}} \gamma_{\text{cpl}} / P_S \right) \right)}. \]

(10.3)

The derivative terms in the left side of equations (10.1, 10.2 and 10.3) can also be
evaluated numerically with the experimental data. Dividing (10.1) by (10.2), dividing
(10.2) by (10.3), and (10.3) by (10.1), three new set of equations are formed, allowing the calculation of the SOA saturation power \( P_s \). In this way,

\[
P_{s12} = \gamma_{cpl} \frac{P_{in2} G'_2 - P_{in1} G'_1}{G'_1 - G'_2}.
\] (11.1)

\[
P_{s23} = \gamma_{cpl} \frac{P_{in3} G'_3 - P_{in2} G'_2}{G'_2 - G'_3}.
\] (11.2)

\[
P_{s31} = \gamma_{cpl} \frac{P_{in1} G'_1 - P_{in3} G'_3}{G'_3 - G'_1}.
\] (11.3)

The calculation depends on a trial value for \( \gamma_{cpl} \). The graphic on Figure 1 shows values of \( P_s \) calculated for trial values of 20 log(\( \gamma_{cpl} \)) within the range of -3 to -6 dB. It is clear to identify the convergence point (-4.85 dB and 1.16 dBm), as shown in Fig.1, which gives \( \gamma_{cpl} = 0.57 \) and \( P_s = 1.3 \) mW.

![Fig. 1. The convergence point of the SOA power saturation versus 20 log of the coupling loss](image)

Therefore, using equation (6) together with the condition \( g(I_x, P) = \alpha_{int} \), leads to

\[
I_0 = \frac{I_x}{1 + \frac{\alpha_{int}}{k} \left( 1 + \frac{\gamma_{cpl} P_{in}}{P_s} \right)}.
\] (12)

This equation can also be evaluated for each of the three curves \( G \times I \), and a convergence point of \( I_0 \) be searched using trial values for the factor \( \alpha_{int} / k \). For an aver-
age SOA, this factor is below 0.4. Here, the value $\alpha_{\text{int}} / k = 0.2$ was obtained for the particular SOA used in the experiments. In addition, (9) can be expressed by

$$G'(I_x) I_0 \left(1 + \frac{\gamma_{\text{cpl}} P_{\text{in}}}{P_s}\right) = \frac{4.34}{kL}.$$

(13)

The value of $k$ can be obtained by using $I_0$ from (12), the measured value of $L$, and taking the mean value of the results of (13) for the three curves $G \times I$. The internal loss coefficient was found directly using $\alpha_{\text{int}} = 0.2 \, k$. Assuming the measured value of $L$, the above procedure gives good results for the parameters $\alpha_{\text{int}}$ and $\gamma_{\text{cpl}}$. To improve the accuracy of the remaining parameters, the simulated results was fitted with experimental data using the gradient method based on the minimization of a square error function of the difference between the experimental and the simulated SOA gain. In this way, a better estimation of $k$, $I_0$ and $P_s$ was obtained. The results of the SOA parameters optimization are shown in Table 2.

<table>
<thead>
<tr>
<th>Table 2. SOA optimized parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>$k$</td>
</tr>
<tr>
<td>$I_0$</td>
</tr>
<tr>
<td>$P_s$</td>
</tr>
<tr>
<td>$\alpha_{\text{int}}$</td>
</tr>
<tr>
<td>$\gamma_{\text{cpl}}$</td>
</tr>
</tbody>
</table>

4 Experimental Setup

The set-up to obtain the experimental data for the SOA parameters optimization is illustrated in Fig. 2. Only the CW SOA optical gain is necessary to obtain the optimized parameters of Table 2. However, the set up of Fig. 2 has been also used to obtain the SOA high frequency differential gain. The measurements were performed using an optical power meter (Anritsu MI910A; photo-detector MA302A) for the CW optical SOA gain. An Optical Network Analyzer (HP-8702B, with matched HP laser/detector) was used to measure the SOA high frequency differential gain, with signal sweep from 3 MHz to 6 GHz. The differential gain data was collected to a personal computer by GPIB interface and communication software. In addition, the SOA temperature was maintained around 25 ± 0.01 Celsius and the bias was provided using the internal Network Analyzer test set facility.
5 Results

Figure 3 presents the experimental (points) data and simulated results for optimized parameters (lines) for the SOA CW gain, using three optical powers at the SOA input port: 0.63 mW, 1.6 mW and 2.4 mW. The good matching demonstrates the ability of the function error minimization process used here. It is interesting to note that the theory predicts the behavior at low values of the polarization current, where the SOA acts as an attenuator.

After the described optimization, the simulator [8] was used to calculate the high frequency differential gain behavior in order to compare with experimental data. The measured results are presented in Figure 4 and the theoretical results with the SOA
parameters of Table 2 are presented in Fig. 5. Reasonable agreement can be found from 3 MHz until 6 GHz.

**Fig. 4.** Measured high frequency SOA differential gain for an optical input power of 2.4 mW

**Fig. 5.** Calculated high frequency SOA differential gain for an optical input power of 2.4 mW
The comparison of Figures 4 and 5 shows that the final error between corrected and measured value of the SOA differential gain are within 1 dB, with the exception of the results for very low modulation frequencies or very low polarization currents, where a higher discrepancy can be found. In those cases the SOA can even act as an attenuator. The discrepancy may be a consequence of the simple SOA model used here, since it does not take the amplitude spontaneous emission noise (ASE) in consideration. In the region of low values of optical power (or very low values of the SOA differential gain), ASE tends to deteriorate the optical signal to noise ratio and also the SOA gain. In the SOA used here, the measured noise figure at 1550 nm was 7.6 dB for a bias current of 100 mA.

Results have also been obtained for other carrier average powers. However, when the average optical power is low, the agreement between theory and experiments are not so good, due to the ASE effect commented above. Those effects can be computed using more sophisticated models that take ASE in consideration [10,12]. However, those models are difficult to implement and the parameters extraction involves a complex procedure.

6 Conclusions

A simple technique for a SOA modeling parameters estimation was presented based on the derivatives of the continuous wave gain curves in relation to the SOA longitudinal dimension. The gain curves are experimentally obtained for three levels of optical input power and for various values the polarization current. After the calibration, the model predicted with good accuracy the SOA continuous wave and the high frequency differential gain behavior, notwithstanding the modeling simplifications.
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Abstract. An erbium doped fiber amplifier with automatic gain control was designed using the all-optical gain control technique. The amplifier performance for different control channel wavelengths and feedback loop attenuation values was experimentally investigated under static and dynamic conditions by measuring the bit error rate of a 2.5-Gb/s 8-channel DWDM system.

1 Introduction

In dense wavelength division multiplexing (DWDM) networks, the number of channels coupled into Erbium doped fiber amplifiers (EDFAs) can vary due to optical path reconfiguration or network failure [1,2], affecting the gain response of the already saturated amplifiers. The power variation resulting from the addition or removal of channels at the EDFA input leads to oscillations in the gain levels that create power transients with overshoots and undershoots in the amplified surviving channels, compromising system performance. To avoid system penalties, EDFA gain control techniques can be applied [3-7]. Compared to other techniques, the all-optical gain control presents several advantages such as optical domain operation, simple hardware, and low cost. Gain variations are drastically minimized with all-optical gain controlled EDFAs (AOGC-EDFAs), but severe transient power fluctuations and gain reduction are still possible if the control channel wavelength is incorrectly allocated and the feedback loop attenuation is too high [5-6]. Therefore, careful gain control design is required as both parameters are responsible for the control efficiency and gain suppression in this type of amplifiers. In this work, an experimental investigation of the system impact caused by the use of an AOGC-EDFA is presented. Firstly, an EDFA with optical gain control was designed and characterized in terms of the feedback loop attenuation and control channel wavelengths. Then, the system impact caused by the insertion of this gain controlled EDFA in a 2.5-Gb/s 8-channel DWDM link was experimentally analyzed and quantified in terms of BER penalties. The BER was measured during static and dynamic EDFA operation conditions, considering different loop attenuation values and control channel wavelengths.
2 All-Optical Gain Control Technique

Figure 1 shows the schematic diagram of an AOGC-EDFA [6-7]. The technique is based on a positive feedback loop where part of the EDFA output passes through a tunable optical filter and a variable attenuator before being coupled back into its input by coupler 1. This signal, along with the transmitted channels, is then amplified by the EDFA and once again sampled by the coupler 2 for a new feedback cycle. After several cycles, this control signal (control channel) acquires enough power to overcome losses and compete with the transmitted channels for the EDFA gain. As a result, assuming an appropriate loop attenuation level, the control channel power responds in accordance to the power fluctuations of the transmitted channels, maintaining the overall EDFA gain practically constant. Finally, by properly setting the optical filter center wavelength, the control channel can be formed from the EDFA amplified spontaneous emission (ASE) and tuned within the EDFA bandwidth.

![Schematic diagram of an all-optical gain controlled EDFA. EDF: erbium doped fiber](image)

An ordinary EDFA will present a deviation from a level of gain to another if its input power is dynamically changed. In an AOGC-EDFA, the control technique is designed to maintain the EDFA gain constant even during input power transitions. However, the amplifier is unable to respond instantaneously to these transitions due to the power transfers among the transmitted and control channels. Consequently, this leads to a fluctuation in the carrier population of the erbium metastable level, causing power oscillations (relaxation oscillations) in all channels during a period of time called transient time. In EDFAs, the transient time is of the order of hundreds of microseconds, decreasing as more amplifiers are added to the link.

Unfortunately, the relaxation oscillations are an intrinsic characteristic and main limiting factor of the all-optical gain controlled technique. The power variation caused by these oscillations can compromise receiver sensibility during high bit rate transmissions or induce photodetector saturation. Yet, the effect of the relaxation oscillations can be suppressed by an appropriate choice of the control channel wavelength and loop attenuation level. Another limitation factor in all-optic gain controlled EDFA is the spectral hole burning (SHB) [8], which can produce cross-gain modulation among closely spaced channels.
3 The Experimental Results

Figure 2 shows the experimental set-up schematic diagram. The all-optical gain control technique was incorporated to a commercial amplifier through a loop composed by two optical couplers, a tunable optical filter, and a variable attenuator. The transmitter was built with eight DFB lasers equally spaced from 1537.4 to 1558.5 nm. To maximize the effect of power transients in the EDFA, Channel 8 (1558.5 nm) was selected as the only surviving channel during add/drop experiments. Also, it was directly modulated by a 2.5 Gb/s pattern generator using a $2^{23}-1$ pseudo-random binary sequence. The other lasers were externally modulated by the same generator and combined with Channel 8 by an optical coupler.

![Fig. 2. Schematic diagram of the experimental set-up used in the all-optical gain controlled EDFA analysis](image)

The impact of the use of the AOGC-EDFA over the performance of Fig. 2 set-up was statically and dynamically analyzed. To investigate the static case, no add/drop was induced and all channels were kept on. Sensitivity measurements were then conducted for four different control channel wavelengths (1535, 1548, 1554, and 1557 nm), with the loop attenuation set at 10 dB. For the dynamic case, only Channel 8 remained on to simulate the most severe seven-channel add/drop situation. Its optical power at the receiver was set to produce a $10^{-10}$ BER. After six BER measurements, the other seven channels were turned on and six new BER values were recorded for Channel 8. By using this procedure, it was possible to evaluate the penalties introduced in the surviving channel by the addition of channels. The measurements were repeated for each one of the control-channel wavelengths listed above and for different loop attenuation values to verify the effects caused by the control channel position and the strength of the optical feedback. For the channel-dropping situation, a similar measurement method can be adopted, where all channels are initially on before the Channel 8 power is set to produce a $10^{-10}$ BER at the receiver.

In order to illustrate the operation of the AOGC-EDFA, Fig. 3 shows the amplitude of the surviving channel photodetected signal for different values of loop attenuation, as the remaining 7 channels are added/dropped in intervals of 1 ms. The measured surviving channel power fluctuation was equivalent to 6.4 dB for operation close to the “off” gain-control situation (30 dB attenuation). However, when the loop attenuation was set to 1 dB (attenuator intrinsic loss), the channel power was controlled within 0.1 dB. Although a considerable decrease in power fluctuation was observed
for lower attenuation levels, it is important to point out that this condition produces a stronger control channel, which tends to greatly reduce the gain of the transmitted channels. Therefore, the use of this gain control technique requires a compromise between the gain control precision and the transmitted channel gain.

Fig. 3. Surviving channel photodetected signal amplitude during channel adding/dropping, having the loop attenuation as a parameter

Figures 4 (a) and (b) show the surviving channel gain and the surviving channel gain variation after channel dropping as a function of the loop attenuation, considering a -20 dBm/channel input power. In a system with either 4 or 8 channels, Fig. 4 (a) and (b), respectively, the surviving channel gain grows and reaches a constant value as the loop attenuation increases. This behavior is expected, since the control channel power (gain control) is gradually reduced and the EDFA can more efficiently amplify the transmitted channels. However, in case of channel dropping, Fig. 4 also shows that the surviving channel gain becomes progressively more susceptible to variations due to poor gain control. For a greater number of transmitted channels, Fig. 4 (b), the surviving channel gain suffers an even more distinct variation. In this case, the surviving channel gain before dropping is lower than that of the 4-channel example, suggesting that the amplifier is operating in a deeper saturation condition. Thus, as the control channel effect vanishes, the surviving channel gain varies more significantly with channel dropping due to greater EDFA gain sensitivity to power changes.

As mentioned before, the all-optical gain control technique requires a compromise between the gain control precision and the transmitted channel gain. In fact, Fig. 4 demonstrates that the loop attenuation plays a fundamental role in the gain performance of the EDFA. In this sense, the attenuation has to be set to values that allow high overall amplifier gain (high gain for each transmitted channel) and, at same time, a considerable reduction in the transmitted channel power variations. Unfortunately, it is impossible to ideally satisfy both conditions and the loop attenuation level must be determined based on the particular design requirements for each EDFA system application. For instance, Fig. 4 (a) shows that the surviving channel gain is 30.5 dB and its variation is lower than 1 dB for 17.5 dB loop attenuation. In order to obtain the same gain variation for the 8-channel example, Fig. 4 (b), the loop attenuation has to be reduced to 13 dB and the surviving channel gain drops to around 28 dB.
By considering the static case analysis, Fig. 5 shows the receiver sensitivity measured for different wavelength control channels. It can be seen that an increase in the control channel wavelength causes a growth in the BER penalty. The penalty increases rapidly for wavelengths over 1554 nm. Synchronism is completely lost when the control channel reaches 1557 nm (close to the surviving channel wavelength). Therefore, the control channel wavelength must be carefully designed to avoid system penalties. In this particular example, the surviving channel was chosen to be Channel 8. However, Fig. 5 would no longer be valid if the surviving channel were set to be, for instance, Channel 1 (1537 nm). Further measurements showed that it is necessary at least a 10 nm distance between control and surviving channel wavelengths to keep low power penalties (around 1 dB) at $10^{-9}$ BER. These same measurements indicated that good overall gain control performance could also be observed if the control channel wavelength is positioned near the amplifier ASE peak (around 1532 nm) while the DWDM channels operation is concentrated within the flat gain region of the EDFA.

To illustrate the distortions caused by the control channel wavelength sweeping from 1535 nm to 1557 nm, Fig. 6 (a) to (d) present, respectively, the surviving channel received bits for a low transmission rate (52 Mb/s). For a 1535 nm operation, no significant oscillation is present. The same happened for the 1548-nm control channel operation, however, with bit amplitude decrease. The bit amplitude was even lower for 1554-nm operation and oscillations started to become apparent [9]. Finally, for a 1557-nm control wavelength, the bits presented oscillations and distortions that compromised proper receiver decisions, in a way similar to that verified during the sensitivity measurements at 2.5 Gb/s. The amplitude suppression in Fig. 6 (b) to (d) is related to a greater surviving channel gain suppression due to the proximity with the control channel wavelength. Fig. 7 (a) to (d) show the dynamic analysis results for the surviving channel, considering different control channel wavelengths and loop attenuation values.
Fig. 5. BER versus received optical power, having the control channel wavelength as a parameter. Loop attenuation: 10 dB

Fig. 6. Surviving channel received bits for a 52 Mb/s transmission, assuming different control channel wavelengths: (a) 1535, (b) 1548, (c) 1554, and (d) 1557 nm. Loop attenuation: 10 dB

In Fig. 7 (a) and (b), it is possible to observe the gain control efficiency by measuring the BER variation during channel adding with no gain control (loop off) and active control (loop on). Both plots show that, after channel adding, there is a reduction of around nine orders in the BER magnitude when gain control with 1-dB loop attenuation is active. With gain control operation, a surviving channel gain reduction
of 6 dB was measured when the loop attenuation changed from 10 to 1 dB after channel adding. Fortunately, the equivalent system impact was considerably low (BER variation of around one order of magnitude), indicating that the loop attenuation can be adjusted to provide low gain reduction with a small system impact. By operating the control channel at 1554 nm and 1557 nm, Fig. 7 (c) and (d), respectively, it was not possible to align the BER at $10^{-10}$, as already suggested by Fig. 5. Similar results and conclusions were found after a similar analysis for channel dropping.

![Fig. 7(a)](image1)
![Fig. 7(b)](image2)
![Fig. 7(c)](image3)
![Fig. 7(d)](image4)

Fig. 7. Dynamic analysis of the BER when the gain control is off, on with 1 dB loop attenuation, and on with 10 dB loop attenuation with control channel at 1535 nm (a), 1548 nm (b), 1554 nm (c) and 1557 nm (d). Prx: optical power at receiver.

Figure 7 (a) shows that channel adding without loop gain control implies a ten-order-of-magnitude BER penalty. If gain control is active and loop attenuation is low (1 dB), the penalty is reduced to one order of magnitude, but 6 dB gain suppression is imposed to the EDFA in comparison to the gain for 10 dB loop attenuation. However, by setting the loop attenuation at 10 dB, the BER penalty increases by two orders of magnitude. Thus, the loop attenuation level must be properly chosen to guarantee both a high stabilized amplifier gain and low system penalties. Similar conclusions can be obtained from Fig. 7 (b). Above 1548 nm, Fig. 7 (c) and (d), the proximity between control and surviving channels severely compromises the system performance.
4 Conclusions

In this work, the requirements for the design of an AOGC-EDFA were investigated and the system impact caused by its insertion in a 2.5-Gb/s 8-channel DWDM system was analyzed for different control channel wavelengths and loop attenuation values. It was observed that the all-optical gain control technique imposes a compromise between the gain control precision and the transmitted channel gain, forcing the loop attenuation and the control channel wavelength to be set in accordance with the design requirements for a particular EDFA system application. In addition, it was verified that the control channel wavelength position must be at least 10 nm apart from that of the surviving channel to guarantee low system penalties. Further measurements also showed that good gain control performance could be achieved if the control channel wavelength is located near the EDFA ASE peak while the DWDM channels operate within the flat gain region of the EDFA. This work was supported by CAPES, CNPq, CePOF/FAPESP FAEP/UNICAMP, and CPqD Telecom & IT Solutions, Brazil.
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Abstract. We propose an iterative algorithm for the Virtual Topology Design (VTD) in optical networks. The algorithm eliminates lighter traffic lightpaths and re-arrange the traffic through the remaining lightpaths. This tries to preserve the open capacity for the accommodation of future unknown demands. The results suggest that it is feasible to preserve enough open capacity to avoid blocking of future requests in networks with scarce resources; this is, maximize the traffic scaling.

1 Introduction

We are witnessing a new evolution of WDM networks today, as a consequence of a big change in the application scenario. Data traffic is going to overcome traditional telephone traffic in volume: statically modeling of network load has to be modified to describe a new reality with less regular flows, more and more independent from geographical distances. The change is also reflected by the evolution of WDM protocol standardization. The simple static Optical Transport Network (OTN) is already well-defined by the main standard bodies, while the new model know as Automatic Switched Optical Network (ASON) is currently under development. Its main feature is the ability to accommodate on-line connection request issued to the network operating system, which is responsible of the activation of new lightpaths in real time [1], [2].

It is however likely that the evolution from OTN to ASON is going to happen as a gradual process in order to preserve the investments of the network operators. In this transition phase static and dynamic traffic will co-exist and share the same WDM network infrastructure [1].

In general, the network design problem in static phase can be formulated as an optimization problem aimed at maximizing network throughput or other performances measures of interest. Typically, the exact solution can be shown to be NP-hard, and heuristic approaches are needed to find realistic good solutions. For this purpose, the problem can be decomposed into two subproblems [5]. The first is to decide what virtual topology to embed on a given physical topology, that is, what are the lightpaths to be implemented, as seen from the client layer: this is the virtual topology design (VTD) or lightpath topology design (LTD) problem. The second is the routing–and-wavelength assignment (RWA) for these lightpaths at the physical layer.
The routing of packet traffic on the lightpaths is also usually seen to be a part of the VTD problem, since its objective function is usually some parameter function of the traffic routing.

Ideally in a network with $N$ nodes, we would like to set up lightpaths between all the $N(N-1)$ pairs. However this is usually not possible because of two reasons. First, the number of wavelengths available impose a limit on how many lightpaths can be set up. (This is also a function of the traffic distribution). Secondly, each node can be source and sink of only a limited number of lightpaths $\Delta$. This is determined by amount of optical hardware that can be provided (transmitters and receivers) and by the amount of information the node can handle in total [4].

This paper studies a particular situation in which the new on-line connection requests are generated as an expansion of the original static traffic. The key point is the iterative formulation of the well-known VTD problem for the elimination of the least congested lightpaths $\lambda_{\text{min}}$ in the virtual topology, allowing a degradation of the objective function in VTD until one predefined bound $C$. In other words, we have used a iterative (modified) VTD algorithm to configure the lightpaths, which is oriented towards preservation of open capacity for the accommodation of future unknown demands [6], [7].

The maximum congestion $\lambda_{\text{max}}$ determine the viability of the solution in iterative routing VTD. If after eliminating the lightpath with traffic $\lambda_{\text{min}}$ and re-arrange the traffic through the remaining lightpaths the $\lambda_{\text{max}}$ is supported by the system, i.e., $\lambda_{\text{max}} < C$, then the solution is feasible. Whenever this happens, the rollback to the routing problem of the virtual topology asks for the next best solution, thus implying objective function degradation.

Section 2 describes the VTD and its main variables. In section 3 we show the iterative VTD proposed and simulations for a small network. Section 4 shows simulations for a hypothetical large network over Brazilian territory and in section 5 we finish the paper with some conclusions.

2 Static Problem Statement

Although lightpaths underlie SDH networks in a natural way, cell- and packet-switching client networks, like ATM and IP, they would be better served by more packet-oriented WDM layer mechanisms and protocols. However, current optical packet-switching technologies do not yet deliver the same performance that is possible in electronic networks. For this reason, lightpath provisioning is still the best available service the optical layer can now offer to its client layers, including those that would probably benefit from optical packet switching, such as IP. However, as IP becomes the dominant client in most environments, the integration between the control planes of the client (IP) and server (optical) layers becomes attractive, generating the so called peer-to-peer framework.
2.1 Physical Topology

A physical topology \((G_p)\) is a graph representing the physical interconnection of the wavelength routing nodes by means of fiber-optic cables. Fig. 1.(a) shows a physical topology of a six-node wide-area network. The wavelength routing nodes are numbered from 0 to 5. We consider an edge in the physical topology to represent a pair of fibers, one in each direction.

![Fig. 1. (a) physical topology (Gp) (b) virtual topology (Gv)](image)

2.2 Virtual Topology

Let \(T = (\lambda^{sd})\) be the traffic matrix, i.e., \(\lambda^{sd}\) is the arrival rate of packets (or Gb/s) at \(s\) that are destined for \(d\). We try to create a virtual topology \(G_v\) and route the given traffic in this \(G_v\) minimizing \(\lambda_{\text{max}} = \max_{ij} \lambda_{ij}\) where \(\lambda_{ij}\) denotes the offered load on link \((i,j)\) of the virtual topology. \(\lambda_{\text{max}}\) is the maximum offered load to a virtual link and is called the congestion. Let \(G_p\) be the given physical topology of the network, \(\Delta\) the degree of the virtual topology, and \(W\) the number of wavelengths available. An informal description of the virtual topology design problem is as follows (a precise definition as a mixed-integer linear program (MILP) is given in [5]):

\[
\text{Min } \lambda_{\text{max}}
\]

Such that:

- Each virtual link in \(G_v\) corresponds to a lightpath and two lightpaths that share an edge in the physical topology are assigned different wavelengths.
- The total number of wavelengths used is at most \(W\).
- Every node in \(G_v\) has \(\Delta\) incoming edges and \(\Delta\) outgoing edges.
- Traffic is routed so that flow of traffic from each source-destination pair is conserved at each node.

Note that the topology design problem includes routing as a subproblem. The set of all unidirectional lightpaths set up among the access nodes is the virtual topology \(G_v\) or lightpath topology. For example, Fig. 1.(b) shows a possible virtual interconnection with \(\Delta=1\), in which arrows are bent so as to show their physical routing. Notice, however, that physical routing of the lightpaths is actually not visible in the virtual or lightpath topology. There is an edge in the virtual topology between node 2 and node 0 when the data or packets from node 2 to node 0 traverse the optical network in the optical domain only, i.e., undergo no electronic conversion in the intermediate wavelength routing nodes. Edges in a virtual topology are called virtual links, and are defined only by their source and destination nodes (i.e., they are shapeless, or straight, arrows, unlike in Fig. 1.(b). Note that to send a packet from node 2 to node 4 we would have to use two virtual links (or lightpaths) 2-0 and 0-4. The logical connection would then use two virtual hops.
3    Iterative Virtual Topology Design

In this section we propose a loose topology, i.e., a multi-client physical topology that must accommodate both a static and a dynamic traffic demands. An iterative formulation of the well-known VTD problem is used for the elimination of the least congested lightpaths, i.e., with traffic $\lambda_{\text{min}}$ in the virtual topology, allowing a degradation of the objective function in VTD until one predefined bound $C$. After, all available wavelengths may be used to solve the static RWA problem. The wavelengths are then re-used to set up lightpaths adaptively to dynamic traffic demands by dynamic RWA. Blocking probability of dynamic path requests is to be minimized while allowing a degradation of the objective function in to the static traffic demand. The objective function degradation in VTD until system supported capacity orients towards preservation of open capacity for the accommodation of future unknown demands.

3.1 Heuristic Algorithm for Iterative VTD Problem

Here we present a heuristic algorithm based on VTD design:

Step 1: Given a static traffic matrix and the system capacity $C$, find the virtual links (original $G_v$);

Step 2: Route the given static traffic on the virtual links and find $\lambda_{\text{max}}$;

Step 3: ( If $\lambda_{\text{max}} \geq C$ and it’s the first iteration, then stop. Or if $\lambda_{\text{max}} \geq C$ and any virtual links has already been removed, go to step 6 ). Else continue;

Step 4: Remove the least congested virtual link ($\lambda_{\text{min}}$);

Step 5: If all nodes remain virtually connected, return to the step 2. If any node becomes disconnected, continue.

Step 6: Re-add the last removed virtual link, so that the last network state is recovered, continue.

Step 7: Solve the RWA problem;

Step 8: Find the blocking probability for a future dynamic traffic.

Table 1. Traffic matrix for 6-node network, [5]

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>0.391</th>
<th>0.06</th>
<th>0.508</th>
<th>0.480</th>
<th>0.950</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.537</td>
<td>-</td>
<td>0.433</td>
<td>-</td>
<td>0.406</td>
<td>-</td>
</tr>
<tr>
<td>0.391</td>
<td>-</td>
<td>0.203</td>
<td>-</td>
<td>0.494</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.06</td>
<td>-</td>
<td>0.234</td>
<td>0.645</td>
<td>-</td>
<td>0.522</td>
<td>0.175</td>
</tr>
<tr>
<td>0.508</td>
<td>-</td>
<td>-</td>
<td>0.141</td>
<td>-</td>
<td>0.879</td>
<td>0.656</td>
</tr>
<tr>
<td>0.480</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.241</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.950</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

3.1.1 Example

We solve the above heuristic for the 6-node network shown in Fig.1.(a), for a $\Delta=2$ with linear programming, using the routine CPLEX in static phase. The traffic matrix used is shown in table 1 and is the same as in [5].
With $C=5 \text{ Gb/s}$, there are 5 possible virtual topologies {a},(b),(c),(d) and (e). The table (a) is the original virtual topology (Fig.2) with $\lambda_{\text{max}}=2.04$ and $\lambda_{\text{min}}=1.4$ in virtual link 5-0. The (e) is optimized topology (Fig.3) with $\lambda_{\text{max}}=4.96$ and $\lambda_{\text{min}}=2.28$. Note that (f) is not viable topology, because virtual link 0-4 would have $\lambda_{\text{max}}=7.04$ and the system capacity is 5, besides one more elimination would lead to a node disconnection. After, the static RWA problem was solved for original and optimized topologies with shortest path routing and link load minimization.

![Fig. 3. Optimized virtual topology](image)

![Fig. 4. Blocking probability for future demands](image)

<table>
<thead>
<tr>
<th></th>
<th>2.04</th>
<th>2.04</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.53</td>
<td>-</td>
<td>1.85</td>
</tr>
<tr>
<td>1.77</td>
<td>-</td>
<td>1.87</td>
</tr>
<tr>
<td>2.04</td>
<td>-</td>
<td>1.51</td>
</tr>
<tr>
<td>2.04</td>
<td>-</td>
<td>2.04</td>
</tr>
<tr>
<td><strong>1.4</strong></td>
<td><strong>2.04</strong></td>
<td>-</td>
</tr>
</tbody>
</table>

(a) Original Topology

<table>
<thead>
<tr>
<th></th>
<th>-</th>
<th>2.07</th>
<th>1.78</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.69</td>
<td>-</td>
<td>-</td>
<td><strong>1.38</strong></td>
</tr>
<tr>
<td>1.81</td>
<td>-</td>
<td>2.5</td>
<td>-</td>
</tr>
<tr>
<td>2.69</td>
<td>-</td>
<td>2.15</td>
<td>-</td>
</tr>
<tr>
<td>2.69</td>
<td>-</td>
<td>1.76</td>
<td>-</td>
</tr>
</tbody>
</table>

(b) 1 lightpath eliminated

<table>
<thead>
<tr>
<th></th>
<th>2.35</th>
<th>2.61</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>1.04</strong></td>
<td><strong>3.79</strong></td>
<td>-</td>
</tr>
<tr>
<td>2.32</td>
<td>-</td>
<td>3.8</td>
</tr>
<tr>
<td>3.8</td>
<td>-</td>
<td>3.14</td>
</tr>
<tr>
<td>2.68</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

(c) 2 lightpaths eliminated

<table>
<thead>
<tr>
<th></th>
<th>1.44</th>
<th>3.52</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.79</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4.23</td>
<td>-</td>
<td>3.1</td>
</tr>
<tr>
<td>3.2</td>
<td>-</td>
<td>3.9</td>
</tr>
<tr>
<td>3.4</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

(d) 3 lightpaths eliminated

<table>
<thead>
<tr>
<th></th>
<th>4.96</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.8</td>
<td>-</td>
</tr>
<tr>
<td>-</td>
<td>3.4</td>
</tr>
<tr>
<td>4.2</td>
<td>-</td>
</tr>
<tr>
<td>3.88</td>
<td>-</td>
</tr>
<tr>
<td>3.43</td>
<td>-</td>
</tr>
</tbody>
</table>

(e) Optimized Topology

<table>
<thead>
<tr>
<th></th>
<th>4.96</th>
<th>7.24</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.08</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6.5</td>
<td>-</td>
<td>4.48</td>
</tr>
<tr>
<td>4.9</td>
<td>-</td>
<td>2.8</td>
</tr>
<tr>
<td>2.4</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

(f) Inviable Topology

Fig. 5. Tables (Iterative VTD)

### 3.1.2 Dynamic Phase

In dynamic phase, several first-fit algorithms have been studied and compared in the literature [3, Chap. 8]. The simplest one uses an *a priori* wavelength list: the algorithm will then look up the list and pick the first wavelength under which the path can be accommodate. This will be called the *fixed priority algorithm* (FP). Other algorithms favor the use of the wavelength that is being most used in the network at assignment time.
A good performance has been observed with the MaxSum (MS) algorithm, which chooses the wavelength which minimizes the number of routes that will become blocked with the wavelength assignment.

Combining the decision rules of MS with route allocation algorithms leads to a JRW (Joint Routing and Wavelength Assignment) algorithm, hence in this case the algorithm must compare, according to some criterion, all the route-wavelength pairs.

In this example, for dynamic environments, JRW algorithms were used in which a shortest path route is always chosen, i.e., JRW_SP. In Fig. 6, note that in dynamic phase the optimized topology rises the open capacity of the network in function the heuristic strategy.

4 Large Optical Networks

In order to study of a network with large number of nodes approaching known data, the 12-node hypothetical network of Fig. 6 was considered. Each node corresponds to one of 12 states in Brazil, chosen for their economic regional importance.

A plausible mesh was assumed for the physical links. In this network each edge represents a pair of directed edges. The distances among nodes were based on the geographical positions of the State capitals. The traffic matrix (Table 2) has to be released over the Brazilian Network and was obtained through the following expression (1) following (next page).

The utilization factor \( F_i \) is some measure of the use of Telecommunications in state \( i \). In the network under study, it will be the level of services of telecommunications requested by a state. Observe that equation (1) implies a symmetrical matrix (Table 2).

We studied the network with \( W=2 \) or \( W=3 \). A certain virtual degree \( A=2 \) is initially assigned for the static configuration, (MILP formulation [5]) and \( R=2 \) is the remaining virtual degree could be used for a dynamic traffic.

Using the proposed algorithm with system capacity \( C=10\text{Gb/s} \), there are 7 possible virtual topologies, the original with \( \lambda_{\text{max}} = 6.5 \) and the last (optimized) with \( \lambda_{\text{max}} = 9.955 \).

In Fig. 7, note that for \( W=2 \) and \( R=2 \) using the JRW_SP in dynamic phase the best topology in relation to the open capacity is the optimized one. It generates less blocking probability for dynamic traffic. For heavier traffic the optimization gain tends to be smaller, because traffic will be the key factor for blocking. For lighter traffic the used resources in the static phase play a major role for blocking.

However, if we increase the number of available wavelengths in the network to \( W=3 \), the blocking probabilities for the optimized and the original topologies get similar (Fig.8) for lighter or heavier traffic demands.

This suggests that optimization in the static phase of the VTD is required if the system has scarce resources (for example, only a few wavelengths).
\[ T_{ij} = k \frac{P_i F_i P_j F_j}{d_{ij}} \]  

(1)

Where:

- \( P_i \): Population of State i
- \( P_j \): Population of State j
- \( F_i \): Utilization factor in State i
- \( F_j \): Utilization factor in State j
- \( d_{ij} \): Distance between States i and j
- \( K \): Proportionality factor

### Table 2. Matrix Traffic for Brazilian Network (Gb/s)

<table>
<thead>
<tr>
<th></th>
<th>0.57</th>
<th>1.00</th>
<th>0.79</th>
<th>0.32</th>
<th>0.68</th>
<th>0.38</th>
<th>0.63</th>
<th>0.36</th>
<th>0.16</th>
<th>0.12</th>
<th>0.16</th>
<th>0.16</th>
<th>0.13</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.37</td>
<td>2.56</td>
<td>5.60</td>
<td>5.11</td>
<td>0.59</td>
<td>0.04</td>
<td>0.05</td>
<td>0.04</td>
<td>0.16</td>
<td>0.12</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>1.05</td>
<td>2.56</td>
<td>5.60</td>
<td>5.11</td>
<td>0.59</td>
<td>0.04</td>
<td>0.05</td>
<td>0.04</td>
<td>0.16</td>
<td>0.12</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>0.77</td>
<td>2.56</td>
<td>5.60</td>
<td>5.11</td>
<td>0.59</td>
<td>0.04</td>
<td>0.05</td>
<td>0.04</td>
<td>0.16</td>
<td>0.12</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>0.68</td>
<td>2.56</td>
<td>5.60</td>
<td>5.11</td>
<td>0.59</td>
<td>0.04</td>
<td>0.05</td>
<td>0.04</td>
<td>0.16</td>
<td>0.12</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>0.08</td>
<td>0.06</td>
<td>0.51</td>
<td>0.68</td>
<td>0.11</td>
<td>0.10</td>
<td>0.04</td>
<td>0.04</td>
<td>0.16</td>
<td>0.12</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>0.07</td>
<td>0.06</td>
<td>0.51</td>
<td>0.68</td>
<td>0.11</td>
<td>0.10</td>
<td>0.04</td>
<td>0.04</td>
<td>0.16</td>
<td>0.12</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>0.06</td>
<td>0.06</td>
<td>0.51</td>
<td>0.68</td>
<td>0.11</td>
<td>0.10</td>
<td>0.04</td>
<td>0.04</td>
<td>0.16</td>
<td>0.12</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>0.05</td>
<td>0.06</td>
<td>0.51</td>
<td>0.68</td>
<td>0.11</td>
<td>0.10</td>
<td>0.04</td>
<td>0.04</td>
<td>0.16</td>
<td>0.12</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>0.04</td>
<td>0.06</td>
<td>0.51</td>
<td>0.68</td>
<td>0.11</td>
<td>0.10</td>
<td>0.04</td>
<td>0.04</td>
<td>0.16</td>
<td>0.12</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>0.03</td>
<td>0.06</td>
<td>0.51</td>
<td>0.68</td>
<td>0.11</td>
<td>0.10</td>
<td>0.04</td>
<td>0.04</td>
<td>0.16</td>
<td>0.12</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>0.04</td>
<td>0.06</td>
<td>0.51</td>
<td>0.68</td>
<td>0.11</td>
<td>0.10</td>
<td>0.04</td>
<td>0.04</td>
<td>0.16</td>
<td>0.12</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>0.03</td>
<td>0.06</td>
<td>0.51</td>
<td>0.68</td>
<td>0.11</td>
<td>0.10</td>
<td>0.04</td>
<td>0.04</td>
<td>0.16</td>
<td>0.12</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>0.02</td>
<td>0.06</td>
<td>0.51</td>
<td>0.68</td>
<td>0.11</td>
<td>0.10</td>
<td>0.04</td>
<td>0.04</td>
<td>0.16</td>
<td>0.12</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>0.01</td>
<td>0.06</td>
<td>0.51</td>
<td>0.68</td>
<td>0.11</td>
<td>0.10</td>
<td>0.04</td>
<td>0.04</td>
<td>0.16</td>
<td>0.12</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>0.04</td>
<td>0.06</td>
<td>0.51</td>
<td>0.68</td>
<td>0.11</td>
<td>0.10</td>
<td>0.04</td>
<td>0.04</td>
<td>0.16</td>
<td>0.12</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
</tbody>
</table>

![Fig. 7. Blocking probability for future demands](image1)

![Fig. 8. Blocking probability for future demands](image2)

### 4.1 Some Comments

In static phase, Integer Linear Programming models are popular in the literature as they provide formal descriptions of the problem. In practice, however, scalability to networks with at least 10’s of nodes, with 100’s of demands is required. In many cases all but trivial instances of these ILP’s are computationally difficult with current state-of-the-art software. In our 12-node mesh network, our strategy took about 2 hours using the optimization software CPLEX© on an Intel Pentium IV/1.6Ghz to find the original topology in the static phase. However, each iteration
took around one second, because it should only re-route the traffic through the remaining lightpaths. Only linear constraints had to be handled.

5 Conclusions

The issue we intended to investigate was whether the set of resources left idle after an iterative optimization procedure on the network for a particular static traffic can be used to accommodate a traffic expansion. The approach proposed a maximization of open capacity for future online demands.

The results suggest that it is feasible to preserve enough open capacity to avoid blocking of future requests in networks with scarce resources; this is, maximize the traffic scaling. Some resources like transmitters and receivers can save on initial costs (network implementation), since the optimization eliminates some lightpaths, reducing the virtual degree at some nodes for the static phase.
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Abstract. Next generation optical networks will operate under a common control plane, called Generalized Multiprotocol Label Switching (GMPLS), which simplifies network management and operation of equipment that switches in either packet, time, wavelength or fiber domain. Link Management Protocol (LMP) is a new internet-draft protocol and represents a fundamental member of the GMPLS protocol family. LMP runs between adjacent nodes and eases the provisioning of bearer links. An LMP protocol machine has been created in order to evaluate the LMP protocol itself as well as to extract performance conclusions in network scenarios. This LMP protocol machine was designed for the Lucent Technologies LambdaUnite® MultiService Switch (MSS). The application is distributed on a bi-processor host according to the Half Object Plus Protocol (HOPP) design pattern. A critic about several improvable aspects of the LMP specifications has been made. This paper is exclusively focused on LMP from the SDH/Sonet point of view.

1 Introduction

In next-generation optical networking panorama a wide range of devices of very different technologies interact with each other. Packet routers, switches, add-drop multiplexers (ADM), digital crossconnects (DXC), Dense Wavelength Division Multiplexed (DWDM) systems or even newer equipment such as optical crossconnects (OXC) compose complex multi-vendor networks throughout the world, in which both standard and proprietary protocols are deployed.

Automating resource management and end-to-end provisioning based on traffic engineering (TE) metrics for all these devices would reduce configuration costs by several orders of magnitude. Furthermore it would make it possible to provide new services such as bandwidth on demand, load balancing or Quality of Service (QoS) for sophisticated applications.
To achieve these goals a new standardized common control plane for all equipment is necessary, no matter which switching technology is involved: Packet Switching (ATM, IP), Time Division Multiplex (TDM) like SDH/Sonet, DWDM/Lambda Switching or Fiber Switching. Only under a common control plane can the concept of intelligent optical network come true.

To deal with this challenge, the Internet Engineering Task Force (IETF) is standardizing the Generalized Multiprotocol Label Switching (GMPLS) [1] protocol family. GMPLS consists of enhancements to the Open Shortest Path First / Intermediate System to Intermediate System (OSPF/ISIS) routing protocols, extensions to the Resource Reservation Protocol / Routing-Label Distributed Protocol (RSVP/LDP) and finally a new Link Management Protocol (LMP) [2].

GMPLS addresses issues concerning the switching and forwarding diversity of the network, fast auto-configuration, scalability and efficient resource usage, reliability based on protection and restoration techniques and finally data routing according to the availability of resources, the current and the expected traffic.

On the other hand the International Telecommunication Union (ITU) develops the Architecture for Automatically Switched Optical Networks (ASON) [3]. ASON is not a protocol collection but an architecture that defines control plane components and the interactions between them.

The Optical Internetworking Forum (OIF) works on the User Network Interface (UNI) [4], which allows client devices (IP routers or ATM switches) to request services from the optical core network. UNI is a fusion of high priority ASON requirements with a profile of GMPLS protocols.

2 LMP Features

LMP provides an IP Control Channel that is allowed to be physically diverse from the bearer links. This is important for transparent photonic switches, which cannot monitor or inject signals in the bearer links.

Next-generation devices will be interconnected by thousands of bearer links (Data Links). This involves a serious scalability problem. To address this issue, an LMP procedure called Link Property Correlation (LPC) matches link parameters between adjacent nodes and aggregates Data Links with similar attributes into a single bundle called Traffic Engineering (TE) Link. This process is called Link Bundling. TE Links, along with their aggregated attributes, are advertised into the routing protocols. As a result, the size of the link-sate database is reduced by a large factor as well as the number of messages exchanged in signaling or routing protocols. However the increased abstraction level results in loss of granularity in the network resources.

LMP Link Connectivity Verification (LCV) checks the physical connectivity of Data Links by sending in-band Test messages over them.

LMP Fault Management (FM) localizes link failures and inhibits unnecessary alarms in either transparent or opaque networks. However LMP cannot compete with the 50 ms protection switch times of SDH/Sonet.
LMP has been extended by the OIF to provide UNI Neighbor and Service Discovery between UNI clients (UNI-C) and network (UNI-N) devices. Other extensions [5] enable information exchanges between LMP nodes and DWDM Optical Line Systems (OLS) attached to them.

LMP enhancements to fit SDH/Sonet legacy equipment [6] ease Link Connectivity Verification by allowing sending out-of-band Test messages over the Control Channel. The method is based on the correlation of certain SDH/Sonet bytes (e.g. J0) with patterns transmitted in the test messages.

A Management Information Base (MIB), compliant to the Structure of Management Information (SMIv2), describes LMP managed objects for use with Simple Network Management Protocol (SMNP) [7].

Finally, LMP procedures can be interpreted in the context of the ASON terminology [8] promoting a common understanding between the ITU and the IETF.

3 LMP System Architecture

An LMP protocol machine has been designed for the Lucent Technologies LambdaUnite® MultiService Switch (MSS). From the point of view of Software Development for the LMP application, two processors are relevant: A and B.

LMP Control Channels run over Local Area Networks (LAN) or SDH/Sonet Data Control Channels (DCC), whose interfaces are available in A. B provides persistent memory services and a Transcription Language 1 (TL1) [9] management interface.

The Software architecture is organized in three layers: Operative System, a General Protocol Framework, which is universal for any protocol but specific for the target platform, and the LMP Hierarchy, which is LMP specific.

3.1 Design Patterns

The Half Object Plus Protocol (HOPP) design pattern [10] is concerned with systems that are forced to be implemented across two address spaces. System components are divided into two independent half-objects with a protocol between them.

A Real-Associated Duality has been proposed to determine the objects’ behavior in the LMP system. While Real Objects reside in processor A, processor B contains Associated Objects. Real Objects implement the internal operation of a system component and Associated Objects are the interface of that component for management and persistence purposes.

Between each Real Object and each Associated Object there is a one-to-one partnership. A synchronization protocol is necessary so that a Real Object and its partner Associated Object share the same state. This protocol is based on full-duplex data unit updates between partner Real and Associated Objects. To assure the absence of inconsistencies, data units updated in different directions must be disjoint (semantically simplex protocol).

A second pattern is used: the Bridge pattern [11] decouples an abstraction from its implementation and provides flexibility to implement a component in different ways depending on the Real-Associated Duality or on the platform.
3.2 General Protocol Framework

A Generalized Socket System that integrates UDP and TCP has been designed for this LMP protocol machine. LMP communications are peer-to-peer, no client or server exists but equals of the same category. Therefore a new Active-Passive paradigm has been proposed to suit LMP. Each node has one passive organ to receive messages and connections, and several active organs to send messages and start connections. Inside a node signaling mechanisms between the active and the passive organs are needed.

A TL1 interface provides remote management and performance monitoring capabilities. The system uses a limited syntax. TL1 has standard messages for all management procedures that suit big optical networks. SMNP lacks those procedures.

The system also provides an encoding/decoding module, (binary for LMP and ASCII for TL1), a queue system, a tidy termination system, an error handling system, a highly scalable and reliable timing server and a persistence server to store system information that needs to be ready after a failure or restart.

Since all services are not available in both processors an inter-processor communication mechanism is necessary: HOPP. The HOPP System is based on a hermaphrodite Client-Server design and its goal is to make the physical distribution transparent.

One process, composed of several threads, is running on each processor. Using hierarchical allocation of resources [12] prevents deadlocks.

Several threads, called dispatchers, process LMP messages but only one dispatcher processes TL1 messages.

3.3 LMP Hierarchy

The LMP Hierarchy is not mere MIB but contains the LMP internal operation logics (Real LMP Hierarchy in A) as well as the LMP management interfaces (Associated LMP Hierarchy in B).

The LMP Local instance stores local configuration. Each LMP Neighbor is represented in the LMP hierarchy and contains several Control Channel Management Finite State Machines (FSM) and only one UNI Service Discovery FSM.

Both Data Links and TE Links connecting the local node with each neighbor are generically represented by Abstract Link instances, which perform Link Property Correlation and Connectivity Verification. Pointers denote the Link Bundling relationships between TE and Data Links. Fault Management is not required at this stage.

Moreover, a reporting system is available to inform other (non-LMP) system applications of the successes or failures of LMP procedures.

4 LMP System Operation

LMP messages (Fig. 1) are received by the Generalized Passive Socket in A and left in the queue. LMP Dispatchers take messages from the queue and process them by making use of the logics contained in the Real LMP Hierarchy. Timing services may be needed. HOPP communications with B may take place after an LMP event to
update the Associated LMP Hierarchy for persistence, management or observability purposes. Eventually an LMP answer may be sent.

TL1 Input messages are processed by the TL1 Dispatcher in B and may be addressed to any component in B or in A (via an appropriate Associated Object). Fig. 1 illustrates the case that the TL1 message is addressed to the LMP Hierarchy. The TL1 Dispatcher may need timing, persistence or HOPP services to process it. Afterwards, a TL1 Response message is always sent.

5 LMP Simulation Environment

A simulation environment was designed to create an arbitrary LMP network in a computer cluster.

TL1 commands allow changing the LMP nodes’ configuration on the fly as well as stimulating the network. The stimulation can be controlled manually by an operator or totally automatic. LMP nodes react sending statistical data in TL1 Response messages. This information is integrated, interpreted and stored.

5.1 Scenarios

The following scenarios were simulated (Table 1):

5.2 Performance

LMP discovers services, correlates and verifies links in tens of seconds. In contrast, manual configuration, as traditionally in SDH/Sonet, would take weeks or months.

In this implementation, LMP Nodes managing more than 8 Control Channels or more than 256 Data Links can be considered under very high load conditions.

Many small bundles of Data Links lead to worse LMP performance than fewer TE Links composed of a larger number of Data Links.
A node can be modeled as an M/M/1 queue where the effective service rate is:

\[ \mu_{\text{eff}} = \frac{\text{Number of LMP Dispatchers}}{\text{LMP Message Service Time}}. \]  \hspace{1cm} (1)

The system performance can be optimized with 2 or 3 LMP Dispatchers (Fig. 2): when several LMP dispatchers must compete with each other, the service times increase exponentially but LMP messages are removed faster from the queue. This leads to a maximum in the effective service rate and to a minimum in the waiting time and queue length. After this point is reached additional LMP dispatchers degrade the performance.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>Two LMP nodes with an arbitrary number of Control Channels.</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>Two LMP nodes with 4 Control Channels, 1 UNI neighborhood and different</td>
</tr>
<tr>
<td></td>
<td>combinations of Data Links and TE Links.</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>Totally meshed networks of several nodes, with 1 Control Channel and 1</td>
</tr>
<tr>
<td></td>
<td>UNI neighborhood between each pair of nodes.</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>Meshed networks of different topologies making use of different combinations</td>
</tr>
<tr>
<td></td>
<td>of the LMP procedures.</td>
</tr>
</tbody>
</table>

Scheduling desynchronizations between LMP nodes lead to message retransmissions. As a result, an LMP network’s behavior is characterized by relatively random oscillations around one or several resonance points (depending on the topology) in which the network is most stable. Each resonance point is defined by a certain value for each observed parameter.

![Fig. 2. Optimizing performance](image)

6 Link Bundling Criteria

According to [13], all Data Links in the same TE Link must begin and end on the same pair of Label Switching Router (LSR), have the same point-to-point or multicast nature, the same switching capability (packet, time, lambda, or fiber) and the same Traffic Engineering (TE) metric at each end of the link.
A suitable TE metric facilitates reliable and efficient network operations and optimizes network resource utilization and traffic performance.

The TE metric recommended for SDH/Sonet in this evaluation is composed of the following parameters (Table 2).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shared Risk Link Group (SRLG)</td>
<td>The SRLG is a vector of SRLG IDs. Each SRLG ID indicates links that share a certain risk (e.g. links sharing the same fiber or duct). SRLG is used for protected connections, especially those demanded by a UNI Client, which is not allowed to know the core network’s topology.</td>
</tr>
<tr>
<td>Virtual Private Network (VPN) ID [14]</td>
<td>The VPN ID identifies ports that have been contracted to carry traffic for a specific customer (e.g. Ethernet over SDH/Sonet).</td>
</tr>
<tr>
<td>Maximum/Minimum Switching Granularity</td>
<td>The signal rate range that a port can multiplex and/or de-multiplex at. (e.g. sts1, vc4/au4).</td>
</tr>
<tr>
<td>Propagation Delay</td>
<td>Essential to guarantee QoS.</td>
</tr>
<tr>
<td>Administrative Mode</td>
<td>A link may be under normal operation, out of service for maintenance purposes or being phased out for administrative deletion.</td>
</tr>
<tr>
<td>Administrative Cost</td>
<td>Routing protocols select the least-cost path.</td>
</tr>
</tbody>
</table>

These properties are coded for each Data Link in an LMP object called Data Link Sub-object and exchanged in Link Summary messages. SRLG is the only one of them which is already considered in the LMP specifications [5]. For the others, additional Data Link Sub-objects have been defined in this evaluation.

7 LMP Protocol Specifications Evaluation

Some LMP aspects are discussible or improvable:

7.1 Link Summary Message and TCP

The Link Summary message’s length depends on the number of Data Links belonging to a particular TE Link and properties associated to each Data Link.

LMP messages are transmitted via UDP [2]. The maximum size of a UDP datagram (64 KB) allows bundling up to 600 Data Links using the previously defined TE metric. However, UDP implementations hardly ever allow reaching this limit [15]. Thus, most applications avoid exceeding 8KB (75 Data Links).

In the future, providers will deploy hundreds of parallel fibers between each pair of nodes, each carrying hundreds of lambdas. The scalability of these networks must not be limited by LMP.
This problem can be solved by allowing both TCP and UDP Control Channels. LMP messages must be processed in the same way independently of the nature of the channel over which they were transmitted.

7.2 Control Channel Selection

Allowing LMP control channels to be transmitted over different physical media (LAN, DCC, a separate wavelength or fiber or a tunnel through a separate management network) and to use different transport protocols involves providing a mechanism so that LMP neighbors can agree on the same Control Channel [16].

This requirement has not still been covered by LMP. Additional information must be added to the LMP Config object for this purpose and transmitted in the Config / Config Nack messages.

7.3 Test Status Failure Message

TE Links in SDH/Sonet are correlated by sending one Test message, containing a J0 byte trace, over the Control Channel for each Data Link [6]. For each Data Link this trace is compared with the J0 pattern received over the Data Link. If they match, a Test Status Success message containing the Local Interface ID is sent. Otherwise a Test Status Failure, which does not contain any Interface ID [2], is sent.

If Test messages are sent simultaneously for several Data Links, it is impossible to know which Data Link did not work after the process for the whole TE Link is over. As a result Test, Test Status Failure and Test Status Ack messages are retransmitted unnecessarily. This problem can be solved by adding the Local Interface ID to the Test Status Failure messages.

7.4 Deadlock in LMP FSMs

An LMP message requiring acknowledgement is retransmitted a maximum number of times. After reaching the limit, the FSM should return to the initial state to avoid deadlocks (transition 1). In the same way, the time an LMP node waits for a particular message should also be limited and the FSM should also return to the initial state after this time expires (transition 2).

None of these transitions are described in [2] for the following messages: Config (Control Channel), Link Summary (LPC) and Begin Verify / End Verify (LCV). Due to the Verify Interval only transition 1 is needed for the Test Status Success / Failure messages (LCV).

7.5 Missing FSMs for LCV

Link Connectivity Verification (LCV) involves tasks associated to both Data and TE Links. The Active and Passive LMP Data Links FSM defined in [2] only implement the operation logic associated to Data Links. LCV does also require active and passive FSMs for TE Links, which are not yet defined and must not be considered mere
implementation details.

The following FSM (Fig. 3) deals with this issue. The PreTesting state is involved in exchanging Begin Verify messages. End Verify messages are exchanged in the PostTesting state. The Testing state initializes the LPC Data Link FSMs, coordinates and executes them until all of them deliver positive or negative results.

![Diagram of FSMs](image)

Fig. 3. LCV Missing FSMs for TE Links

7.6 UNI Service Config Object

UNI Client and UNI network devices exchange attributes about signaling, data channels and network services in Service Config messages. These attributes are wrapped in Service Config objects. According to [4], a Service Config message is allowed to contain only one Service Config object. This contradicts the idea expressed in the same document of sending Network Transparency properties and Network Diversity & Tandem Connection Monitoring (TCM) attributes in the same Service Config message (type 3).

Indeed, Service Config messages are required to contain several Service Config Objects. Doing so also improves the protocol performance reducing the number of Service Config messages of type 2 exchanged in a Service Discovery process.

7.7 UNI Client Port-Level Service Attribute

In GMPLS every Data Link is assigned an ID at each end. These IDs may be IPv4, IPv6 addresses or unnumbered IDs (due to the scarcity of IP addresses and the management burden of assigning an IP address to each fiber, lambda or TDM channel).

The 4-byte Local Interface ID field of the Client Port-Level Service Attribute defined in [2] does not indicate the ID type and its size is not IPv6-compatible.

We propose replacing this field by a 4-byte Interface Type and a variable length Interface ID, which is 4 bytes long for IPv4 and unnumbered IDs, and 16 bytes for IPv6.

8 Conclusions

In the very long term GMPLS control plane enables traditional four-layer networks (IP, ATM, SDH/Sonet, and DWDM) to bypass the SDH/Sonet and ATM layers. This
results in a more efficient and faster network [17]. However it is worth deploying LMP in today’s SDH/Sonet equipment since it allows network providers to set out for a cost-effective migration into next generation networking when the market emerges.

Open IP tools like LMP reduce costs and provide compatibility among vendors but are inherently insecure. Thus, security models in today’s equipment are of paramount importance, above all in the UNI interface as UNI clients should not be trusted.

LMP is still an Internet draft protocol in its infancy. Some aspects in the LMP specifications involve potential ambiguities and inconsistencies. LMP needs refining in order to meet the real needs of the industry.
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Abstract. In this paper we report on WDM transmission of optical labeled signals using the orthogonal IM/FSK modulation format aimed for optical packet/burst switching. WDM transmission in both a point-to-point transmission system and a demonstration network with a label-swapping node are implemented.

1 Introduction

With the continuing growth of the Internet and the introduction of high-bit rate WDM connections in metro and backbone networks, the need for effective and flexible switching solutions will become more apparent.

One proposed solution is optical label switching (OLS), that enables the implementation of packet routing and forwarding functions in IP-over-WDM [1]. OLS supports high bit rates for payload data transmission while employing low speed electronics in the core nodes for label processing. Labels are received and swapped at every node, while the payload information is transparently forwarded with possible wavelength conversion [2].

Several approaches have been studied for labeling optical packets [2,3]. Among those the combined intensity modulation/frequency-shift keying (IM/FSK) [4,5] is one of the promising methods due to its in-band character and simplicity of implementation. IM/FSK optical labeling [6] uses frequency modulation for the label orthogonally superimposed onto the intensity modulated payload at the same wavelength. Orthogonally in this context means that the label information can be detected independently from the payload.

This technique enables transmitting payload information at high bit rates, while allowing label information to be easily extracted from the bit stream. IM/FSK optical labeling offers a larger tolerance to the laser linewidth than other labeling techniques, which makes it easier to implement [4]. However, it requires careful fiber dispersion compensation due to its relatively larger optical spectrum.
This paper presents the latest experimental investigation on wavelength division multiplexing (WDM) transmission of IM/FSK modulated signals. It is organized as follows: Section 2 presents the results of point-to-point WDM transmission. Two systems are implemented. First, 8 IM channels where only one of them has a superimposed FSK label, then three fully labeled IM/FSK signals are transmitted. In section 3, an optical label-swapping node is implemented for the first time on a WDM signal and error-free transmission performance is verified. Finally, conclusions are given in section 4.

Two methods of generating the labeled IM/FSK signal are used in these experiments. As reported in [7], a DFB/EA laser can be used for FSK modulation by directly modulating the electrical current of a DFB laser with the data of the label signal (at 156 Mbps), while feeding the inverted data electrical signal into a subsequent electro-absorption modulator (EAM). The payload of the signal is then imposed (at 10 Gbps) on the intensity of this signal by a second modulator. The modulation depth is chosen to generate carrier frequency tones spaced apart by 20 GHz.

A grating assisted co-directional coupler with sampled reflector (GCSR) laser can also be used to generate a FSK signal by modulating the phase current, usually used for fine wavelength tuning [8,9].

At the receiver, the labeled signal is split equally. One part is used for directly detect the payload. In the other arm, two optical filter stages are used to filter only a single tone of the FSK labeled signal.

2 Point-to-Point Transmission of WDM IM/FSK Signals

In this section, experimental results on an eight-channel WDM system with 200 GHz channel spacing and a three-channel system with 100 GHz channel spacing are reported.

2.1 One FSK/IM Channel with Seven IM Channels

As shown in Fig 1, the FSK signal generated by a DFB/EA laser is multiplexed with the outputs of seven CW DFB lasers in an 8-channel arrayed waveguide grating (AWG). The payload data is generated by a PRBS source with a sequence length of $2^{31} - 1$, then is imposed on the eight channels by a chirp-free intensity modulator with a 6 dB IM extinction ratio. After the modulator, the signals are transmitted through a dispersion-compensated 80 km standard fiber link. At the receiving end, another AWG is used to demultiplex the wavelength channels. Finally, the demultiplexed labeled channel is detected for BER measurement.

The eight channels cover the wavelength range between 1549.3 nm and 1560.6 nm, with 1.6 nm (200 GHz) channel spacing. The IM/FSK signal is modulated on the first channel at a center wavelength around 1549.3 nm. The effective channel suppression ratio at the output of the wavelength demultiplexer is more than 40 dB.
Experimental Investigation of WDM Transmission Properties

**Fig. 1.** A WDM transmission system consisting of one IM/FSK channel and seven IM channels.

**Fig. 2.** Eye diagrams of the received (a) IM payload and (b) FSK label of the labeled channel and (c) measured BER curves of different wavelength channels.

As the channel spacing is very large compared to the spectral bandwidth of the signal, the wavelength multiplexing and demultiplexing processes add little degradation to the whole system. The transmission over 80 km fiber also induces negligible degradations to the system performance. Fig. 2 shows the eye-diagrams of the IM payload and demodulated FSK label after transmission, while Fig. 3 shows the BER curves of selected wavelength channels.

### 2.2 Three-Channel IM/FSK Signal Transmission

A three-channel IM/FSK signal transmission system is implemented, as shown in Fig. 1. Two GCSR-DBR lasers and one DFB/EA laser are used to generate multi-wavelength FSK/IM signals. With 100 GHz (0.8 nm) spacing, the wavelength channels are at 1548.5 nm (GCSR), 1549.3 nm (DFB/EA) and 1550.1 nm (GCSR) respectively.

Due to the non-uniform frequency modulation response of the GCSR-DBR lasers, 8B10B encoding is applied to the label data (PRBS 2⁻¹⁻¹) [11] before it modulates the two GCSR-DBR lasers, while the DFB/EA laser is frequency-modulated by a PRBS data with a length of 2⁻¹⁻¹. The outputs of the three lasers are multiplexed using two optical couplers, and then intensity modulated in a chirp-free Mach-Zehnder...
modulator with a 6 dB extinction ratio. The generated multi-wavelength IM/FSK signals are amplified and then input into 80 km of dispersion compensated SMF with an average power of 10 dBm.

![Graph showing measured BER curves for the three wavelength channels after transmission.](image)

**Fig. 3.** Measured BER curves for the three wavelength channels after transmission.

![Diagram of a WDM transmission system with a label-swapping node.](image)

**Fig. 4.** A WDM transmission system with a label-swapping node.

At the receiver end, a tunable optical filter is used to demultiplex the wavelength channels. The demultiplexed channels are finally detected for BER measurements. The suppression ratio of the demultiplexed signal is around -30 dB. All the three channels show an error-free performance. As indicated in Fig. 3, there is no obvious degradation introduced by transmission effects. Among the three wavelength channels, channel 2 (generated with the DFB/EA laser) has the best FSK modulation performance due to its high FM efficiency; The other two channels have better IM performance as the GCSR lasers generate much less residual intensity ripples when they are frequency modulated.
3 Performance of IM/FSK Signals in a WDM Transmission System with a Label-Swapping Node

As shown in Fig. 4, a three-channel WDM transmission system with a label-swapping node is implemented using a Mach-Zehnder-interferometer semiconductor optical amplifier (MZI-SOA) wavelength converter.

The three channels are at 1548.5 nm, 1549.3 nm and 1550.1 nm respectively. IM/FSK signals are generated at the transmitter node at wavelengths corresponding to channel 1 (1548.5 nm) and channel 3 (1550.1 nm) and are transmitted over a dispersion compensated 44 km standard fiber span before reaching the label-swapping node. At the swapping node, the IM/FSK signal at channel 3 is label-swapped, and its wavelength is changed to that of channel 2 (1549.3 nm). The IM/FSK signals at channel 1 and channel 2 are transmitted again over another 44 km standard fiber span before being detected.

![Fig. 5. Spectra of the IM/FSK signals at the (a) transmitting and (b) swapping nodes. Eye-diagrams of (c) IM payload and (b) FSK label of channel 2 at the receiving node.](image)

![Fig. 6. Measured BER curves of channel 2 after 2 hop transmission including label swapping](image)
channel 2 at the receiving node. In the entire transmission link, channel 1 is kept unaltered while channel 3 is terminated at the swapping node. Only channel 2 experiences both label-swapping and WDM transmission process, so channel 2 is given a detailed analysis through BER measurements.

As shown in Fig. 4, the FSK label and IM payload of channel 2 are detected error-free. It can be seen that WDM transmission and label-swapping introduce a rather large power penalty that could be alleviated by transmitter optimization, having FSK transmitters designed specifically to the working wavelength with a low IM residual modulation.

4 Conclusion

Some basic issues in IM/FSK WDM transmission systems including the impact of wavelength channel spacing, and multi-wavelength IM/FSK signal generation have been presented. The performance of IM/FSK signals in a point-to-point WDM transmission system has been experimentally investigated, showing that IM/FSK channels can be added to pure IM channels to upgrade legacy WDM networks.

A three-channel IM/FSK transmission system was implemented with a channel spacing of 100 GHz and the error-free transmission performance was verified. Finally, a WDM transmission system with a label-swapping node has been demonstrated. The experimental results show that IM/FSK can be a feasible scheme to upgrade metro-distance WDM transmission networks, which strengthen the feasibility of using the orthogonal IM/FSK labeling as a technique for future IP-over-WDM networks.
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Abstract. This paper presents a performance analysis of optical burst switching (OBS) networks with degree-three and degree-four chordal ring topologies. The analysis considers just-in-time (JIT), Jumpstart, JIT+, just-enough-time (JET) and Horizon signaling protocols. For a network with 20 nodes and for the considered traffic loads, it is shown that the nodal degree gain due to the increase of nodal degree from two (ring) to three (degree-three chordal ring) is between one and two orders of magnitude in the last hop of each topology, whereas the nodal degree gain due to the increase of nodal degree from three (degree-three chordal ring) to four (degree-four chordal ring) is between two and three orders of magnitude. It is also shown that the performance of the five signaling protocols above referred is very similar.

1 Introduction

Optical burst switching (OBS) [1]-[8] has been proposed to overcome the technical limitations of optical packet switching, namely the lack of optical random access memory and to the problems with synchronization. OBS is a technical compromise between wavelength routing and optical packet switching, since it does not require optical buffering or packet-level processing and is more efficient than circuit switching if the traffic volume does not require a full wavelength channel. In OBS networks, IP (Internet Protocol) packets are assembled into very large size packets called data bursts. These bursts are transmitted after a burst header packet, with a delay of some offset time. Each burst header packet contains routing and scheduling information and is processed at the electronic level, before the arrival of the corresponding data burst. Several signaling protocols have been proposed for optical burst switching networks. In this paper, we concentrate on Just-In-Time (JIT) [3], JumpStart [4]-[6], JIT+ [7], Just-Enough-Time (JET) [1], and Horizon [2] signaling protocols.

Although JIT is a conceptually simple protocol, some previous studies have shown that JIT has a performance worse than either JET or Horizon. On the other hand, JET
and Horizon require complex scheduling and void filling algorithms. However, most of the existing studies ignore many important parameters such as the offset length, the processing time of setup messages, and the optical switch configuration time, which have significant impact on burst loss probability. Therefore, there is a need for more detailed studies in order to explore in depth the differences among the various protocols. In this paper, we use accurate models for an OBS mesh network operating under the JIT, JumpStart, JIT+, JET, and Horizon signaling protocols.

A major concern in OBS networks is the contention and burst loss. The two main sources of burst loss are related with the contention on the outgoing data burst channels and on the outgoing control channel. In this paper, we consider bufferless networks and we concentrate on the loss of data bursts in OBS networks with chordal ring topologies. For comparison purposes, ring topologies are also considered.

After this introductory section, section 2 describes the model of the OBS network under study and presents a performance analysis of OBS networks with chordal ring topologies. Section 3 concludes the paper.

2 Performance Assessment

In this session, we present a performance assessment of JIT, JumpStart, JIT+, JET, and Horizon signaling protocols in OBS networks with ring and degree-three and degree-four chordal ring topologies for N=20 nodes.

Chordal rings are a well-known family of regular degree three topologies proposed by Arden and Lee in early eighties for interconnection of multi-computer systems [9]. A chordal ring is basically a bi-directional ring network, in which each node has an additional bi-directional link, called a chord. The number of nodes in a chordal ring is assumed to be even, and nodes are indexed as 0, 1, 2, ..., N-1 around the N-node ring. It is also assumed that each odd-numbered node i (i=1, 3, ..., N-1) is connected to a node (i+w)mod N, where w is the chord length, which is assumed to be positive odd. According to [10] it is assumed that each link is replaced by a chord and, instead of a topology with nodal degree of 3, we have a topology with a nodal degree of n, where n is a positive integer, and instead of having 3 chords we have n chords. Then, using this notation, a general degree n topology is represented by DnT(w1,w2,...,wn), and a chordal ring family with a chord length of w3 is represented by D3T(1,N-1,w3), a chordal ring family with a chord length of w4 is represented by D4T(1,N-1,w3,w4), and a bi-directional ring is represented by D2T(1,N-1).

We consider that each node of the OBS network supports F+1 wavelength channels per unidirectional link. One wavelength is used for signaling (carries setup messages) and the other F wavelengths carry data bursts. It is assumed also that each OXC consists of non-blocking space-division switch fabric, with full conversion capability, but without optical buffers.

In this study, it is assumed that [8]: $T_{OXC} = 10$ ms, $T_{setup}(JIT)=12.5$ μs, $T_{setup}(JumpStart)=12.5$ μs, $T_{setup}(JIT^+)=12.5$ μs, $T_{setup}(JET)=50$ μs, and
$T_{\text{setup}}(\text{Horizon})=25$ $\mu$s. The mean burst size, $1/\mu$, was set to 50 ms, and the burst
arrival rate $\lambda$, is such that $\lambda/\mu=38.4$.

In chordal ring topologies, different chord lengths can lead to different network
diameters, and, therefore, to a different number of hops. One interesting result that we
found is concerned with the diameters of the $D3T(w_1,w_2,w_3)$ families, for which
\(w_2=(w_1+2)\mod N\) or \(w_2=(w_1-2)\mod N\). Each family of this kind, i.e.
$D3T(w_1,(w_1+2)\mod N, w_3)$ or $D3T(w_1,(w_1-2)\mod N, w_3)$, with $1\leq w_1 \leq 19$ and
$w_1 \neq w_2 \neq w_3$, has a diameter which is a shifted version (with respect to $w_3$) of the
diameter of the chordal ring family ($D3T(1, N-1, w_3)$). For this reason, we
concentrate the analysis on chordal ring networks.

Fig. 1 shows the network diameter as a function of chord length for $D3T(1,19,w_3)$,
$D4T(1,19,3,w_4)$, and $D4T(1,19,5,w_4)$. As may be seen, for $N=20$ nodes, the
maximum and minimum diameter of the degree-three chordal ring family are 6 and 4,
respectively, while, the maximum and minimum diameter of the degree-four chordal
ring family are 4 and 3, respectively.

![Fig. 1. Network diameter, as a function of chord length for D3T(1, 19, w3), D4T(1, 19, 3, w4), and D4T(1, 19, 5, w4).](image)

Fig. 2 shows the burst blocking probability in the last hop of $D2T(1,19)$,
$D3T(1,19,5)$, and $D4T(1, 19, 3, 9)$, for JIT, JumpStart, JIT$^+$, JET and Horizon
signaling protocols. As may be seen in Fig. 2, chordal rings clearly have better
performance that rings, and, in terms of chordal rings, degree-four topologies have
better performance than degree-free.

Fig. 3 shows the burst blocking probability, for $N=20$ nodes, for $D2T(1, 19)$,
$D3T(1, 19, 5)$, and $D4T(1, 19, 3, 9)$ as a function of the number of hops, for JIT,
JumpStart, JIT$^+$, JET and Horizon. This figure clearly confirms the results of Fig. 2, i.
e., degree-three chordal rings clearly have better performance than rings, and degree-four chordal rings clearly performs better than degree-three chordal rings.

Fig. 2. Burst blocking probability in the last hop of each topology versus number of data channels for D2T(1, 19), D3T(1, 19, 5), D4T(1, 19, 3, 9); N=20.

Fig. 3. Burst blocking probability versus number of hops for D2T(1, 19), D3T(1, 19, 5), D4T(1, 19, 3, 9); N=20, F=64.

In order to quantify the benefits due to the increase of nodal degree from 2 to 3 and from 3 to 4, we introduce a new performance metric: the nodal degree gain, $G_{x,y}(i,j)$. The nodal degree gain, $G_{x,y}(i,j)$, is defined as:
where $P_i(D_{(n-1)}T(w_1, w_2, ..., w_{n-1}))$ is the burst blocking probability for the $i$-th hop of the $D_{(n-1)}T(w_1, w_2, ..., w_{n-1})$, and $P_j(D_nT(w_1^*, w_2^*, ..., w_n^*))$ is the burst blocking probability for the $j$-th hop of the $D_nT(w_1^*, w_2^*, ..., w_n^*)$, for the same network conditions (same number of data wavelengths per link, same number of nodes, etc) and for the same signaling protocol. We use $G_{x,y}$ where $x$ represents the nodal-degree of the $P_i(D_{(n-1)}T(w_1, w_2, ..., w_{n-1}))$ topology and $y$ represents the nodal-degree of the $P_j(D_nT(w_1^*, w_2^*, ..., w_n^*))$ topology.

\[ G_{x,y}(i, j) = \frac{P_i(D_{(n-1)}T(w_1, w_2, ..., w_{n-1}))}{P_j(D_nT(w_1^*, w_2^*, ..., w_n^*))}. \] (1)

Fig. 4. Nodal degree gain, in the last hop of each topology, due to the increase of the nodal degree from 2 ($D_{2T}(1, 19)$) to 3 ($D_{3T}(1, 19, 5)$) and from 3 ($D_{3T}(1, 19, 5)$) to 4 ($D_{4T}(1, 19, 3, 9)$); $N=20, F=64$.

Fig. 4 shows the nodal degree gain, $G_{x,y}(i,j)$ in the last hop of each topology, due to the increase of nodal degree from 2 ($D_{2T}(1, 19)$) to 3 ($D_{3T}(1, 19, 5)$), and from 3 ($D_{3T}(1, 19, 5)$) to 4 ($D_{4T}(1, 19, 3, 9)$) for JIT, JumpStart, JIT+, JET, and Horizon ($F=64$). For $F=16$ and $F=32$ the nodal degree gain is very small due to the high burst blocking probability. However, when the number of data channels per link increases to 64, a nodal degree gain between 1 and 2 orders of magnitude is observed for degree-three chordal rings. On other hand, the increase of nodal degree from 3 ($D_{3T}(1,19,5)$) to 4 ($D_{4T}(1, 19, 3, 9)$) leads to a performance improvement between 2 and 3 orders of magnitude. Another important observation that can be made from this figure is that the five signaling protocols under study lead to very similar nodal
degree gains both when the nodal degree increases from 2 to 3 ($G_{2,3}$) and when the nodal degree increases from 3 to 4 ($G_{3,4}$).

3 Conclusions

A performance analysis of OBS degree-three and degree-four chordal ring networks was presented for JIT, JIT+, JumpStart, JET and Horizon protocols. For comparison purposes, ring topologies are also considered. It was shown that, for a network with 20 nodes, the nodal degree gain due to the increase of nodal degree from two (ring) to three (degree-three chordal ring) is between one and two orders of magnitude in the last hop of each topology. It was also shown that the nodal degree gain due to the increase of nodal degree from three (degree-three chordal ring) to four (degree-four chordal ring) is between two and three orders of magnitude. It was observed in both cases that the performance of the five signaling protocols under study is very similar.
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Abstract. In this work we describe a technique which associates the already matured code generation and detection technique of Optical Code Division Multiplexing with the all-optical routing needs and discuss its advantages and limitations due to one of the current optical gating techniques, based on the gain saturation of a Semiconductor Optical Amplifier.

1 Introduction

The next generation of optical networks will demand high scalability and fine granularity in addition to high bandwidths. In present times, techniques like D-WDM (Dense-Wavelength Division Multiplexing) have been able to produce quite high bandwidths and make it available at least in core networks, where, in combined total rates, one can find more than 1 Tbit/s. However, as regards the granularity, the WDM light-path network is quite coarse. Anyway, efforts are being driven to increase the network light-path granularity, as it is the case of the IP (Internet Protocol) over GMPLS (Generalized Multi-Protocol Label Switching) over WDM technology which provides mechanisms for finer granularity [1]. However, in this case, due to electronic header processing, memory access for header analysis and all the involved processing tends to be the bottleneck of this next generation of networks. In order to overcome this limitation, an all-optical header processing technique can be the solution for the needed high speed processing. Several approaches to this technique are being developed nowadays, showing the great interest on the field. Many of them are based on OCDM (Optical Code Division Multiplexing) [2]. To achieve such goal
many building blocks have to be matured first, however, studies and demonstrators are already available, where an optical label processing unit is the key for achieving Optical Packet Switching (OPS) or other [3],[4]. The main building blocks of this technology are an all-optical header generation and detection technique, which can be achieved by FBG (Fiber Bragg Gratings), PLC (Planar Lightwave Circuits) or other techniques [3], [4] and a gating device, which nowadays are currently achieved by optical amplifier structures.

In this work we will address the OCDM technique based on FBG, section 2, following the block diagram of the router will be addressed, section 3, and finally we will address the gating device in the router, which we considered in this work, to be a SOA (Semiconductor Optical Amplifier), section 4. The work finishes by drawing some conclusions, section 5.

2 Optical Code Division Multiplexing Based on Fiber Bragg Gratings

In order to achieve all-optical routing, in this work, we aim to have high power gating pulse which will be the starting point to initiate some kind of optical gating, either by saturation or by any other linear or nonlinear process in a gating device. So, we want to design a technique which allows us to generate these pulses recurring to an all-optical process or scheme. The elected technique to perform this work, is based on the OCDM code properties. This technique allows high power output pulses when there is good correlation between the generated code and the correlator, and low power pulses when there is low or absent correlation. A schematic of the technique to generate and detect the code is presented in Fig. 1. The represented schematic is valid for time/wavelength codes, where the pulses are, in the source, scrambled in time and wavelength by the correlator in order to achieve a unique combination suitable for high correlation at the correlating node. There are other dimensions and codes which can and are being used like for example the time/phase codes [4], time-polarization, wavelength-polarization, and even more complex codes with higher dimension mixing combinations of more than two of the properties which we can control in light (time, wavelength, phase, polarization, space, and others). In this work, aiming simplicity in the codes and low cost in the correlators/code generators we used Time-Wavelength codes, since they are quite easy to process with a cheap off-shelf technology like the FBG’s.

The FBG generation of this kind of codes is addressed with the block diagram shown in Fig. 2. The FBG is a reflective device, so it acts as rejection band filter on the transmission and as a band-pass filter in the reflection. Therefore, by sending white noise into an array of such filters, considering that they are not all centered at the same wavelength, the result in reflection will be a comb of lines centered at the wavelengths in which each FBG was written and in transmission is a sequence of deeps complementary to the reflected spectrum.
Considering the referred code generation method and presented in Fig. 2a), one can conclude that this kind of code generation is quite simple to implement. A comb of multi-wavelength pulses arrives to a circulator which forwards it to the FBG’s which are placed in space according to the time sequence that we want to generate and with the correctly addressed wavelengths, the reflected wave will be a time spread of the pulses in time and wavelength in accordance to the coder. At the output of the FBG array there are only the remaining pulses unneeded to generate the wanted code. The spatial position of the gratings is calculated such that a round trip from the circulator to the FBG is the value of the time spread which that wavelength should have, so the far the FBG is, higher is the delay with respect to the first reflected pulse.

![Diagram of code generation and correlation based on Fiber Bragg Grating Structures.](image)

**Fig. 1.** All-optical label Processing based on two dimensional time/ wavelength codes.

To conceive the decoder the principle is the same and also the structure, since we only need to reverse the time delays to have the input comb again. So, the correlator is the same structure only the FBG array is placed in the reverse position, which can be implemented very easily since these devices are bidirectional. The block diagram of the correlator is shown in Fig. 2b).

As it can be observed in the schematic in Fig. 2b), at the output of the correlator, in case of matched correlation between the optical code and the label held by the FBG’s,
the output power in all the wavelengths is high since all pulses are aligned in time. If there is no or small correlation between the code and the correlator the power at decision time chip would be much smaller and depending on the code used.

3 All-Optical Routing Architecture

In core routers the number of routes which come out of the device are in very low number, since only transfer traffic goes by, and only a small part is dropped there. For this kind of devices, we should mainly have quite fast label processing since the aggregate data rates are very high. A small number of route addresses is needed, based on what was said, and therefore optical if we use the above described technique, OCDM, to label the routes of the packets we need a very small number of codes, which makes the process much simpler, due the already known limitations of the OCDM codes. The problem becomes even more restrictive if we use several of these codes in the same time and wavelength window in order to route several packets in parallel due to the multiple access interference.

In this work we considered an architecture, not very effective in terms of throughput, however it allows simple all optical routing implementation, which, in conjunction with other management schemes can be clearly improved.

The base block diagram of the generating node and routing device is presented in Fig. 3.

![Fig. 3. Block diagram of the proposed router architecture.](image)

At the source we are considering a laser array which will be modulated at a rate which is the Bc (Chip rate). This rate, Bc, is much smaller than the rate of the packet since all traffic will pass in one time chip (1/Bc) at the router. The wavelength bands for the label and for the packets are different in order to allow multiplexing of either the labels or the packets and simultaneously allow time overlapping of multiple packets, which will turn out to reduce the packet transit time and increase throughput. At the coder, the packet data is modulated in bursts at bit rate B in a wavelength which can flow through the header encoder FBG’s. The tuneable FBG’s allow the transmitter to address the several ports of the gate at the router, by matching or not the code, as explained in section 2. If the header matches the receiver coded label there will be a high power pulse available, if not there will be a low power time spread signal
available to control the gate. Based on the power available the gate should make the decision.

4 Gating with Semiconductor Optical Amplifiers

One of the most commonly used gating devices is the SOA. This device has very peculiar properties which allow several mechanisms to be highly efficient inside the device. It is the case of the gain dependence on the input power, which is quite sharp, near saturation, which can be clearly observed in Fig. 4. Typically, the gain varies quite significantly as we vary the input saturating power, as it can be noticed form Fig. 4, where we depict the SOA gain versus the input power for several values of the internal device differential gain. So, if we consider the pulse which comes out of the correlation and send it simultaneously with the packet through the same SOA device, if there is high correlation between the label and the header there will be an high power state available, if not there will be a low power state available. Entering the device while there will be a high power state the gate will block the signal due to low overall gain, on the other hand, if there is a low power state the gate will let the packet through. In Fig. 4a) it is presented the time sequence of the two packets where one was blocked and the other passed through.

![Fig. 4. Gain dependence of a Semiconductor Optical Amplifier as a function of the saturating power, for different internal differential gains.](image)

The results of Fig. 5a), show the effects of the internal dynamics of the SOA, evidencing the oscillation and patterning in the flat tops of the non-blocked packets, however it can be observed clearly the blocking effect of the routing device, which is incomplete due to the gain characteristics of the device. Also, the slow dynamics of the SOA can also be observed, especially in the fall times due to carrier recombination times inside the device, which depend on the length of the pattern of the data packet.

In Fig. 5b) we represent the relative eye opening in dB, which is defined here as the ratio between the maximum inner opened portion of the eye inside eye opening
and the total peak to peak power of the eye, as a function of the correlated header pulse extinction ratio, both in dB. We define this last parameter as the ratio between the levels at the state of high correlation with the level of the state of low correlation. As it can be seen if the code does not result in a very high extinction ratio when correlated the eye closes and the blocking does not occur with the needed quality. Also, it can be noticed that the tendency of the curve denotes the penalty imposed by the saturation properties of the SOA since, the increase in the extinction ratio of the pulse does not bring any improvement after the about 28dB of Extinction ratio.

![Fig. 5. Optical packet switching time curves for a 40Gbit/s packet data rate and a 1.25GBit/s chip header rate. b) Relative eye opening as a function of the output pulse of the header correlation extinction ratio](image)

5 Conclusions

In this work we have suggested a technique for achieving all-optical high data rate routing. This technique is based on simple and cheap off-the-shelf components, the fibre bragg gratings, circulators and semiconductor optical amplifiers. The architecture allows reasonable eye opening of the transit packet as long as the chosen codes allow an extinction ration between the correlated and uncorrelated decoded pulses on the order of the 18dB.
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Abstract. This paper presents results of the Hurst parameter for digital signature of network segments. It’s also presented a model for digital signature automatic generation which aims at the characterization of traffic in network segments. The use of the digital signature allows the manager to: identify limitations and crucial points of the network; establish the real use of network resources; better control the use of resources and the establishment of thresholds for the generation of more accurate and intelligent alarms which suit the real network characteristics. The obtained results validate the experiment and show in practice significant advantages in networks management.

1 Introduction

The digital signature of network segment (DSNS) can be defined as the set of basic information that shows the traffic profile in a segment of the network, through minimum and maximum thresholds about volume of traffic, quantity of errors, types of protocols and services that flow through this segment along the day [1]. It can also be defined as a baseline of the network segment.

The forecast of a determined instant, about the characteristics of the traffic of the segments that make up the network backbone, make the management decisions on anomalies that might be happening, more reliable and safer [2][3].

The use of the DSNS can help the network manager to identify limitations and control the use of resources that are critical for services that are latency-sensitive such as Voice over IP and video transport, because they can’t take retransmission or even network congestion. Besides improving the resources control, its use also facilitates the planning on the network increase, because it clearly identifies the real use of resources and the critical points along the backbone, avoiding problems of performance and faults that might happen.

The use of the DSNS also offers the network manager advantages related to performance management, by means of the previous knowledge of the maximum and
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minimum quantities of traffic in the segment along the day. This enables the establishment of more effective and functional alarms and controls, because they are using limits that suit the DSNS, respecting the variations of traffic along the day instead of using the linear limits, normally found in the networks management systems (NMS) that exist at present [4]. Deviations in relation to what are being monitored real-time and what the DSNS expresses must be observed and analyzed carefully, and can or can not be considered as problems. In order to do that, the use of an alarm system integrated to the DSNS and to the real-time monitoring will deal with these problems, warning the network manager when it is necessary.

As for security management, the use of the DSNS can offer information related to the analysis of the users behavior, because the previous knowledge of the behavior and the traffic characteristics of a determined segment is directly related to the profile users manipulation, using this as information to prevent intrusion aspects or even network attacks, by means of the intrusion detection software [5][6].

Another use for the DSNS is related to the monitoring of a network segment which is normally performed manually by means of visual control, using only the empirical knowledge with the network acquired by the manager. An example of this can be seen with the utilization of tools like GBA (Automatic Backbone Management) [7] and MRTG (Multi Router Traffic Grapher) [8] that generate graphs with statistical analysis which consist of averages along a determined period of time about an analyzed segment or object. However, the simple use of these graphs establishes limitations for the network manager concerning discovery and solution of problems. The limitations are caused especially by the non-automation of this task, where the monitoring of these graphs is performed visually, depending exclusively on the empirical knowledge about the functioning of the network acquired by the manager and due to the large quantity of graphs that have to be analyzed continuously. It manages to detect the problems and unusual situations in a reactive way.

Networks with a great number of segments turn their management more complex, considering the great quantity of graphs to be analyzed [3]. The graphs usually present information on the volume of input and output traffic of a certain segment, not aggregating information that could help the manager more efficiently in his decision-making with the purpose of solving problems that might be happening or that might have already happened.

There is a lot of work done in traffic characterization and traffic measurement that is related to the proposal in this work [9][10]. Traffic characterization and traffic measurement are important aspects that have to be considered for network management and control. In [9][10] is presented a survey of the main research done for traffic characterization in telecommunication networks. However these models intend to traffic modeling in a generic way, while the proposal presented in this paper intends to a traffic characterization generated from collected real data of each segment of analyzed network. The aim of this characterization is to create a particular profile for each monitored segment, which we call a baseline or digital signature of the network segments (DSNS).

Another important area that is related to work presented in this paper is anomaly detection [2][3]. Thottan et al [2], presents a review about anomaly detection methods and a statistical signal processing technique based on abrupt change detection that uses analysis of SNMP MIB variables for anomaly detection. In [2] is used a 15s sampling frequency, and it assumes, like an open issue, that there exist some changes
in MIB data that don’t correspond to network anomalies. The use of an effective and real baseline can help to solve this problem for knowing the real behavior of the traffic.

In the rest of this paper it will be presented a description about the model used for the construction of the digital signature of network segments (DSNS), which we also refer as baseline; the results of the Hurst parameter calculation used for avail DSNS, some results that show in practice the gains with its use for the networks management and at last, conclusions and suggestions for future works.

2 DSNS Implementation

The main purpose to be achieved with the construction of the DSNS is the characterization of the traffic of the segment it refers to. This characterization should reflect initially the profile expected for the traffic along the day and as well as other existing characteristics such as: types of protocols, types of applications, types of services. These characteristics are used to create a profile of the users. The DSNS was initially developed to analyze the quantity of input and output of octets stored in the \textit{ifInOctets} and \textit{ifOutOctets} objects which belong to the \textit{Interface} group of the MIB-II [11].

The use of the GBA tool (Automatic Backbone Management) was chosen as a platform for the development of the DSNS due to the great quantity of historical information related to monitoring carried out along the last years in the main network segments of UEL. The GBA was initially developed to help with the networks management with ATM backbone and it performed its duty as it became a platform of learning and development, helping with the management as well as with the understanding about the networks functioning. Further information on the GBA can be found at \url{http://proenca.uel.br/gba} or in [12].

As for the tests and validation of the model, the data gathered by the GBA were used since 2002 up to the present. The use of the data from the last two years was considered an important sample, characterized by periods of winter and summer vacations as well as holidays which contributed to the tests and validations of the ideas presented in this work. The analyzed data is related to the network segments with traffic TCP/IP based on Ethernet and ATM with LAN Emulation. The tests of the proposed model were carried out in three segments, which are described below:

1. The first one which is called segment $S_1$ is responsible for interconnecting the ATM router to the other backbone segments of State University of Londrina (UEL) networks; it gathers a traffic of approximately 2500 computers;
2. The second one which is called $S_2$ interconnects the office for undergraduate studies of academic affairs in UEL; it gathers a traffic of 50 computers;
3. The third one which is called $S_3$ interconnects State University of Campinas (UNICAMP) network to academic network at São Paulo (ANSP), it gathers a traffic of all UNICAMP (about 5000 computers) to Internet.

For the generation of the DSNS a model was developed based on statistical analyses that we call BLGBA. The analyses were carried out for each second of the day, each day of the week. Figure 2.1 illustrates the operational diagram used in the
implementation of the DSNS, which is carried out by the GBA generated Baseline/DSNS module. This module reads information from the database, with data gathered daily and generates the DSNS based on a period requested by the network manager.
Two types of DSNS were created, one called **bl-7** which consists of seven DSNS files, one for each day of the week, and the other one called **bl-3** which consists of three DSNS files, one for the workdays from Monday to Friday, one for Saturday and another one for Sunday, as shown in Figure 2.1. The choice for generating the DSNS separating the workdays of the week from Saturday and Sunday, was in order to minimize the margin of error in the final result, concerning the alterations in the volume of traffic that occur between the workdays and the other days. The results showed that it was the right choice, because the variation that was found in the volume of traffic between the workdays was of 10% and over 200% comparing workdays and weekends, as can be seen in figure 2.2.

The model for DSNS generation proposed and presented in this work, performs statistical analysis of the collected values, respecting the exact moment of the collection, second by second for twenty-four hours, preserving the characteristics of the traffic based on the time variations along the day. For the generation of the DSNS, the holidays were also excluded due to the non-use of the network on these days. Moreover, the process of DSNS generation also considered faults in the collected samples which occur along the day, eliminating these faults from the calculations for the DSNS generation.

The GBA makes collections at each second at the MIBs of the network equipments. Along each day, 86400 samples are expected. Problems usually occur and may affect some of these samples due to the loss of package or congesting in the network. In this case, for the generation of the DSNS, the exclusion of these samples was chosen in the calculation of the DSNS related to that second. This problem occurs in less than 0.05% a day, for the analyzed samples.

The processing for the DSNS generation is done initially in batch aiming at its creation through data related to a pre-established period. The DSNS is generated second by second for a period of days represented by N which makes up the set \( n_j \) \((j = 1, 2, 3, 4, \ldots, N)\); with the daily gathering there is a set of samples of the day represented by \( a_i \) \((i = 0, 1, 2, \ldots, 86399)\). Then the bi-dimensional matrix is built with 86400 lines and N columns which must be previously sorted and that will be represented by \( M_{ij} \).

The algorithm used for the calculation of the DSNS (BLGBA) is based on a variation in the calculation of **mode**, which takes the frequencies of the underlying classes as well as the frequency of the modal class into consideration. The calculation takes the distribution of the elements in frequencies, based on the difference between the greatest \( G_{aj} \) and the smallest \( S_{aj} \) element of the sample, using only 5 classes. This difference divided by five, forms the amplitude \( h \) between the classes, \( h = (G_{aj} - S_{aj})/5 \). Then the limits of each \( L_{ck} \) class are obtained. They are calculated by \( L_{ck} = S_{aj} + h \cdot k \), where \( Ck \) represents the \( k \) class \((k = 1 \ldots 5)\).

The proposal for the calculation of the DSNS of each \( Bl_i \) second has the purpose of obtaining the element that represents 80% of the analyzed samples. The \( Bl_i \) will be defined as the greatest element inserted in class with accumulated frequency equal or greater than 80%. The purpose is to obtain the element that would be above most samples, respecting the limit of 80%. This process is used for the generation of DSNS models **bl-7** and **bl-3**.

The BLGBA model used for the calculation of the DSNS was chosen after the performance of tests with other statistical models based on the **mean**, **octile**, **decile average** and on the **mode**. The choice for the BLGBA model was based on:
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Linear regression analysis to choose the best baseline/DSNS generation.

1. Visual analysis of graphics containing the DSNS and its respective daily movement, as illustrated in figure 2.2;

2. Deviation analysis proposed by Bland and Altman [13], which takes into consideration the differences between the predicted and observed movements. Such differences must lie between an interval defined by $\bar{d} \pm 2 \cdot s$, where $\bar{d}$ is the differences mean and $s$ is the standard deviation of these differences. With this an upper and lower limit are set where the deviation must be contained. The model that presented better adjustment was the BLGBA, with 95% of the differences in these limits;

3. Residual analysis – the model which showed less residual index between the predicted and the occurred movement was the BLGBA;

4. Linear regression [14][15] between the models aimed at evaluating which one showed a better correlation coefficient between the DSNS and the daily movement. Figure 2.3 shows the result of the correlation tests for the segment $S_1$ related to the months of September to November 2003. In this figure it is possible to notice that the BLGBA shows a better correlation coefficient between the daily movement and the DSNS.

We created an index with the purpose of evaluating the coefficient of variation of the DSNS of one month in relation to the other. This index is called Index of Variation of the Baseline (IVBL). The IVBL is calculated based on the difference between one DSNS and the other, as shown in equation (1). The IVBL was used to calculate the variation of DSNS generated from $n$ weeks and compared to a DSNS of $(n - 1)$ weeks, and in the comparison between the DSNS of 1 week with the DSNS of $n$ weeks. These calculations using weekly DSNS were carried out with the purpose of evaluating and demonstrating the minimum quantity of samples necessary for the formation of the DSNS. With the comparison of the DSNS of $n$ weeks with the one of $(n - 1)$, during 24 weeks, it was observed that the percentage of variation tends to stabilize from the 12th week on, and not being significant for the formation of the DSNS. And when a DSNS of 1 week was established and a comparison was carried out for 24 weeks, it was also noticed that, from the 12th week on, the percentage of variation tends to stabilize around 20%, showing no more significant variations that could be added to the DSNS from this point on. The IVBL test shows that would be necessary at least 4 and no more than 12 weeks for the formation of the DSNS.

$$IVBL = \left( \frac{\sum_{i=1}^{86400} BL_1 - BL_2}{86400} \right)$$

Where $IVBL = \text{variation index of a baseline in relation to another}$
The obtained results show the validity of the model for the generation of the DSNS, bearing in mind the performed analyses and the comparison with the real movement that occurred. An example of that can be seen in figure 2.2 that illustrate in the form of a histogram, the daily movement of the segment $S_i$ and their respective DSNS. In these figures some graphs are shown, concerning the first week of December 2003, with the DSNS in blue and the real movement that occurred on the day in green. We came to the following conclusions with the results shown in figures 2.2:

1. Clear peaks of traffic in the DSNS everyday between 2:00 and 3:00 o’clock in the segment $S_i$, that are related to the backup performed in this period in the network server;
2. The DSNS is influenced by time factors which, in this case, are related to the working day that starts at 8:00 a.m. and finishes at 10:00 p.m.
3. Periods in which the traffic of the day becomes higher than the DSNS. In this case, its color is changed from green to red, which means a peak of traffic above the DSNS, and this could or could not be interpreted as an alarm;
4. The profile of traffic for the workdays, figures 2.2 (a), generated by the $bl-3$ model and 2.2 (c), (d), (e), (f) and (g), generated by the $bl-7$ model, is quite similar with a strong time dependence along the day which, in this case, is related to the working day hours of the university where the tests were performed. In the case of Saturdays and Sundays, the DSNS generated for these days are exactly the same for $bl-3$ and $bl-7$ models, figures 2.2 (b), (h), show this results;
5. Not only the DSNS generated for the workdays $bl-3$ but also the one generated for all the days of the week $bl-7$, showed to be suitable for the characterization of the traffic. The $bl-7$ is a model of DSNS to be used in cases in which there is the need to respect individual particularities which occur in each day of the week, such as backup days, whereas the $bl-3$ is the most suitable for the cases where this is not necessary, that is, all the workdays can be dealt with in a single DSNS, leaving the decision on what model to be used to the network manager;
6. The generated DSNS fulfill their main objective which is the characterization of the traffic in the analyzed segments.

### 2.1 Hurst Parameter for DSNS

Besides the visual evaluation of the results, other analytical tests have been carried out aiming to evaluate the reliability of the DSNS generated by the BLGBA in relation to the real movement. The tests were been carried out from January to December of 2003 using:

1. Linear Regression [14][15]: The results demonstrate a high correlation and adjustment between the movement that occurred in the days in relation to its DSNS;
2. Test purposed by Bland & Altman [13]: Refer to the deviations analysis that occurs between the DSNS and the real movement. 95 % of the deviations/errors observed during all days from January to December 2003, in segments $S_i$, $S_j$ and $S_k$, are between the required limits of $\bar{d} \pm 2 \times s$, where $\bar{d}$ is the mean and $s$ is the standard deviation of the differences between the DSNS and the real movement, confirm the reliability of the model;
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III. Hurst parameter ($H$): Tests carried out with the real movement and the DSNS generated by the BLGBA, using the statistical methods Variance-time, Local Whittle and Periodogram [16], generate the Hurst parameter $H$. The analysis confirms that the traffic is self-similar and the DSNS is also self-similar, however presenting a lower Hurst parameter. Figure 2.4 illustrates an example of these calculations for real movement and its DSNS (BL-7) for $S_1$, $S_2$, and $S_3$ segments during November 2003. In most of the cases, these tests also allow us to notice that in segments with lower number of computers like $S_2$, the Hurst parameter presents a lower rate, between 0.6 and 0.7, in segments with great aggregated traffic like the $S_1$ and $S_3$, it presents a rate between 0.8 and 1.0. The Hurst parameter evaluation was made using the samples collected second by second with the GBA tool. Calculations were been made for each day between 8:00 and 18:00 hours, the period when the traffic is more similar with to a stationary stochastic process [16]. Its utilization makes possible the evaluation of the DSNS quality in segments of different burstiness. Indicating that the greater the burstiness of the segment the bigger the Hurst parameter and the better the characterization shown by the DSNS. And the lower the burstiness of the segment, the
smaller the Hurst parameter and worse the results shown by the DSNS. These results are corroborated by the other tests utilized to validate the DSNS that also indicate an increase of the DSNS quality in segments with a higher burstiness.

3 Conclusion

This work presents a contribution related to the automatic generation of Digital Signature of Network Segment (DSNS), which constitutes itself into an important mechanism for the characterization of the traffic of the analyzed segment, through thresholds that reflect the real expectation of the volume of traffic respecting the time characteristics along the day and the week. This enables the network manager to identify the limitations and the crucial points in the network, control the use of the network resources, establish the real use of the resources, besides contributing to the planning about the needs and demands along the backbone.

The use of an alarm system integrated to the DSNS as well as with the monitoring performed real time by the GBA, figure 2.1 (b) and (c), make it possible for the network manager to be informed through messages, at the exact moment a difference related to the expected traffic and the DSNS, was found out. This possibility is fundamental for the segments or crucial points of the networks that demand perfect control and pro-active management in order to avoid the unavailability of the services rendered.

The use of graphs such as the ones shown in figures 2.2 with information about the digital signature of network segment (DSNS) and about the daily movement, makes a better control over the segments possible.

It could be noticed that the behavior of the traffic of the Ethernet networks is random, self-similar and extremely influenced by the quantity of bursts, which intensify as the number of hosts connected to the segment increase, as shown in [16]. It also showed that the model chosen for the DSNS, presented in this work, is viable for the characterization of the traffic in backbone segments that concentrate the traffic of a great number of hosts, as shown in the examples of section 2.

Tests were also realized with DSNS from other MIB objects, like ipInReceives, icmpInMsgs, udpInDatagrams. The results have been satisfactory and demonstrate that the BLGBA model can be used for other MIB objects, however more tests must be done aiming to evaluate this possibility.

Despite the tests performed at the networks of UEL and in the Communications Department of the Electric Engineering Faculty of UNICAMP, with results validating the model presented in this work, tests with different types of networks, such as factories, large Internet providers and industries shall be performed, aiming to evaluate and perfect the model proposed for generation of DSNS.

Another future work that can be made is related with establishment of criteria for generation of alarms based on presuppositions that establish classes of thresholds in differentiated levels, which would indicate specific conditions to customizable problems to the network.
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Abstract. High performance clusters, like any network element, require management. Cluster management area has no standard protocols or de facto management tools like network management. For this reason the interaction with other tools is so hard. To obtain interoperability, cluster management particularities should be adapted to the management architecture used in the network. This work presents the experiences obtained with SNMP-based cluster management. Moreover, a cluster management tool based on SNMP is proposed.

1 Introduction

High performance clusters are foundation for building computing grids that spread along computer networks [1]. In order to manage grids, clusters need to be managed first. Maintaining a cluster infrastructure requires administrative interventions executed by the cluster administrator and sometimes this administrator accumulates both tasks of managing the cluster and the network.

Considering this an integration problem arises: the tools to manage networks and the tools to manage clusters are different. In this case, the network/cluster administrator, willing to provide proper grid services, is forced to use one set of tools to manage networks, and another set of tools to manage clusters.

Since the widely accepted solution for traditional, TPC/IP-based network management is the SNMP (Simple Network Management Protocol), integration with cluster management could be achieved through the introduction of SNMP support in the cluster infrastructures. In this paper we present an SNMP-based cluster management system developed to manage two clusters of our main campus network. The system is composed by an SNMP agent and a Web-based management station. The SNMP agent provides management information of a cluster MIB and interacts with the cluster infrastructure in order to expose information to the Web-based station. It is also possible to access the agent via SNMP set-request messages to configure internal cluster resources. We believe that the main contribution of this work comes from the fact it shows that cluster and network management integration can be reached through
SNMP, since the developed SNMP agent allows, even for our particular management necessities, the real integration of cluster management in the SNMP framework.

The remainder of this paper is organized as follows. Section 2 presents related work concerning common cluster and network management issues. In Section 3 we introduce the cluster MIB defined and supported by the SNMP cluster agent. Section 4 shows a case study where the Web-based cluster management station is presented. Finally, we finish this paper with conclusions and future work in Section 5.

2 Related Work

From a network management perspective, a cluster is nothing more than a network resource that needs to be managed in order to be properly accessed. However, from a cluster perspective, the cluster management requires intervention on every single internal cluster element (e.g. hosts, CPUs and processes). Although each element needs to be accessed (which is a cluster management requirement), the whole cluster should expose only one management interface to be seen as a unique resource (which is a network management requirement). In this case, the management infrastructure of a cluster should provide a single point of management where internal cluster information could be retrieved from.

Today, differently from what happens in the network management area, there is no consolidated and widely accepted notion of what really cluster management means. Indeed, a large number of different concepts are used to try to define it, but such concepts are often confusing. In this scenario, we try to organize the current cluster management tools in three broad and general classes described below.

Cluster monitoring tools are used to verify the internal status and utilization of the cluster resources. Ganglia [2], the most spread monitoring tool, is a distributed monitoring system able to monitor inter-cluster and intra-cluster information. Inter-cluster monitoring is accomplished through a multicast-based listen/announce protocol, while intra-cluster monitoring is based on point-to-point connections. Another tool is SIMONE (SNMP-based Monitoring System for Network Computing) [3]. It requires SNMP agents installed in each cluster node, which is not adequate if we want a unique management interface for the whole cluster. Basically, SIMONE implements most of the management information Ganglia does.

Users' tasks management tools are tools designed for job scheduling. Such tools allow the definition of cluster fragmentation in smaller parts to help the allocation of nodes. The most spread tool here is PBS (Portable Batch System) [4]. The basic PBS operation is implemented as a FIFO queue.

Administration management tools automate administrative tasks such as node image replication and parallel commands. An example is the tools from the Oscar project [5], which is a set of softwares to automate administrators’ interventions.

From a network management perspective, all these cluster tools may not always be identified as management tools in the strict word mean, but in cluster terms it is not rare to find such denomination. A more critical problem is the fact that these tools can not be integrated with network management without complex adaptation work. Inte-
gration is not achieved today due to the lack of a common management interface in the cluster management tools. Our developed work uses a common management interface through the SNMP.

3 The SNMP Cluster Agent

Since the main management tasks required in our two clusters were previously executed through cluster monitoring tools and users’ tasks management tools, a developed SNMP agent is mainly concerned about providing information about nodes features (e.g. number of processors) and nodes utilization (e.g. CPU and memory usage). Additionally, the agent supports a simplified node allocation mechanism.

The design of the agent allows a single instance of the agent per cluster, thus providing a single point of management for each cluster. However, the information exposed by each agent allows the management of the cluster internal information. Fig. 1 presents our cluster management scenario where a NMS (Network Management System) accesses the clusters A and B through SNMP. In this case, each cluster is managed via its SNMP agent located in the cluster front-end.

![Fig. 1. Cluster management scenario](image)

3.1 The Cluster MIB

The design of the cluster MIB was based on the necessities of our two clusters. Particularly, we were interested in (a) characterizing each cluster node, (b) monitoring cluster nodes CPUs and memory, (c) monitoring and controlling users processes and (d) reserving cluster nodes. Also, we wanted a clear differentiation between the management information related to the cluster front-end, where the SNMP cluster agent is located, and the information related to the cluster nodes. Based on these requirements, the CLUSTER-MIB, presented in Fig. 2, was defined.

The clServer group exposes data about the cluster front-end. clServerName and clServerDescr describe the front-end. clServerTotalCPUs gives the number of CPUs
the cluster front-end has. Additionally, the `clServerCPUsFreq` gives the clock of these CPUs. We assume, in this case, that all CPUs in the front-end are identical. Finally, the `clServerUserCPUs` provides the percentage of use of the total CPUs. When in 100%, it indicates that all CPUs are used. `clServerTotalMem` and `clServerFreeMem` gives, respectively, the total amount of memory in the cluster front-end, and how much of this memory is free to be used.

![Fig. 2. The Cluster MIB](image)

In order to manage the nodes of a cluster, the manager use the `clNodeTable`. It provides objects either to monitor the nodes or to allocate/remove specific users to/from such nodes. Each row in the table addresses one single node. The `clNodeIndex` indexes every node in the table, while the `clnodeName` and `clNodeDescr` describe the nodes. Similarly with the `clServer` group objects, the `clNodeTotalCPUs`, `clNodeCPUsDescr`, `clNodeCPUsFreq` and `clNodeUsedCPUs` objects allow the monitoring of the CPUs. Here again we suppose that all the CPUs in a node are equal. The `clNodeTotalMem` and `clNodeFreeMem` objects, on their turn, provide information about the memory of each node.

Node allocation is supported through the `clNodeUserAlloc` and `clNodeUserRemove` objects. Once a node is required to be allocated, the manager should set the `clNodeUserAlloc` with the username of the user to have the node allocated to. Although allocation is executed just after the object is set, the user will not have full access to the node until all previous users leave the node and their processes finish. However, after allocation, no other user, except the one that received the node, is able to log into that node. To deallocate a node (grant access back to every user) the administrator has to use an empty username in setting the `clNodeUserAlloc` object.

Even with the node allocation processes above, a user may have to wait indefinitely to have full access to the allocated node, since previous running processes are not killed by an allocation request. In critical situation, however, a node should have to be totally freed. The `clNodeUserRemove` object is designed to support process removal. Once the manager needs to remove all processes of a specified user from a node, the `clNodeUserRemove` object must be set to the username of the user to be removed. Furthermore, if all users of a node are have to be removed, the manager can use the special string “allusers” to indicate that every user process must be killed, except those started by the user indicated in the `clNodeUserAlloc`.
Finally, cluster process management is accomplished through the `clProcessTable`. This table is deeply based on the `hrSWRunTable` and `hrSWRunPerfTable` tables of the HostResources MIB [6]. However, since such MIB was designed to provide information about processes of a specific host, it does not fit in the approach we took to our solution, where a single point of management provides information about the whole cluster. In our Cluster MIB the pair `clProcessNode` and `clProcessID` indexes a process within a cluster. Since two different cluster nodes may have processes with the same identifier (PID), the differentiation from one process to the other is reached with the identification of the nodes that hold each process. With this mechanism it is possible to uniquely identify every process running in the cluster.

The `clProcessName` and `clProcessUserName` provides, respectively, the name of the process and its owner. `clProcessPath` indicates the execution path of the process, while the `clProcessParameters` provides the execution parameters. Each running process is of one kind: (1) unknown, (2) operating system, (3) device driver or (4) application. The process type is retrieved through the `clProcessType` object. Also, each process has a status: (1) running, (2) runnable, when waiting for a system resource such as CPU or memory, (3) not runnable or sleeping, (4) invalid, (5) stopped, when debugging a process or (6) zombie. The `clProcessStatus` provides the status of a process. The probably more “strange” status is invalid. Actually, this is not a status, but a special value to allow the process killing via SNMP. If a process needs to be killed, one can do that setting the `clProcessStatus` object to invalid. The last three objects of the process table are intended to be used as performance attributes. The `clProcessCPU` gives the amount of CPU used by a process. The `clProcessMem` provides the amount of memory used by a process, and the `clProcessETime` informs the elapsed time since the process was started.

### 3.2 The Agent Implementation

The cluster agent was implemented as an extension of the NET-SNMP agent [7]. Currently, the agent runs in a Linux environment, since this is the operating system used to implement the front-end of our clusters. The cluster agent operations executed in response to SNMP requests are carried out basically through bash scripts. Such scripts generally scan over the results of shell commands and operating system files to retrieve the information to be sent back to the management station. The scripts are executed either local and remotely in order to retrieve information from both front-end and cluster nodes. Accordingly to these operations we will have two different kinds of agent interaction: front-end and node interaction.

In the front-end interaction the cluster agent communicates directly with the front-end system. Since the agent is also running inside the front-end, only front-end internal communication is observed. In this kind of interaction the system files provide important information. As shown in Fig. 3, when an SNMP request arrives to the cluster front-end, the SNMP agent executes a bash script and searches inside the results until the requested information is found. Then the agent manipulates the information to assemble an SNMP reply sent back to the management station.
For the \textit{clServer} group the \textit{hostname} command is used to provide the \textit{clServerName}. The system file \texttt{/proc/cpuinfo} provides information related to the \textit{clServerName}, \textit{clServerDescr}, \textit{clServerTotalCPUs}, \textit{clServerCPUsDescr}, \textit{clServerCPUsFreq} and \textit{clServerUsedCPUs} objects. Memory information described in \textit{clServer} group is provided by the \texttt{/proc/meminfo} file, which informs the total and free memory on the front-end for the \textit{clServerTotalMem} and \textit{clServerUsedMem} objects.

In the \textit{node interaction}, the cluster agent communicates with a cluster node, thus introducing management traffic within the cluster. The nodes information required by the cluster agent is found in a configuration file. Thus, among other information, the configuration file has a list of the nodes the cluster agent is responsible to access.

Node interactions are required to retrieve information to fill data in the \textit{clNodeTable} and \textit{clUserProcessTable}. Fig. 4 presents how information is retrieved from the cluster nodes: a retrieving script parses the configuration file and executes an RSH command for each registered node. The results are stored in a temporary file that is analyzed by the cluster agent to remove unwanted information. The remaining information is assembled in SNMP replies send back to the management station.
clUserProcessTable and its objects are filled through the use of the ps command and its options executed in each cluster node.

The clNodeUserAlloc and clNodeUserRemove objects use a different strategy than the one used by previous objects. In the case of a cluster based on Linux, the /etc/security/access.conf file is manipulated. Such file describes who may access a cluster node. If a user name is passed to clNodeUserAlloc the configuration file is manipulated to allow the access only to the user informed (see the line below).

- :ALL EXCEPT root username

When setting the clNodeUserAlloc object with “allusers” the line above is removed from access.conf, allowing every one to have access again.

A user node reservation does not mean the user will have full control of the node. Processes of other users can remain active indefinitely, then clNodeUserRemove is used. A process is killed through a combination of the basic shell commands.

4 The SNMP-Based Management System

In this section we present the developed system that communicates with the cluster agent to allow the administrator to take advantages over agent features. The management system is developed as a set of PHP4 [8] scripts that provides a Web-based interface throughout the administrator can communicate with the cluster agent.

Based on our none automated management experiences, we can point three critical cluster management tasks: checking the load of the front-end and nodes; checking the nodes utilization by users; checking and proceeding with node allocation. Thus, the development of the management system was driven to support such tasks.

4.1 Ranking the Cluster

Checking the load of the cluster front-end and nodes is needed in order to discover if the front-end is overloaded and to check the most used nodes. This allows the cluster administrator, to decide which nodes use to execute a demanding task.

The management system provides support for checking the load of the cluster front-end and nodes through two tables. The first and simplest (Fig. 5) shows the information related to the front-end, where the administrator can check the front-end load in terms of its number of CPUs, CPUs clock and CPUs usage, and in terms of its total, available and free memory.

The node table (Fig. 5) typically has several rows, one row per node. Although the columns of the node table are identical to the ones from the front-end table, here we have the option to rank the rows based on the values for a particular column. For example, supposing that the administrator intends to select the two nodes with larger available memory, then he or she can click on the “Free Memory” column and the same table would be presented again with rows with larger free memory first.
Internally, every time the PHP4 scripts that generate the front-end and node table are accessed, several SNMP requests are sent to the cluster agent in order to retrieve the current values of the managed cluster.

4.2 Is the Cluster Policy Being Respected?

Once the cluster is available to users, it is expected that such users consume the resources in a proper way. A “proper way” depends on the goals of the cluster; and that goals are accomplished through the definition of the cluster policy of use. A cluster policy is an abstract concept understood by the users and by the administrator. One of the key tasks is to verify if the cluster users are consuming the available resources in a coherent way, consistent with the cluster policy. “Bad users” are those that do not respect the cluster policy; “good users” are those that do.

The problem here is to verify how the cluster manager identifies good/bad users. The management system is able to reveal user’s activities through the user process table. This table lists the user processes in order to let the administrator verifies which users are respecting the cluster policy of use. Again, different strategies to show this processes can be selected by clicking in the columns of the table (Fig. 6). The default strategy is to show the processes grouped by users, but the administrator may chose, for example, to group the same processes by nodes.
4.3 Controlling the Nodes Allocation

Node allocation is required to grant special access to special users. The determination of who is these special users depends on the goals of the cluster and the intention each used has when using the cluster resources. This can not be determined by the cluster itself, but by the cluster administrator. In the end, the administrator has to have mechanisms to allocate/deallocate cluster nodes to the users.

To control the allocation of cluster nodes, the management system provides the allocation table. This table complements the tables previously presented and allows the cluster administrator manage the node allocation strategy. The table is composed by a column to identify each cluster node and two additional columns (owner and users) that present, respectively, the user which has to node allocated to and the list of active users that have processes still running on the node (Fig. 7).

Allocation can be partial or total. In partial allocation, the administrator determines the user that will receive the node but does not remove the previous users. In this case, newer processes can only be created by the new node owner, but previous running processes created by other users will still remain. In the total allocation, however, the administrator also determines the new node owner and additionally all the previous processes that were not started by the new owner are removed. Partial and total allocation is performed by the manipulation, in the system Web-interface, of the owner and users columns of the allocation table. Same interface facilities are provided in order to help the administrator in proceedings with partial and total allocations. For example, once a node is allocated to a user, the user interface already presents the users of this node, except the owner, with a checked box ready to remove such users. Some other facilities as this one are provided along the PHP4 scripts.

5 Conclusions and Future Work

With the SNMP agent and the management system developed the main management functionalities required in our research clusters were achieved. With the developed solution we are able to proceed with the most critical and frequent tasks of the cluster
administration, namely the cluster nodes load verification, the user utilization of the cluster resources and node allocation.

From the development of the cluster agent we conclude that a single cluster management interface is an interesting feature because the whole coordination to retrieved the cluster information is executed in the front-end agent, freeing the management system of this coordination task. However, an scalability drawback may be present when the number of cluster nodes increases. In this situation the cluster agent will interact with several nodes and the performance of the agent will surely degrade. In this point a future work is to proceed with scalability checks to verify the agent behavior with different numbers of cluster nodes.

From the development of the management system we conclude that the automation of cluster management tasks can be easily achieved. We have provided in the management system a first set of management functionalities that helped to carry the most common tasks of management of our test cluster. Further automation may be developed to improve the system. An immediate work is the development of a support to describe the cluster policy of use and an automatic way to check if such policy is being accomplished by the users. Today, as explained in the previous section, this policy checking is manually executed observing the user processes. An automatic checking would easy even more the execution of this task.

A final work to be executed is the investigation of the management traffic introduced in the standard network when the cluster management solution developed is used. Complementary, we also need to verify the amount of cluster internal management traffic in order to guarantee that such traffic does not overloads the cluster decreasing its performance.
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Abstract. This paper proposes a Service Level Management architecture for an IT (Information Technology) environment based on the concept of the creation of a Remote Network Operations Center through the Internet and Web interface under safe connections, viewing cost reduction and simplification of the work underlying network management. Additionally, a methodology for fault and performance management is exposed and a laboratory case is carried out in order to validate the proposal.

1 Introduction

The most common profile of network managers and administrators can be defined by the reactive management in which first the problems occur and only then they are analyzed and fixed. None or very few pro-active actions are taken with the objective of anticipating and preventing problems.

The management activity consists in observing and controlling the most important events during the daily operations of an IT environment. Through the manipulation of the data obtained by management tools it is possible to fully comprehend the whole environment, seeking tendencies and reducing the time between isolating and fixing the faults, and, if possible, foreseeing them.

There are many solutions elaborated and developed to solve this question. However, the fast evolvement of technology asks for a flexible computational methodology which is able to gather procedures and tools in order to constantly reduce the cost of systems management.

Bearing in mind the integration of all management activities in a unique environment which is able to produce cost reductions and to be as flexible as possible, this work has the purpose of specifying and generating a prototype of a hardware and software tool to help IT management integrated in a remote NOC (Network Operations Center). Also, an adequate pro-active methodology for fault and performance environment is proposed.

Firstly, a brief explanation of the main concepts on network management involved in this paper is given. It covers tools, standards and architectures. Secondly, a pro-active methodology for fault and performance management is exposed. This has been adapted from the original found in [Monteiro, 2000]. The NOC architecture to support
this methodology is proposed and specified. A case study finalizes the work, showing the current stage of development and the results previously obtained.

1.1 Network Management Protocols, Standards, and Architectures

Among the management protocols specifically developed for this activity, the SNMP (Simple Network Management Protocol), is currently the standard for Internet management and it is based on the Manager/Agent/MIB (Management Information Base) architecture to designate the management functions in the network. See [Stallings, 1999] and [Feit, 1995] for more detailed information on SNMP architecture. The RMON (Remote Monitoring) [Stallings, 1999] standard was developed so as to complement the SNMP features for network traffic management information.

The fast growth of the WWW (World Wide Web) made it possible to develop a wide range of web based network management architectures. According to [Tsai, 1998], there are three advantages of using web based network management: 1) there is no need of specific software to manage and configure the devices; 2) there are no longer problems of version in the management stations; 3) the management framework and its location are independent.

Basically there are three NMS Architectures (Network Management System Architectures) as classified by [Leinwand, 2000] and [Kahani, 1997]: centralized, hierarchical, and distributed. Most NMS are centralized, in other words, a unique host keeps an eye on all IT systems. Although simple, it shows problems such as a high concentration of fault probability on a single element and low scalability.

In the hierarchical architecture the MOM (Managers of Managers) and the domain manager concepts are applied. Each domain manager has to monitor its own domain only. The highest level domain manager make periodical polls to the lowest level domain managers. Distributed architectures are like peer-to-peer, where multiples managers, each managing its own domain, communicate with the others on a peer-system. A manager from any domain can poll information to another manager from another domain.

1.2 Pro-active Performance and Faults Management Methodology

Pro-active management is the one in which the network manager searches continuously for information that can help it to foresee network problems. Statistical resources and daily event monitoring are used to follow up behavior changes and to predict faults and loss of performance in the IT environment.

The OSI (Open Systems Interconnection) research group, through the 7498-4 document, divided network management into five functional areas: fault, configuration, security, accounting and performance management.

Fault management is a process that consists in finding and fixing problems or faults in a network. Fault management is probably the most important task in the network management process. Basically three steps are involved: 1) locating the fault; 2) isolating its cause; 3) fixing it, if possible. The simple use of a fault management
tool in this process can optimize this task, especially tasks 1 and 2. There are two ways to locate network faults: polling and traps [Leinwand, 2000].

According to [Stallings, 1999], networks are made by grouping shared resources in which each network demands attention to respect the limits of performance by the services that made use of those resources. This is the scenario in performance management. There are two central tasks involved in performance management: monitoring (performance analysis) and control (capacity planning). Monitoring consists in collecting information about traffic (error rates, throughput, loss, utilization, collisions, volume, matrix), services (protocols, overhead, matrix, response time) and resources (CPU utilization, memory available, disk utilization, ports) and comparing this information with the normal and/or desirable values for each. Controlling consists in taking actions to plan or modify network configurations and capacities to meet the desirable performance.

[Monteiro, 2000] proposes a pro-active methodology for performance management of computer systems. This methodology was extended so as to include the fault management. The methodology proposed divides the action of the manager into four steps placed in ranking order according to the needs of investigating and solving performance problems as they occur. Figure 1 displays the four steps.

![Fig. 1. Pro-active Fault and Performance Methodology. Source: [Monteiro, 2000]](image)

The first step (Step 0) has to establish the initial conditions for the methodology, in other words, it must define the SLA (Service Level Agreement) for each service and resource monitored by pollings and traps.

In the next step (Step 1) information about the indicators of each resource monitored is generated. These indicators can be obtained directly or calculated by manipulating other indicators. This represents the SLM (Service Level Management) implementation in the managed environment. If an SLA is not being accomplished, the methodology goes to the next step (Step 2) which is basically the pro-active part of the methodology and it must be repeated as fast as the changes that occurred in the managed environment.

If in Step 1 problems are detected through performance indicators, Step 2 starts investigating them, and, if possible, it isolates and identifies them as well as generate suggestions to repair them. The NOC architecture intends to develop a tool to relate all (or some) fault and performance events based on a problem diagnosis and symptoms database, as proposed in [Lopes, 2000].

Step 3 involves capacity planning, where the current and the previous state of the environment is explored to simulate and predict responses for all selected indicators in the future. These activities are not included in this version of this work.
To make the IT environment management easier, this paper also suggests a four-layer division as illustrated in Figure 2.

![Management Layers Diagram](image)

**Fig. 2. Management Layers**

- **Network Element Layer:** devices and servers and their own performance and fault indicators separately.
- **Network Layer:** integrates the management of the network elements. Here, data collected at Layer 1 is consolidated so as to produce fault and performance indicators related to the SLA. Layer 1 and 2 correspond to Step 1 and 2 of the methodology.
- **Service Layer:** manages the availability and well-functioning of the services that support the applications. The SLM database produced at the lower layers helps the managers to plan the capacity and provisioning of the services and applications of the managed environment. It corresponds to Steps 2 (SLM share) and 3 of the methodology proposed.
- **Business Layer:** aims to increase the satisfaction of the users and the productivity by defining the SLA (Step 0) that meets the requirements of productivity. The stricter the SLA definition is, the better the management and planning of the IT environment has to be, what implies costs. These costs need to be equivalent to the return of the investment in management (Billing).

### 1.3 The NOC Architecture

A hybrid architecture which incorporates hierarchical and distributed characteristics was chosen to meet the requirements of the four layers described in the last section of this paper. At NOC the Service and Business layers are managed, producing charts and reports to the highest level administrators by summarizing and consolidating data collected from the management server (MBOX).
The main motivation underlying this work is the creation of a remote Network Operations Center (NOC). The NOC is composed of a central network management server and a database that keeps historical statistics about the networks managed. It can be web-accessed safely, based on the concept of virtual private networks (VPN). The other elements involved in NOC are an event and information database containing fault and performance data collected (through SNMP protocol) and a management server (MBOX), located in each network monitored by NOC as shown in Figure 3.

![NOC Architecture sketch](image)

Fig. 3. NOC Architecture sketch

In Figure 3 some important elements can be pointed out:

- **MBOX** – Low cost connectivity hardware and software platform based on Linux operating system. The MBOX connects NOC to the managed networks using ADSL (Asymmetric Digital Subscriber Line) even if it is based on a dynamic IP solution offering a minimum of 95% of availability to the link. MBOX monitors managed objects, stores data information collected at its Local Database, generates events (traps) for the NOC operators, communicates with NOC to store SLM data at the historical database and relates the events generated in order to try to find and anticipate fault and performance problems;

- **Agents (A)** – Makes information about the managed objects available in the device in which it resides. To make this work compatible with the most common management protocol (SNMP), it supports MIB-2, RMON MIB and private MIBs. By using the SNMP Proxy concept, this work intends to establish a unique interface to make it possible to manage any device, even the SNMP non-compatible elements;

- **NOC Server**: central element in this architecture, it provides the NOC operators a web-based interface that is capable to supply them with all information needed to manage the monitored networks. A simple or more detailed interface can be chosen, depending on the NOC operator’s needs. The NOC database has to
maintain historical and statistical fault and performance management indicators to generate charts and reports about the behavior of the managed environment. The SLA management model, in which a user can establish the desirable quality of service level to be supplied by its provider is the model adopted here. Penalties and taxes can be established previously for when the quality of the service is not reached.

The migration to this model of work is not simple and can generate high initial costs, even technically, because establishing good SLAs relies on having very good knowledge of the managed environment. Its availability, traffic shape, and fault tolerance needs must be measured. In spite of these problems, SLA definitions depend on which indicators will be monitored and what values are adequate to each case. Some indicators are listed below, according to [Azambuja, 2001] and [Wise 1997].

Technology and Services independent indicators:
- **Availability percent**: given a monitored period, indicates the portion of the total time that the service was available to its users;
- **MTTR (Mean Time To Repair)**: mean time needed to fix an unavailable service;
- **MTPS (Mean Time to Provide Service)**: mean time needed to install and make a new service required available.
- **Response Time**: The amount of time that elapses between the user requesting a service and the service provider response, accomplishing the request.

Technology and Service- Dependent indicators:
- **Link Layer**: throughput (Bytes/s, Packets/s), error rates, collision rates, latency;
- **Servers**: CPU utilization, memory available, disk utilization.

1.4 Tool Presentation (Current Stage of Development)

The solution to safe connectivity between NOC and managers is already in use through the first version of MBOX. Currently, a tool prototype to collect SNMP based fault and performance data, based on [RAMOS, 2004] and [DRAGO, 2001] is working. This tool communicates with a Local Database to store information about the collected data. A web interface, which now simulates the NOC Server, is used to produce charts and reports about the management performed in a particular period and device. Up to the present moment, not all the performance and fault indicators have been collected to produce the SLM data.

The SLA input, monitoring and an event correlation tool are still in progress and will generate a Computer Science graduation project, due on July 2004. This implementation is based on the specification work of [DRAGO, 2004]. The NOC Server and the complete NOC architecture are also in progress and will be an Electrical Engineer Master Dissertation (in Portuguese).

To bring scalability to this project the research group decided to use Java language in the development of all components of the architecture. The web interface is totally based on servlets and HTML language. The database management system chosen is PostgreSQL because it is free software and it is robust enough to support the amount of data expected. To generate charts and reports the Java software named JFreeChart and JFreeReport were chosen.
2 Case Study

In this section some results obtained by the group with the NOC architecture will be shown. The managed environment used is the Multimedia and Networks Research Lab (LPRM), located at the Federal University of Espírito Santo, Brazil. This experience was carried from 01/15/2004 to 01/23/2004.

The objective of this case study will be taken as satisfactory if the performance and fault indicators can be collected and able to generate SLM data. Thus the SLM data will have to be available to the NOC Operators using a web interface and a safe internet connection.

Corresponding to Step 0 of the methodology exposed at the last sections, the following fault and performance indicators were chosen to be monitored by the collect tool based on SNMP MIB-2 and private MIB agents: CPU utilization, amount of memory available, read and write disk utilization, network throughput, error rates and system availability.

The acceptable level of performance and fault indicators (defined in Step 0) weren't analyzed in their absolute values. Only the mean, maximum, minimum, standard deviation and coefficient of variation values were calculated. The decision to not establish SLA presently was due to the fact that its input and monitoring tool was still being developed when this study was carried.

On Step 1 of the methodology, as mentioned in the previous paragraphs, an SNMP based collect tool was developed. This tool is based on pollings to the agents and their managed objects, corresponding to the fault and performance indicators chosen in Step 0. The data collected is stored in a local database. Everything in Step 1 resides at MBOX. The manager can choose a period of time to monitor based on the critical activity of the managed environment. The monitoring of fault and performance indicators is available to the manager to each element managed by this tool.

The web interface provides daily and monthly reports based on the monitoring periods chosen, the devices and the indicators selected by the user. Selecting the daily summary option the system will show you an on-line chart where all the values collected for each indicator will be piloted. The monthly summary will bring a chart with the daily mean values per day and a report containing statistical values for each indicator selected.

In this case study the MBOX has been used as the network manager of LPRM. SNMP performance agents were installed at the Lab Server and configured to be used. A managed switch device was also used for monitoring.

In this first experience the following fault and performance indicators were monitored: the Lab Server network interface availability, CPU utilization, amount of memory available, free disk space and read/write utilization and network throughput. Remotely, using a web interface, charts and a statistical table together with summary are presented.

Further, these values (which compose the SLM data) will be constantly monitored and compared to the desired SLA. This consolidated data will also be transferred to the NOC Database that will create a historical database to generate the normal shape and a baseline for each indicator.

Presently, the results obtained have met the expectations and all NOC components which are already in an advanced stage of development have worked satisfactorily.
The fault and performance indicators selected at Step 0 of the proposed methodology were all collected and analyzed by the developed tools.

3 Conclusion

Although it was not possible to thoroughly test the proposed architecture because it is still in development, the previous results show that it is very adequate to perform remote pro-active management on IT environments.

The main advantages of this architecture are the management database distribution and the centralization of the management operations at a remote and specialized NOC, which means that it can be applied from large to small environments. To solve the NOC Sever dependence on centralization, dual links and database replication can be used when necessary. Even when a link failure occurs between NOC and the managed network, the MBOX continues to collect, manipulate and monitor the SLA, generating reports and traps when it fails, which means that an alternative solution can be used to deliver the trap and reports to the NOC Operators. For instance, a Wireless Cellular Network can be used to do this work. In this case, a link failure will only temporarily stop the local and NOC database data transfer.

The use of free software has proven to be totally adequate to the objective of this project, providing NOC with an excellent way to manage scalability and flexibility, since the project evolves as the technologies involved in it evolve, too. Some free management software were analyzed by the research group, such as Nagios and NET-SNMP, and contributed to the work inspiring and supplying data during the early tests. The final work which will complement the NOC specification intends to include a standardized interface in which any data collected via SNMP through any collecting tool will be able to be inserted in the MBOX local database and, when ready, these can generate the SLM data and be incorporated to the proposed methodology.

As a further step, the research group involved with NOC development plans to turn automatic reports as simple as possible so as to simplify the analysis of the management results.
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Abstract. Peer-to-peer (P2P) networks and services are increasingly present in the networking world. Emerging P2P based applications targeting enterprise solutions require an open approach to their management that ensures that the operation of any service is in agreement with QoS parameters. Our contribution deals with the design of a management framework for P2P networks and services. As part of this effort, we have designed a management information model that captures the different functional, organizational and topological aspects of the P2P model. It is built on the standard CIM model and is the focus of this paper.

1 Introduction

Peer-to-peer (P2P) networking is built on a distributed model where peers are software entities which both play the role of client and server. Today, the most famous application domain of this model concerns the file sharing with applications like E-mule, Napster, Gnutella and Kazaa among others. However, the P2P model also covers many additional domains [1] like distributed computing (Seti@Home [2], the Globus Project ([3])), collaborative work (Groove (www.groove.net), Magi (www.endtech.com)) and instant messaging (JIM [4]).

To provide common grounds to all these applications, some middleware infrastructures propose generic frameworks for the development of P2P services (Jxta (www.jxta.org), Anthill [5], FLAPPS (flapps.cs.ucla.edu)).

The P2P model enables valuable service usage by aggregating and orchestrating individual shared resources [6]. The use of existing infrastructures that belong to different owners reduces the costs of maintenance and ownership. The decentralized topology increases fault tolerance by suppressing any central point of failure, and improves both load balancing and scalability. At last, the distributed nature of algorithms and some embedded mechanisms allow participating peers to keep a great level of anonymity.

While some applications use built-in incentives as a minimal self-management feature, advanced management services are required for enterprise oriented P2P environment. These services are the focus of our attention and we work on the design of a generic management framework for them.
The major step toward this objective consists in designing a generic management information model for P2P networks and services that can be used by any management application as a primary abstraction. We have chosen CIM as the framework for the design of our model because it uses the object oriented model and because it provides a large set of classes covering several domains of computing that can be easily reused and extended. The P2P management information model we have designed is described in this paper.

Therefore, the organization of this paper is the following: section 2 presents the diverse contributions that address P2P management. Then, section 3 presents our extensions of CIM for P2P networks and services. Finally, section 4 gives some conclusions and draws some directions for our future works.

2 Related Works

A lot of effort was invested in detecting and monitoring P2P traffic in order to constrain or prohibit their service [7]. Thus, enterprise management products provide solutions to integrate P2P traffic among the other networking applications. Recently, managing P2P networks and services in order to ensure their efficient operation is emerging. For example, in the file sharing domain, some incentive approaches embedded in applications tend to improve the global QoS\(^1\). For example, some applications use a reputation system that allow peers respecting some constraints to obtain better results in their file discovery or downloading. These constraints can be the total size of the shared files, or the constancy of the connection.

The main research initiative that uses incentives is MMAPPS (www.mmapps-.org). This project aims at managing P2P services by using market management techniques. Three application domains are targeted by this project. First, the file sharing with the establishment of resource share incentive mechanisms [8], then the wireless communication [9] and telemedecine. Nonetheless, this project is market management oriented and doesn’t aim at providing a generic P2P management framework.

Finally, Jxta as a framework provides a P2P abstract model. While some of its concepts are common with our model like the peer and community notion or the pipe one. Nevertheless, Jxta doesn’t aim at providing a management information model and so doesn’t provide the abstraction for the full monitoring of the functional, organizational and topological aspects of its peers.

3 The P2P Extension

This section presents our CIM extension for P2P networks and services. The DMTF Common Information Model (CIM) is an approach to the management of systems and networks that applies the basic structuring and conceptualization techniques of the object-oriented paradigm [10], [11].

\(^1\) Quality of Service
3.1 General Overview

The proposed extension for the P2P networks and services we have designed aims at providing a general management information model, that is topology-oriented, for such a type of application. This way, it allows any P2P application to subclass it in order to provide dedicated classes that will represent the specific application features at best. Instances of these classes will provide a distributed MIB\(^2\) that a management application will use to administrate the application.

The model is composed of five main parts that are:

- **The peer and community model**: models the notion of peers, community, virtual topology and links this abstraction to the current Core classes.
- **The communication topology model**: provides information about the way peers communicate in term of protocols and communication medias.
- **The resource model**: informs about the resources a peer shares with another in order to contribute to the smooth running of a service.
- **The service model**: represents the services that can be provided and consumed in the context of P2P networking.
- **The routing model**: models the routing and forwarding services and the routing tables hosted by peers.

3.2 Peer and Community

In the P2P domain, a peer represents a piece of a distributed application built over the P2P model that is executed on a computer system. Such applications can be of several types ranging from file sharing to distributed computing. The value of provided and consumed service comes mainly from the aggregation of the peers’ resources and their collaboration. In order to represent the gathering of peers around a common interest, we introduce the notion of community. A community is a set of peers that participate to a common service.

Given this definition, we have addressed several use cases. First, a peer can belong to more than one community if, for example, it runs more than one P2P application. Secondly, a community can host sub-communities. It may be the case of an Instant Messaging application that offers different topics. Finally, a peer always belongs to at least one community. If it doesn’t manage to connect an existing one it will create a personal default community.

The peer and community model. The peer and community model, represented on Figure 1 is the root of our model. All other classes of the extension we have designed are built around it.

A peer is modeled by the \texttt{P2P_Peer} class. It inherits from the \texttt{CIM\_EnabledLogicalElement} class of the core model. Its association with the \texttt{CIM\_ComputerSystem} class models its hosting in a particular computer system. The community a peer belongs to, is represented by the \texttt{P2P\_Community} class. It is a subclass of the \texttt{CIM\_AdminDomain} class since the latter, defined in the Network Common Management Information Base\(^2\)
Model [12], represents any set of elements (devices, services, ... ) that belongs to a common domain. Peers and communities are linked together through the \textit{P2P\_ParticipatingPeer} class. One may note that its cardinality means that a peer can belong to one or more communities and that a particular community must contain at least one peer. Moreover, the \textit{CIM\_ContainedDomain} association class allows us to define sub-communities as presented above.

The \textbf{virtual topology}. A P2P network is one of application level overlay. Establishing the topology of such network can rely on different criteria. For example, it can be based on knowledge, routing, interest or technological considerations. This is why, we have chosen to integrate the virtual topology aspect of the P2P model but without associating any particular semantic. We capture this notion in our model through the \textit{P2P\_P2PVirtualTopology} association class. It enables us to represent an association that two peers present and thus, to build a virtual topology. A description property adds semantic information to the association.

### 3.3 Communication

In a P2P application, peers communicate together via an application level protocol. The latter binds two underlying transports endpoints. CIM captures this notion through the pipe notion. A pipe represents a virtual communication channel that links two entities and allows them to communicate.

Our model is built around the \textit{CIM\_NetworkPipe} class. A pipe is bound to two protocol endpoints with the \textit{CIM\_EndpointOfNetworkPipe} association class. Considering the pipe modeling in a P2P context, we have designed two association classes that bind pipes with peers and communities. First, the \textit{P2P\_PeerUsesPipe} association class links the \textit{CIM\_NetworkPipe} with the \textit{P2P\_Peer} class.
The cardinalities mean that a peer may use zero or several pipes but a pipe is attached to two peers. Then, the `P2P_HostedNetworkPipe` association class links the `CIM_NetworkPipe` with the `P2P_Community` class. Indeed, we have chosen to define pipes in the context of a community. Thus a pipe is unique in a particular community and a community can host zero or several pipes.

### 3.4 Resources

In order to participate in the service delivery, a peer may provide part of its resources to the community it belongs to. We have considered different types of resources that can be shared by a peer.

First it can be some processing power. For example, in case of a distributed computing application, peers will receive a chunk of a global computation, process it and return the result to another peer responsible for the aggregation of the different results. Then, it can be storage capacity. A peer can share empty space of its hard drive and thus allow someone to store some files in it. Moreover, files that are explicitly shared by a peer are considered as a resource too. Finally, it can be bandwidth. Indeed, the latter can be used in order to ensure a good service operation and not just for the local service usage.

In order to model all types of resources described previously, we have designed the `P2P_PeerResource` abstract class and linked it to the `P2P_Peer` class through the `P2P_PeerSharesResource` association class. Concerning the cardinalities, we consider that a peer can share several resources but a particular resource can only be shared by zero or one peer. In order to model the use of resources in the context of a service, we have linked the `P2P_PeerResource` with the `P2P_P2PService` with the `P2P_ServiceUsesResource` association class; a service can use zero or several resources and a resource can be used by zero or several services.

Given the `P2P_PeerResource` abstract class, we have modeled the four concrete resources that can be shared by a peer. First, the `P2P_SharedProcessingPower` class represents the different way for sharing processing power. Then,
through the `P2P_SharedBandwidth` class, we have modeled the fact that a peer may share some of its communication resources. This share can be defined in terms of upload or download bandwidth.

Thirdly, we have represented the shared storage memory. The `P2P_SharedStorageMemory` class is linked to the underlying file system through the `P2P_FileSystemSharesMemory` dependency class. This association allows us to obtain information about the properties of the file system. The `P2P_SharedStorageMemory` class is linked to the `CIM_Directory` too. Thus we have concrete information about the directory that is the root of the shared space.

Lastly, we have modeled different files that enter shared storage memory. This is done through the `P2P_SharedLogicalFile` class. A shared file is attached to its storing shared memory through the `P2P_SharedFileInMemorySpace` aggregation class: a file can just be stored in a shared location but the latter can host zero or several shared files.

### 3.5 Service

According to the CIM standard specifications, a service is a functionality provided by a device or a software feature. For example, a computer system may run a large variety of services like a word processing, an email client or a print service. Some of them are local while others are remote and use networks facilities. In this way, CIM models the configuration, operational data and management of functions. Moreover, for a particular service, CIM represents its access point as the way in which a service is invoked. To continue the previous example, the email client service access point is the protocol endpoint used to pull email from a server.

---

**Fig. 3.** The resource model
The translation of these concepts in the CIM Core model has led to the design of the \texttt{CIM}\_\texttt{Service} and \texttt{CIM}\_\texttt{ServiceAccessPoint} abstract classes.

\textbf{The P2P service model.} In the P2P context we have reconsidered the definition of a service and defined the following one: a \textit{P2P service} is a software functionality \textit{provided and/or consumed by a set of peers belonging to the same community}. Contrary to the definition given in the CIM Core model, P2P services present a distributed aspect. Thus we have followed the cluster service mode defined in the Common System Model [13]. Concerning their service access point, we consider that a P2P service access point is the identifier of any subset of peers that participates in the service operating.

Given these concepts, we have designed the class diagram shown in Figure 4. First, the \texttt{P2P\_P2PService} abstract class, that inherits from the \texttt{CIM}\_\texttt{Service} class represents a P2P service. Then, the \texttt{P2P\_PeerServiceAccessPoint} class inherits from the \texttt{P2P\_P2PServiceAccessPoint} one and defines a new attribute that is the identifier of a peer operating as an access point for a considered service. The \texttt{P2P\_P2PService} and \texttt{P2P\_P2PServiceAccessPoint} classes are linked together by the \texttt{P2P\_P2PServiceAccessBySAP} dependency class: a P2P service owns one or more access points and an access point can operate on one or more services.

Fig. 4. Service
Now considering the links between services, peers and their communities, we have designed association classes that represent the hosting of a service in a particular community \((P2P\text{.} \text{HostedP2PService})\) and the fact that just a subset of peers can participate in the service operation \((P2P\text{.} \text{P2PServiceParticipatingPeers})\).

**Local service vs global service view.** In case of a standard networking model, services are local to a computer system, like a word processing one, or provided by a server through a remote connection, like a mail service. Their common characteristic is that, in this context, a service is provided by a single entity or in case of a service composition by the aggregation of single entities. However, in a P2P context, a service is a distributed function that is consumed and provided by a set of peers. Thus, global services features depend on the different peers that contribute to the service and they are not bound to a particular entity. Moreover, each peer that participates in a service delivery presents a local view of the service.

To model these two views of a service we have chosen to use a service composition association. The \(P2P\text{.} \text{LocalServiceComponent}\) association class allows the definition of global P2P services that are the aggregation of local services. About the cardinalities, a global service may be composed of zero or several local services, but a local service can just belong to zero or one global service.

### 3.6 Routing, Forwarding, and Routes

Routing in P2P overlay networks is closely bound to the infrastructure. Many P2P applications propose different ways of routing. For example, Gnutella [14] uses a routing process that lies on message identifiers; CAN [15] uses a content routing method.

Our model enables the monitoring of routing and forwarding services as well as routes hosted by peers. According to our P2P service definition, the route calculation and forwarding services are considered as distributed P2P services that are composed of a set of local services.

Now, concerning the routes, the current routes model of the Common Network Model [12] fits our requirements. Figure 5 shows it. The \(\text{CIM}\text{.} \text{NextHopRoute}\) represents an entry in a routing table and contains the destination address of the route. Moreover, the \(P2P\text{.} \text{P2PHostedRoute}\) association class links a set of routing entries to the peer that hosts them.

### 4 Conclusion and Future Works

In this article, we have presented a generic management information model for P2P networks and services based on CIM. Our model is organization, functionality and topology oriented and covers several aspects of the P2P domain. First it deals with the notion of peer and its belonging to one or several communities. The mutual knowledge of peers allows the establishment of a virtual topology
that we represent through pipes. Then our model features the resources available in a community and especially the ones shared by its composing peers. Resources are consumed or provided in the context of services that is our fourth model aspect. Indeed, a P2P service is a basic functionality that is distributed among a set of participating peers. Finally, particular basic services offered by P2P frameworks concern the routing of packets in a P2P domain that is an overlay network. Thus we have modeled such services and the routing tables they generate or use. In this way, our CIM extension for P2P networks and services is a major step toward the design of a generic P2P management framework that can have an abstract view of a P2P network located in a manageable environment.

The use of CIM as a formalism makes our model easily extensible to deal with particular areas of the management. For example, security concerns as well as QoS or fault tolerance aspects could be added by extending classes of our model or by using existing dedicated CIM classes.

In order to prove the validity of the model, it has been instantiated on the Chord P2P infrastructure. The instantiation showed that with our model we are able to monitor a Chord community, its different participating peers, the discovery service among others and the routing tables. Moreover, we are now working on the instantiation of our model on the Jxta framework. This framework, as a common middleware over which dedicated applications can be built, is very interesting in our management context. In a longer time perspective, we will focus our work on the performance management of P2P networks. We plan to refine our generic model for the performance evaluation of such a type of virtual networks.

Fig. 5. The routes model
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Abstract. In the area of monitoring communication networks, GEDSystem is a tool for supporting the development of programs driven to the management of domains that may show up when networks are monitored by SNMP. This tool is supported by an automatic modeling of data and events and automates the grouping of MIB objects from several SNMP agents, producing data structures that represent Domains and Events. The structures are automatically transformed into Tables and Views of a relational database. The views implement the perception mechanisms of the Events defined in the tool. The GEDSystem also provides a Monitoring Agent that automatically recognizes, collects and stores information about the Domains.

1 Introduction

After an analysis of several works in the area of network management, it is possible to notice that, in general, the used approaches try to identify and notice Events as a means for detection, diagnosis and correction of anomalies on the network. They make use, for instance, of probabilistic calculations and graphs as well as case- and rule-based reasoning. The methods are used in the following way:

• Probabilistic approaches are used in the control of the Quality of Service (QoS) and of the resource reservations in ATM networks [4], in the production of fault prediction alarms [11], in the identification of "signatures" from the network traffic and from the behavior of the managed objects [7], and in the anticipation of potential problems in a web server [9].

• Causality and dependency graphs are used in the determination of the simple causes of a chain of alarms or events [5] and [12].

• In [3], rules are formulated as thresholds whose definitions are based on time series of states of the objects in a network.

• Case-based reasoning is applied in maintenance support systems aided by a Knowledgebase of Events [1], in the integration of heterogeneous networks and in the correction of flaws on the nodes of a network [8]. The technique is also integrated into a Trouble Tickets Systems (TTS) architecture so that solutions to flaws based on past episodes that have occurred in a computer network can be formulated [6].
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Briefly, these applications are fed by alarms or logs files. Starting from events, they attempt to foresee tendencies and anomalies, to detect, to isolate and to correct the original causes of the events and to map the physical observations with the states of the managed network objects. To accomplish the task, such techniques as thresholds comparisons, statistical analyses, graphs and historical information are used. On the other hand, these techniques employ, for instance, more algorithms in the routers, complex mathematical and statistical models, more layers in the management models etc., which increase computing and message overhead.

There is nowadays a great amount of network management applications whose computational characteristics vary tremendously. Unfortunately, the development of these applications does not take into account the management domains in general [2], in the sense that those approach lacks of a generic and automatic mechanism for preparing data models capable to represent these domains in such a way to facilitate the perception of events.

The main objective of this work is to specify and implement a Generic Event-Driven System for Monitoring Communication Networks (GEDSystem). GEDSystem is a tool for supporting the construction of Monitoring Systems for Communication Networks that provides:

1. an automatic way to define management domains;
2. an abstraction of the SNMP protocol in the non-reactive phases of the management process (communication, data structures etc.);
3. an automation of the processes of collecting, dating and storing information;
4. an automation of the perception of Events; and
5. an operational Web interface.

This paper is organized as follows. Section 2 depicts the event-driven network management; section 3 describes a generic management model; section 4 presents the GEDSystem tool; section 5 outlines some GEDSystem’s functionalities and finally the section 6 has the conclusion and further works.

2 Event-Driven Network Management

The main operations of network management consist of tracing, interpreting and manipulating events. In general, an event is defined as an anomalous condition observed in the operation of a network. Usually, these are problems that happen in the hardware and/or software of the nodes [12]. Regarding the SNMP protocol, the events or conditions can be noticed through the variations that happen in the management information stored in the MIBs of the Agents and/or probes of the RMON. When provided by an Agent, this information is obtained as regular instantaneous snapshots. In the case of RMON probes, it is obtained as groups of information collected along a period of time. In both cases, the Manager application is entrusted of periodically requesting the information that needs to analyze, and of executing some control action on the managed nodes.

The compilation of the information from the RMON and RMON2 probes is accomplished through package selection together with the scanning of their contents. The aim is to generate statistics and/or events in conformity with the definitions of events from the probes themselves. These events can trigger traps that send information from the RMON/RMON2's MIBs to some Manager.
As mentioned before, systems managed by SNMP are fed with information from the MIBs of the Agents and/or from the RMON probes. Each MIB is a general collection of information that change over time. In other words, they should be grouped, based on some supposed relationships, so that a Management Domain can be defined. The most immediate relationship than one can notice among them is time.

According to [10], the RMON and RMON2 probes use circular buffers. Consequently, the Manager application must have a more accurate control on the polling so that the buffers do not overflow, thereby avoiding the loss of previously compiled information. The probes, too, are computationally burdened with the execution of processes that generate statistics, events and traps. The buffers and processes could be left under the responsibility of another processing entity. This way, they would be freed from tasks other than "listening" to the interfaces and scanning packages.

3 A Generic Monitoring Model

Up to now, this paper has touched upon the data sources for management applications and the diversity of domains managed by the applications. This work proposes a tool to support the development of programs capable of managing domains deriving from SNMP-enabled communication networks, based on events.

The tool allows the gathering of information from the several nodes of the networks with SNMP agents. This operation results in the creation of a database to keep this information in a transparent way. In other words, it provides the modeling of data structures that represent management domains, so as to feed network management processes.

Dating attributes are also automatically included into the data models, indicating time of requisition and time of reception of the information from the modeled domains. This information can help, for instance, performance analyses, historical behavior and statistics procedures.

Rules that evaluate the possible variations of the grouped information can be defined and eventually used in the formulation of expressions that can represent several types of events. Additionally, Views of the repositories, based on the expressions, can be dynamically defined in such a way to provide a perception mechanism of the events. The feasible management processes can consult these Views in order to detect, diagnose and correct any anomaly in the monitored management domain.

The built tool provides a monitoring agent that automatically recognizes, monitors and stores the information from the management domains. This way, the applications can be exclusively dedicated to the management procedures, freeing themselves from doing polls. Their decisions are based only on the perception of the events implemented as database Views or on other analyses done on the information contained in the repositories. Small countless applications, therefore, can manage their own domain, facilitating the development of a Network Management System. The tool is based on such technologies as Domain Modeling, Event Modeling, Database Modeling, Web Modeling and Client/Server Modeling.
4 The GEDSystem Tool

A Generic Event-Driven System for Monitoring Communication Networks (GEDSystem) was born from the main issues involving a monitoring model explained in Section 3. GEDSystem is a tool composed of technological components produced by recent progresses in the areas of operating systems, web systems, databases systems, graphical user interfaces, programming languages, communication protocols and network management. GEDSystem's architecture is composed of one or more Clients in the first layer, a Monitoring Server in the second layer and one or several Information Management Servers (SNMP agents) in the third layer, as can be seen in Figure 1.

The First Layer – The Client Layer. A Client can be any computer whose Internet browser can access to a Java Virtual Machine (JVM). Such a browser is enough to provide the communication between the first and second layers of the architecture, additionally offering a graphical user interface that makes it possible for the network administrator to easily interact with the Monitoring and the Database Servers.

The Second Layer – The Monitoring System. The Monitoring Server is a computer running any operating system with a Web Server that supports Java Servlets and JDBC (Java Database Connectivity). The support for any RDBMS is also mandatory. To implement a prototype of GEDSystem, the Apache Server's Tomcat, AB's MySQL database server and Java servlets / JDBC and AdventNet APIs were adopted. In addition, the tool provides a Monitoring Agent implemented in the Java language. The functional base of the process will be shown later in this paper along with the definition of the Generic Event-Driven Data Model (MDGE) for monitoring communication networks. Through the MDGE, the Monitoring Agent accomplishes the following tasks: Collection of information of the managed elements' MIBs; Grouping of information in domains; Storage of information in a database.

The Third Layer – The Layer of the Management Information Servers. The third layer of the GEDSystem’s architecture is composed of the nodes of the network with SNMP Agents. This way, the agents are Management Information Servers, which...
provide the values of the managed objects that are found in the MIBs. In other words, the second layer's server takes the role of a management Information Client.

**GEDSystem's Database** is based on the Generic Event-Driven Data Model (MDGE). It is composed by the supporting structures of the monitoring process, by the information obtained by the monitoring agent, and by the mechanisms used for noticing Events. In the database, data and historical events coming from SNMP Agents are stored as time series. By doing this, the database can help in the production of management reports about the behavior of the network.

The **Generic Event-Driven Data Model (MDGE)** represents a group of entities in the form of Tables whose attributes and relationships (Figure 2) specify which, where, when and how the managed Objects are collected and stored by the Monitoring Agent. These specifications represent the administrator’s monitoring needs. Besides, MDGE in an event-driven model and, thus, allows the perception of the variations of the values collected at any moment by means of a certain restrictive rule of those values.

Some entities of the Model are created in a transparent and dynamic way, depending on the configuration of the monitoring process previously defined by the Administrator. The entities are the repositories of the values of the managed SNMP Objects.

MDGE is composed by the following entities: **Community, Domain, PrimitiveState, CompositeState, Index, Formula** and **GeneralTable**. In addition, an uncertain number of entities named **Repositories** are also part of the Model.

![General view of MDGE's Entity-Relationship Model](image)

**Fig. 2.** General view of MDGE’s Entity-Relationship Model

Figure 3 shows the relationship among the entities that provide the bases for the automatic construction of the repositories. In the upper part of the illustration, one can see MDGE’s entities whose relationships represent the definition of Management Domains. The lower part shows this relationship in the form of connections between tables that implement the entities presented in the upper part.
Figure 3 illustrates the definition of a domain called ufcntFluxIf2. This domain contains the objects ifInOct_2 (columnar) and ipInRec (scalar), both of a node called uf cnt. This definition leads to the creation of a table, the repository of the domain being treated, in a database called R_ufcntFluxIf2 with the following lay-out:

Figure 4 illustrates, in the upper part, the entities whose relationship defines the possible Events of a Domain. The lower part shows this relationship in the form of connections between tables that implement the entities presented in the upper part.

Figure 5 illustrates the definition of an Event called ufcntFluxSuspIf2. The Rule that characterizes it is the same one that limits the `where` part of the SQL clause that creates the view of the database. This can be clearly seen in the contents of the expLogEvCompF attribute shown in Figure 4.

5 GEDSystem’s Functionalities

The tool is composed by three functional groups of services that allow GEDSystem to reach its objectives. The first group configures the monitoring process of the network nodes and defines Events. The second one defines and dynamically generates management reports from the data stored in its repositories. The last group, formed only by the Monitoring Agent, executes the monitoring process itself.
The configuration of the monitoring process allows the Administrator to define the SNMP Objects that he/she wants to monitor. These definitions are made by the services: Communities Registration, Primitive States Registration, Indexing Registration, Domains Registration, Collection Control Registration and Events Registration.

The Communities Registration service maintains the information that allows the Monitoring Agent to request data from the SNMP Agents; the Primitive States Registrations service defines the SNMP Objects to which the network administrator’s attentions are directed. The service also allows the establishment of restrictions or Rules that evaluate the possible variations of the instances of the Objects. Similarly, in the case of the registration of columnar Objects, the Indexation Registration service allows the definition of its indices; the Domains Registration service contains the SNMP Objects or Primitive States that, according to the Administrator’s opinion, have some kind of logical relationship. Each group forms one Management Domain or simply a Domain, and the values of its components are stored in a repository. One repository is built for each Domain; the Collection Control Registration service fires a monitoring process for each of the defined Domains, at the same time that creates their repositories; the Events Registration service defines formulas, based on the Rules established for the Primitive States that lead to the definition and creation of Views on the repositories of the previously registered Domains. The views constitute the perception mechanisms of the Events.

The Definition and the Generation of Management Reports provide the construction of the repositories of the data obtained by the monitoring processes. This way, the definition and report generation services can generate HTML forms already filled with a list of attributes of the repositories that can be easily selected to compose the reports. The Administrator can also specify time filters for the reports. And all is done in a very friendly way. Besides the definitions of the structures of the repositories, MDGE also comprises the definitions of the Views. Thus, the transactions Definition and Generation of Management Reports can consult the Views to list the events that happened in the network in a given period of time.
The Monitoring Process is executed by one of GEDSystem’s component called the Monitoring Agent. In order to have a total independence of the hardware and the operating system the Monitoring Agent is implemented in the Java language. It continuously verifies the current situation of the Domains, enabling/disabling their monitoring as requested by the Administrator. Different process threads make the surveillance of each Domain individually.

6 Future Work

As future work, the possibility of implementing the idea of Domain-based polling and the concept of Events based on database views directly in the SNMP protocol and in the RMON/RMON2 probes could be verified. The use of Triggers and Stored Procedures, in the automation of reactive procedures, could also be investigated.

In the conventional so much as in the active networks, one enhancement could be the implementation of a database where the definitions of the Domains that the Administrator wants to monitor would be contained. This way, the protocol could obtain the data of the domains locally and store them directly into the specified database. In active networks context, the active packages will constitute of data collectors of the monitored Domains. In both cases one could expect a decrease on the traffic of SNMP messages in the network, the non-use of the UDP protocol and the continuity of the support for the construction of management applications fed by relational databases.
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Abstract. Distributed architectures for network management have been the subject of a large research effort, but distributed algorithms that implement the corresponding functions have been much less investigated. In this paper we describe novel algorithms for model-based distributed fault diagnosis.

1 Introduction

Distributed self-management is a key objective in operating large scale infrastructures. Fault management is one of the five classical components of management, and is the subject of our work. In this paper, we consider a distributed architecture in which each supervisor is in charge of its own domain, and the different supervisors cooperate at constructing a set of coherent local views for their respective domains. By coherent, we mean that the different views for the different supervisors agree on the interfaces of their respective domains. Of course, to ensure that the approach can properly scale up, the corresponding global view should never be actually computed.

Fault diagnosis has been addressed by different means. Historically, the first approach was by means of rule-based expert systems [10,11]. Such systems are generally limited to simple correlation rules, with small scope, and hardly capture all the complexity of the network reaction to a failure. Connexionist and related learning techniques from Artificial Intelligence area have been investigated to avoid the burden of providing detailed and explicit knowledge on the supervised domain [5]. But again, such methods are not scalable, and difficult to update when the network evolves. To avoid these drawbacks, the main trend nowadays is in favor of model based approaches [8,7,9]. Most of them rely on topological information, both physical and logical (this information is easy to get by scanning Management Information Bases). Using the topology of interactions, successive correlations with an observed symptom can be traced back to their possible alternative causes.

\* This work was supported by the French National RNRT project MAGDA2, funded by the Ministère de la Recherche.
The present approach goes further in this direction. First of all in the size and details of the model (see fig. 1): the physical and logical topologies (Network Elements + connections) are modeled as a graph of interconnected Managed Objects (MO), and each MO is itself described as a small dynamic system. In the management plane, MOs are equipped with their own fault management function and are responsible of the production of alarms. Alarms are emitted when a local failure is detected, or in reaction to the failure of a neighboring MO that was necessary to guarantee a correct service. This second phenomenon is at the origin of failure propagations in the network. We refer the reader to [1] for details on the modeling, and for the description of a tool that automatically builds the model. Second key feature of our approach: fault diagnosis is performed in a distributed way. Specifically, we assume alarms are not sent to a global supervisor, but are rather collected by local supervisors, in charge of part of the system. In this scenario, a local supervisor only needs to know the local model of its domain (for example one NE in fig. 1), and cooperates asynchronously with supervisors of neighboring domains. We believe this is the key to cross-domain fault management.

For space reasons, we only give a glance at the theory behind distributed diagnosis algorithms, by means of a toy example (see [2,3,4] for details).

Fig. 1. Left: Part of the Paris area SDH/SONET ring (topological view, at the Network Element level). In the model of this network, each NE is further decomposed into Managed Objects, corresponding to the SDH hierarchy (SPI, RS, MS, etc.). Right: a failure scenario on this model, with propagation of the failure, entailing correlation in the alarms raised.

2 A Structure to Represent Runs with Concurrency

A central feature in large distributed dynamic systems is that many components run in parallel, so several events can occur at the same time, i.e. “concurrently.” It is therefore crucial to represent runs of such systems in a framework that captures this independence, and sequences of events are definitely inappropriate for that. Since the components of our network are finite state machines, this
suggests to use safe Petri nets to model components, and to represent runs of the network (i.e. failure propagations) with so-called “true concurrency semantics.” We illustrate this on a toy example, given in fig. 2.

![Diagram](image)

**Fig. 2.** Running example in the form of a Petri Net, viewed as two components interacting through shared places 3 and 7 (left). Thick places indicate the initial marking. Right: representation of runs of this system under the form of a branching process. “Time” goes from top to bottom.

On the example, places 1 and 2 represent states *ok* or *down* of component 1 (with a possibility of self-repair by transition *iii*). Component 1 can thus go down in two ways, through *ii* or *i*. The second possibility fills place 3 which models a propagation of the failure to component 2: place 4 corresponds to state *ok*, place 5 to a temporary failure (self-repair possible by *vi*), and place 6 to a definitive *down* state. Notice that, on the leftmost right picture of the model, transitions are labeled by $\alpha, \beta, \rho$ which corresponds to the alarms produced when they fire.

The mechanism of constructing a run of the Petri net $\mathcal{P}$ in the form of a partial order is illustrated in the 2nd and 3rd diagrams. Initialize any run of $\mathcal{P}$ with the three conditions labeled by the initial marking $(1, 7, 4)$. Append to the pair $(1, 7)$ a copy of the transition $(1, 7) \rightarrow i \rightarrow (2, 3)$. Append to the new place labeled 2 a copy of the transition $(2) \rightarrow iii \rightarrow (1)$. Append, to the pair $(3, 4)$, a copy of the transition $(3, 4) \rightarrow iv \rightarrow (7, 5)$ (this is the step shown). We have constructed (the prefix of) a run of $\mathcal{P}$, where concurrency is explicitly displayed: the ordering of events labeled *iii* and *iv* is left unspecified, we only know they occur after (or as a consequence of) $i$.

Now, all runs of $\mathcal{P}$ can be constructed in this way. Different runs can share some prefix. The rightmost diagram shows a branching process (BP) of $\mathcal{P}$, obtained by superimposing the shared parts of different runs. The gray part is a copy of the run shown in the middle. The alternative run on the extreme left
of this diagram (involving successive transitions $ii, iii, i$) shares only its initial places with the run in gray. On the other hand, replacing, in the gray run, the transition labeled $iv$ by the one labeled $v$ yields another run. We say there is a conflict at place 4: a choice must be made between firing $iv$ or $v$. A conflict takes place each time a place is branching in this diagram. Branching processes thus encodes sets of executions of a PN in a compact manner: a run of the PN corresponds to selecting part of the BP which is both conflict free and causaly closed. Observe that by nature a BP has no oriented cycle. The maximal BP of a Petri net $\mathcal{P}$ is called its unfolding: $\mathcal{U}_{\mathcal{P}}$. Places and transitions of a BP are rather called conditions and events, and are labeled by places and transitions of the original net $\mathcal{P}$.

![Fig. 3. Left: an alarm pattern $\mathcal{A}$. Center: the product $\mathcal{A} \land \mathcal{U}_{\mathcal{P}}$. Right: same net without the conditions of $\mathcal{A}$.](image)

Assume the system modeled by $\mathcal{P}$ runs and that labels (alarms) produced by its transitions are collected by a sensor. We represent the collected alarm pattern under the form of a net $\mathcal{A}$ (left diagram on fig. 3). The (centralized) diagnosis problem can be formalized in the following manner: compute all runs of $\mathcal{P}$ that could explain the observed alarm pattern $\mathcal{A}$. Deciding what failure actually occurred is then a post-processing on this set of possible runs. Formally, this amounts to computing all runs of the product net $\mathcal{A} \times \mathcal{P}$, which is $\mathcal{P}$ constrained by observations $\mathcal{A}$. Equivalently, we want $\mathcal{U}_{\mathcal{A} \times \mathcal{P}} = \mathcal{A} \land \mathcal{U}_{\mathcal{P}}$, where $\land$ is a special product on branching processes, designed to avoid oriented cycles. The result is depicted on fig. 3, and can be built recursively, in an asynchronous manner, just like branching processes of $\mathcal{P}$. Observe that an extra conflict relation is created (dashed line labeled with #) to capture the fact that alarm $\rho$ can be explained either by $(2) \to iii \to (1)$ or by $(5) \to iii \to (4)$. Possible explanations to $\mathcal{A}$ correspond to maximal runs of $\mathcal{A} \land \mathcal{U}_{\mathcal{P}}$ that are labeled by all alarms of $\mathcal{A}$ (some runs of $\mathcal{A} \land \mathcal{U}_{\mathcal{P}}$ may only explain the first alarms and then stop).

### 3 Distributed Diagnosis with Two Supervisors

This is the main novelty of this paper. Assume a local sensor collects alarms produced component $i$, under the form of a local alarm pattern $\mathcal{A}_i$, $i = 1, 2$. The objective is to build a distributed view of $\mathcal{U}_{\mathcal{P}} \land \mathcal{A}_1 \land \mathcal{A}_2$. Alarm patterns are processed by two local supervisors communicating asynchronously.
Fig. 4. Distributed diagnosis: two coherent local views of the unfolding $\mathcal{U} \land A_1 \land A_2$ are built by two supervisors cooperating asynchronously.

Fig. 4 (top) displays the information available to supervisor $i$: $A_i$ together with the local model of component $i$. The bottom diagrams represent the local views of the diagnosis. They correspond to projections on events of each component of $\mathcal{U} \land A_1 \land A_2$. Specifically, on the side of component 1, one has transitions of component 1 (explaining local alarms $A_1$) plus abstractions of the action of component 2 on shared places 7 and 3. These events appear as empty rectangles. To recover a complete trajectory of $\mathcal{P}$, one has to glue matching trajectories on each side. This corresponds for example to gluing events indicated by arrows on the picture, to obtain the grey trajectory of $\mathcal{P}$. Observe that this distributed representation of the diagnosis is more efficient than the centralized one: to be able to glue two local runs, it is enough that they have matching behaviours only on shared places. So, for a given history of these shared places, $m$ trajectories of component 1, and $n$ trajectories of component 2 actually correspond to $m \times n$ trajectories of $\mathcal{P}$.

As for the centralized case, the distributed view of the diagnosis can be obtained recursively, but requires communication between supervisors. Each arrow actually corresponds to the communication of a new event to append. However, the cooperation between the two supervisors need only asynchronous communication. Each supervisor can simply “emit and forget.” Diagnosis can progress concurrently and asynchronously at each supervisor. For example, supervisor 1...
can construct the branch \([(1) \rightarrow \beta \rightarrow (2) \rightarrow \rho_1 \rightarrow (1) \rightarrow \beta \rightarrow (2)]\) as soon as the corresponding local alarms are collected, without ever synchronizing with supervisor 2.

4 Conclusion

We have proposed an unfolding approach to the distributed diagnosis of concurrent and asynchronous discrete event dynamical systems. Our presentation was informal, based on a toy illustrative example. The related mathematical material is found in [3]. A prototype software implementing this method was developed at IRISA. This software was subsequently deployed at Alcatel on a truly distributed architecture, no modification was necessary to perform this deployment. Model-based approaches suffer from the burden of getting the model. We have developed a tool [1] that automatically generates the needed model. This work is also presented at this conference.
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Abstract. In this paper, fault identification in passive testing is investigated. First, the fault detection algorithm and an existing fault identification algorithm in passive testing are introduced. Then, two more efficient fault identification algorithms which can give out fewer possible faults than the existing one are proposed. One combines passive testing with active testing, another adopts further passive testing. An experiment on a practical routing protocol BGP is done to compare the improved algorithms with the original one.

1 Introduction

Recent advances in communication softwares have enlarged and complicated communication protocols. To increase the reliability of such protocols, testing techniques ensuring that a protocol implementation conforms to its specification are necessary. The traditional testing method is that testing system actively communicates with IUT (Implementation Under Testing), then based on the observation of IUT’s responses to judge whether IUT is consistent with the specification. This method is called as “Active Testing”. “Passive Testing” is a different testing method: It doesn’t communicate with IUT, it just passively collects the mutual messages between IUT and other systems, then analyzing these messages to find faults of IUT. As it doesn’t interfere with the normal running of network systems, it’s the best method to find the potential faults on the real network.

In the early 70’s there existed some researches on passive testing to test integrated circuit, but not until recently the need of network management changes its research into a hot topic. In 1996, Lee proposed some basic principles and methods of testing finite state machines using passive testing in [8] and presented a fault detection algorithm in [7] in the next year; Miller adopted the model of CFSM (Communication Finite State Machine) for passive testing in [3] and did some research on the problem of fault location based on CFSM in [2] in 2000. Then in 2001, Miller presented a fault identification algorithm base on DFSM (Deterministic Finite State Machine) in [1]; Arisha and Miller applied these theoretical results to the practical network management systems in [6], [7]; All of

* Part of the research was supported by National Natural Science Foundation of China grants 90104010 and 60241004 and National Major Basic Research of China grants 2003CB314801.
the former researches focus on the control flow, recently Lee researched on the
data flow in [5].

Based on the significant research of Miller [1], two improved fault identification
algorithms, which can give fewer possible faults and should be helpful to
diagnose a network system, are proposed in this paper. The remainder of this
paper is organized as follows. In Section 2, the model of DFSM, some necessary
assumptions and a corresponding fault model are introduced. Section 3 includes
all the details of Miller’s approach for fault identification and the results of our
analyzing on it. In Section 4 an algorithm combining passive testing with active
testing is presented. Section 5 proposes another improved algorithm. In Section
6 an experiment on the practical routing protocol BGP to verify the effectiveness
of our algorithms is included. Finally, Section 7 concludes the paper and points
for future research.

2 The Specification Model

2.1 The DFSM Model

Definition 1. A deterministic finite state machine (DFSM) \( M \) is a six-tuple:
\[ M = (I, O, S, s_0, \delta, \lambda) \]
where:
- \( I, O \) and \( S \) are finite non-empty sets of input symbols, output symbols, and
  states respectively.
- \( s_0 \) is a designated initial state.
- \( \delta : S \times I \rightarrow S \) is the state transition function.
- \( \lambda : S \times I \rightarrow O \) is the output function.

When the machine is in state \( s \in S \) and receives an input \( a \in I \), it moves to
the next state specified by \( \delta(s, a) \) and produces an output given by \( \lambda(s, a) \).

2.2 Assumptions for the DFSM Model

The algorithms in this paper are based on the following two assumptions:

- **Single Fault** Assume that there exists only one fault during a test cycle.
  This assumption is effective considering that the real systems won’t produce
  faults frequently and the test cycle is not too long to allow multiple faults oc-
  cur. What’s more, if taking multiple faults into count, the faults maybe hide
  each other and cause fault identification by passive testing more complicated
  or even impossible.

- **Complete Machines** Assume that a machine will response to any inputs
  in spite of its current state. If not so, for the unspecified transitions import
  an error state \( F \) and an error output symbol \( ”f” \) first and change these
  unspecified transitions to the imported state \( F \) with the output of \( ”f” \). After
  these two steps the machine will be complete defined and it will be helpful
to the fault identification algorithm. But this error state \( F \) doesn’t exist in
the actual specification, so if in a test cycle the machine reaches this state
that means some faults happening.
2.3 Fault Model

The following two types of faults are considered in this paper:

- **Output Fault.** A transition has an output fault if, for the corresponding state and received input, the implementation provides an output different from one specified by the output function.

- **Tail State Fault.** A transition has a tail state fault if, for the corresponding state and received input, the implementation enters a different state than specified by the state transition function.

3 Fault Detection and Identification

3.1 Fault Detection Overview

Lee gives out a fault detection algorithm for passive testing in [4]. It assumes that there exist a specification machine A and an implementation machine B. We can passively observe the input/output sequences of machine B. And we can judge that B is ”faulty” if its behavior is different than that of A under the same input/output sequences.

When start observing there’s no information to judge the current state of B. So we assume that B could be in any state of A at the beginning. Let \( L^0 \) designate this initial set of possible states. As each input/output pair \( i_j/o_j \) is observed, a new set \( L^j \) is produced from the set \( L^{j-1} \) such that \( L^j \) contains all states that are tail states of transitions with head states being in \( L^{j-1} \) with input/output \( i_j/o_j \). If a set \( L^k \) becomes empty, this indicates a fault in the implementation. The sequence \( L^0, L^1, \ldots, L^k \) is called as forward trace.

![Fig. 1. An example FSM](image)

For example, assuming that the observed input/output sequence is \( \{a/y, c/y, b/z, a/x\} \), then the forward trace is: \( L^0 = \{S_1, S_2, S_3, S_4, S_5\}, L^1 = \{S_1, S_5\}, L^2 = \{S_4, S_5\}, L^3 = \{S_3\}, L^4 = \emptyset \). That means a fault is detected at the fourth step.
3.2 Fault Identification Overview

After detecting a fault by passive testing, how to identify the possible faults in an implementation? Miller gives out a fault identification algorithm in [1] to solve this problem. First, he proposes a process to produce a sequence of sets of states called as backward trace.

1. Assume that a fault is detected at the step k, let \((L^k)^R\) be the set of all states of A.
2. Form set \((L^{j-1})^R\) from \((L^j)^R\) as follows: \((L^{j-1})^R\) contains all states that are head states of transitions with input/output \(i_j/o_j\) with tail states being members of \((L^j)^R\).

Then he proves the following three theorems:

**Theorem 1.** The corresponding backward and forward sets are disjoint, i.e, \(L^j \cap (L^j)^R = \emptyset\).

**Theorem 2.** If \(L^j\) has a state \(s_p\) that under \(i_{j+1}\) has an output \(\neq o_{j+1}\) and \((L^{j+1})^R\) has \(\delta(s_p, i_{j+1})\) as an element, then the output fault \(s_p \xrightarrow{i_{j+1}/o_{j+1}} \delta(s_p, i_{j+1})\) could have occurred.

**Theorem 3.** If \(L^j\) has a state \(s_p\) with transition \(s_p \xrightarrow{i_{j+1}/o_{j+1}} s_q\) and there is a \(s_r \in (L^{j+1})^R\), then \(s_p \xrightarrow{i_{j+1}/o_{j+1}} s_r\) is a tail state fault could have occurred.

Finally the forward/backward crossover algorithm is presented as follows:

1. Do the forward trace analysis for the observed input/output sequence, let \(k\) be the least \(k\) such that \(L^k = \emptyset\).
2. Do the backward trace analysis for the observed input/output sequence.
3. Add crossover arrows by applying theorem 2 and 3 to find the faults between \(L^j\) and \((L^{j+1})^R\).

![Fig. 2. Example of the forward and backward trace](image-url)
To the FSM shown in Fig.1, assume that the observed input/output sequence is: \{a/y, c/y, b/z, a/x\}. Then the forward trace is: \(L^0 = \{S_1, S_2, S_3, S_4, S_5\}\), \(L^1 = \{S_1, S_5\}\), \(L^2 = \{S_4, S_5\}\), \(L^3 = \{S_3\}\), \(L^4 = \emptyset\). The backward trace is: \((L^4)^R = \{S_1, S_2, S_3, S_4, S_5\}\), \((L^3)^R = \{S_1, S_4\}\), \((L^2)^R = \emptyset\). As shown in Fig.2 we can get three possible faults that would cause the implementation to produce the observed input/output sequence by application of theorem 2 and 3: Applying theorem 3, the crossover ”A” depicts a tail state fault \(S_4 \xrightarrow{b/z} S_1\) and the crossover ”B” depicts a tail state fault \(S_4 \xrightarrow{b/z} S_4\). Applying theorem 2, the crossover ”C” depicts an output fault \(S_3 \xrightarrow{a/x} S_5\).

3.3 Thinking About Fault Identification Algorithm

**Corollary 1.** The maximal number of faults that the above algorithm may find is \(\sum_{i=0}^{k-1} |L^i| \cdot |(L^i+1)^R|\)

**Proof.** During the run step 3 of the algorithm, the maximal number of crossover arrows is \(|L^i| \cdot |(L^i+1)^R|\) if \(|L^i| \neq 0\) and \(|(L^i+1)^R| \neq 0\). According to theorem 1 we can get \(|(L^i)^R| \neq 0\), then we can find the minimal \(j\) such that \(|(L^j)^R| \neq 0\). So the maximal number of faults is \(\sum_{i=j}^{k-1} |L^i| \cdot |(L^i+1)^R|\). As for all \(i < j\) we have that \(|(L^j)^R| = 0\), \(\sum_{i=0}^{k-1} |L^i| \cdot |(L^i+1)^R| = \sum_{i=j}^{k-1} |L^i| \cdot |(L^i+1)^R|\). That’s the conclusion. \(\square\)

The implementation machine would keep running even though it is known to be faulty, and thus further testing method (continuing passive testing or active testing) might be possible and useful for gaining more information. Reconsider the example shown in Figure 2. In this example three possible faults are found: two tail state faults ”A” and ”B”, one output fault ”C”. If the fault is ”A”, the final state of the implementation machine should be the state 1. While if the fault is ”B” or ”C”, the final state of the implementation machine should be the state 5. This information is very useful as if we can find some methods to distinguish the current state of a system. If so, we can discard the faults that cannot cause the system to the current state. Based on this thought we can define an equivalent relationship of the faults that the algorithm [1] finds.

**Definition 2.** To the same observed input/output sequence if two faults cause the system to the same final state, then the two faults are equivalent.

4 Combined with Active Testing

Assume that in the FSM shown in Fig.3 an observed input/output sequence is \{a/0, b/1, a/1, b/0\} and a fault is detected. Using Miller’s algorithm in [1] we can get two possible faults: one tail state fault \(S_2 \xrightarrow{a/1} S_3\) and another output fault \(S_2 \xrightarrow{b/1} S_3\). Obviously if the fault is \(S_2 \xrightarrow{a/1} S_3\), the current state of this FSM is \(S_1\). If the fault is \(S_2 \xrightarrow{b/1} S_3\), the current state of this FSM is \(S_3\). According to
Definition 1 we can get two equivalent sets \( \{ S_2 \xrightarrow{a/1} S_3 \} \) and \( \{ S_2 \xrightarrow{b/1} S_3 \} \). In [9] we know that Distinguishing Sequence or Adaptive Distinguishing Sequence can be used to judge the current state of a FSM. To the FSM shown in Fig.3 there is a Distinguishing Sequence \( \{ ab \} \). After detecting a fault, we actively inject the input sequence \( \{ ab \} \). If the observed output sequence is \( \{ 01 \} \), it means that the current state of FSM is \( S_1 \), then \( \{ S_2 \xrightarrow{a/1} S_3 \} \) is the only possible fault. If the observed output sequence is \( \{ 00 \} \), then the current state of FSM is \( S_3 \) and \( \{ S_2 \xrightarrow{b/1} S_3 \} \) is the only possible fault. So we can combine the algorithms in [1], [9] to improve fault identification as follows:

1. Using Miller’s algorithm in [1] to get the original possible faults set \( E \).
2. According to Definition 1, make an equivalent partition to the set \( E \).
3. Using the algorithm in [9] to judge whether the specification FSM has a Distinguishing Sequence or Adaptive Distinguishing Sequence. If the sequence doesn’t exist the set \( E \) is the final output faults set and this algorithm ends.
4. If the sequence exists, use it to judge the current state of FSM and output the subset of \( E \) corresponding to the current state as the final output faults set.

5 Further Passive Testing

In the upper section an algorithm combined with active testing method is presented. But the algorithm has a limitation: not every FSM has Distinguishing Sequence or Adaptive Distinguishing Sequence. While further passive testing method still might be useful for gaining more information. Reconsider the example shown in Fig.2. If an input/output sequence \( \{ a/y, c/y, b/z, a/x \} \) is observed, we detect a fault happened and keep observing. Assume that the next observed input/output is \( a/x \). Now \( \{ a/y, c/y, b/z, a/x, a/x \} \) is the total input/output sequence. According to the construction of backward trace we can get that \( (L^5)^R = \{ S_1, S_2, S_3, S_4, S_5 \} \), \( (L^4)^R = \{ S_1, S_4 \} \), \( (L^2)^R = \{ S_1 \} \), \( (L^2)^R = \emptyset \). Now in the fourth step (we detect the fault here), the implementation should
be in state 1 or 4 (originally it’s the set of all states). Still using Miller’s algorithm we can get only one possible fault, a tail state fault $S_4 \xrightarrow{b/z} S_1$. Compared with the three faults found by the original algorithm of Miller’s, our method can give out less possible faults that will be very useful to fault management. Now summarize our method as follows:

1. First run fault detection to get the forward trace and the observed input/output sequence, assume that in the step $k$ we detect a fault, which means $L^k = \emptyset$.
2. Keep observing for $m$ steps (The number $m$ should be appropriate, for that if $m$ is too large that will cause our single fault assumption failed, while if $m$ is too small it may be not efficient to narrow the possible faults set).
3. Construct the backward trace and find the first nonempty element, assume the corresponding subscript number is $j$.
4. For $i = j - 1$ to $k - 1$ apply theorem 2 and 3 to find the faults between $L^i$ and $(L^{i+1})^R$.

There’s a problem to be solved using the algorithm: how to select the number $m$? In the following section we’ll present an experiment simulation method to get this number.

6 Experiment on a Routing Protocol BGP

6.1 Simulation of BGP

BGP is a widely used routing protocol. It includes three major parts: Interconnection, Handling Errors and Route Updating. The FSM model of the Interconnection part of BGP (version 4) is shown in Fig.4. It includes four states and twenty-two transitions.

Using the algorithm in [9] we can get an Adaptive Distinguishing Sequence of the FSM model for BGv4. This sequence is shown in Figure 5. Our simulation steps are listed as follows:

1. Generate two random numbers $N_1$ and $N_2$. To insure the fault injected to be detected we should have $N_1 < N_2$.
2. Randomly select the possible transition and execute the transition, which is called one step. Run for $N_1$ steps from the initial state and start fault detection algorithm at step $N_1$.
3. At step $N_2$ randomly inject a possible output or tail state fault.
4. Assume that at step $N_3$ we detect a fault, run the Miller’s original algorithm to get a fault set.
5. Save the current information of the simulation. Run the algorithm listed in Section 4 to get a fault set.
6. Load the saved information. Run the algorithm listed in Section 5 to get a fault set.
7. Repeat step 1 to 6 for 5000 times and compare the three algorithms.
6.2 Experimental Results

During the experiment we get 5,000 random input/output sequences to the FSM shown in Fig. 4. Figure 6 shows the distribution of the sequence length:

It can be seen that most of the sequence lengths lie between 2 and 20 and the machine does not take many steps (one input/output symbol in passive testing) to detect the injected fault. Figure 7 shows the average count of identified faults by three algorithms: The Line1 (solid line with blue color) shows the average count of identified faults found by Miller’s algorithm. The Line2 (dashed line with purple color) shows the average count of identified faults found by our algorithm of observing one more step. The Line3 (dash-dot line with black color) shows the average count of identified faults found by our algorithm combined with active testing. According to Fig. 7 we can see that:
– Even only observing one more step in passive testing, fewer identified faults may be found.
– Using the algorithm combined with active testing we can get the smallest identified faults, to this example the fairly constant count of faults (similarly to 1) is a very good result. Since it shows how efficient we can determine the faults that may occur.

Continuing the simulation we find that even if further observing step is greater than 1, we get the equable average count of faults with observing only one more step. That means $m = 1$ to this example.

7 Conclusion and Future Extensions

In this paper two improved fault identification algorithms are proposed. Under the assumption of single fault, these two algorithms can give out fewer possible faults that are very useful in fault management. According to the experimental result we advocate that under the condition that the specification has a Distinguishing Sequence or Adaptive Distinguishing Sequence and active testing is applicable, we should use the algorithm in Section 4 to identify faults.

Much remains to be done. Such as: Considering the relationship of different faults to detect multiple faults and the recurrent faults; Extending our fault identification approach for FSM to a network specified by the CFSM model.
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Abstract. Resource limitation on management scripts has been an important requirement for distributed management environments. This article proposes a Script MIB extension with new objects able to control the usage of specific resources (physical memory, processing cycles, among others) for each script launched inside the distributed environment.

1 Introduction

A widespread dissemination of TCP/IP networks has caused an increasing search for new and more efficient management environments. Following this purpose the Internet Engineering Task Force (IETF) has created the Simple Network Management Protocol (SNMP), which supplies a functional management framework.

However, the traditional SNMP management model is becoming a problem because of processing bottlenecks and bandwidth saturation. In large networks this kind of management environment is impracticable and opens room for new frameworks like distributed management model.

Development of distributed management standards for SNMP environments is a task for DISMAN-WG [1] that has released a set of new Management Information Bases (MIB) and distributed management framework documents to improve the SNMP model. The main purpose is to avoid changes in the protocol and make use of the actual devices already installed.

One of these proposals uses management by delegation [2], where a high level manager is responsible for submanagers. This proposal defines management functions by means of scripts and makes use of the Script MIB to provide mechanisms for the transfer, execution, administration and control of management scripts.

With this kind of environment, problems of bottlenecks and bandwidth saturation are solved by distribution of management tasks. Problems like scalability and fault tolerance are covered too. In spite of these advantages, it’s necessary and important to analyze tradeoffs for submanagers. These elements are network devices with different functions and, therefore, different resources (Processor, memory and bandwidth). These functions cannot be damaged by scripts.
Aware of the problem cited above, DISMAN advises hardware resource limitation in management scripts execution, but anything else is specified. Thus, this article proposes a Script MIB extension in order to deploy this requirement. New management objects are added in order to control hardware resources in distributed managers.

2 IETF Script MIB

The IETF Script MIB provides means of delegating and calling management scripts for/in distributed managers. According to RFC 3165 [3], a distributed manager is a processor entity able to provide network management functions. This distributed manager can be broken up in two elements. The first one is a SNMP entity, which implements the Script MIB, and the other is an execution environment responsible for execution of scripts.

A standard interface is defined by the SNMP management architecture for delegation of scripts. In short, the Script MIB provides mechanisms to: transfer management scripts to distributed manager; start, suspend, resume and finish management scripts; send arguments to management scripts; monitor/control active management scripts and bring management scripts execution results back.

Scripts can be written in any programming language supported by the MIB implementation. Nothing is said about the format of management scripts during transfers. The most part of programming languages is registered by IANA and other specific languages can be registered in enterprise subtrees.

The Script MIB allows the execution of various instances of the same scripts. A running script can be suspended, resumed or aborted. Active scripts timeouts are used to avoid problems such as infinite loops. A notification with an exit code, an error description and a timestamp is generated when a script ends in an abnormal way.

To start a script is needed to create an entry in smLaunchTable table, which store all script parameters, its maximum time to live and its owner. An abstract launch button is responsible for starting the script and this action can be done through a single SetRequest primitive. So many instances of the same script can be executed, but different parameters and permissions must be applied.

The smRunTable table lists all scripts that are running at the moment or finished one second before. A manager can retrieve script states, control their execution and retrieve results of finished scripts through objects from this table. The agent stores script results until maximum time to live.

However, the Script MIB specification leaves open the resource limitation problem. This issue is addressed just one time when suggestions of mapping the owner Script MIB object to a local operating system (or another execution environment) user are done.
3 Script MIB Extension

Mapping of the owner MIB object to a local user in the execution environment is a great suggestion to solve the resource limitation problem, however this approach is followed by many tradeoffs to be considered. The lack of user based policies in simple execution environments or no related information about users and their pre-defined resources are some examples. A user in an general purpose operating system nothing says about constraints such as limit of processing cycles.

Therefore, this article proposes the creation of a new table called smResourceTable, which provides new objects able to specify and control resources during management script executions. Some computational resources are very important to the right working of devices. Four essential features were chosen to control script execution: Processing time; Physical memory; Number of open files; File size. The Script MIB extended with the new table is shown at Fig. 1.

![Fig. 1. Extended Script MIB diagram](image)

An entry is associated with a management script through the smScriptOwner and smScriptName objects. smResourceIndex object associates a specific resource limitation configuration with a script execution. All attributes are optional.

smResourceCurrentLimitCPU object stores the maximum of processing time, in seconds, that a script can make use. smResourceCurrentLimitMemory stores the maximum physical memory available to its execution. Management scripts cannot exceed these limits and the execution environment needs certify this constraint.

Maximum limits that a user can setup to the current limit of processing time and physical memory are presented at smResourceMaximumCPU and
smResourceMaximumMemory objects. Moreover, they cannot be changed by
the script owner because are pre-defined by the SNMP agent.

The smResourceCurrentLimitFileSize object shows the maximum size, in
bytes, of files written by management scripts and its maximum possible value
is found at smResourceMaximumFileSize. In the same way, the smResource-
CurrentLimitNumberFiles and smResourceMaximumNumberFiles objects store
the maximum number of open files that a specific script can handle and the
maximum possible values. Management scripts cannot exceed these values.

The smResourceFailure object points out that the related script has reached
one of the pre-defined limits. This objects value is related with the last incident.
Possible values are: sigxcpu (Processing time limit has been reached); notAl-
locMemory (Script has tried to exceed the maximum physical memory limit);
sigxfsz (Script has tried to write to a file bigger than the maximum file size value
defined); noOpenFile (Script has tried to open more files that the value defined);
noFail (No limit has been reached yet).

When a script reaches a pre-defined limit for any resource or tries to ex-
ceed this limit, a notification is generated in order to identify which limit was
responsible for the exception.

Even with definitions for each object cited above, there are so many ways to
deploy them. Their behavior is left open for each environment that implements
the proposed extension. However, two situations need to be considered:

The first one concerns about objects that store maximum possible values.
Management scripts can belong to different owners, which can have different
permissions and privileges in the system, so the agent responsible for the Script
MIB can specify different values in order to give different priorities to the owners.

The second one is about penalties for management scripts that tried to exceed
limits pre-defined at current objects. Notifications send to the manager are just
warning messages and not penalties.

A complete Script MIB specification extended by the proposal cited in this
article can be found at the project website [4].

4 Script MIB Extension Implementation

4.1 JASMIN – A Java Script MIB Implementation

The Script MIB has been implemented in Java programming language at Techni-
cal University of Braunschweig and C&C Research Laboratories of NEC Europe
Ltd. at Berlin inside a project called JAva Script Mib ImplementatioN (JAS-
MIN) [5]. The final projects purpose is to experiment the IETF Script MIB
functionalities and share results with DISMAN working group. Figure 2 details
the Jasmin internal structure.

The left side shows the master agent process, where Jasmin makes use of
NET-SNMP toolkit. Subagents are loaded inside the master agent in runtime
mode through dynamically loaded subagents modules.
Jasmin core shows the autonomous kernel and its auxiliaries mechanisms. This kernel changes information with execution systems via Script Mib eXten-
sibility (SMX) [6], which eases the adding of new execution systems. The Java
virtual machine is used as the main Jasmin execution system and provides sup-
port for execution systems in Tcl and Perl. The Jasmin kernel starts execution
systems and a local security service certifies the system authentication process.

Jasmin uses security profiles in order to define what an active script can do.
The first one is the operating system security profile, which specifies a set of
operating system services that can be used by the script. The second one is the
runtime system security profile, which specifies a set of services that can be used
at some well-defined moments during script execution.

4.2 The SmResourceTable Implementation

Jasmin is an open source SNMP agent built over a modular architecture that
provides extensibility and scalability. Besides, it provides support for resource
limitation in distributed managers.

Based on these remarks, Jasmin project has been chosen as a framework to
the Script MIB extension implementation, following suggestions found at own
Jasmin documentation of mapping script credentials to Jasmin security profiles.

Jasmin has three essential files: a MIB file that defines the module itself; a C
header file with all function prototypes and C implementation files. The MIB file
was generated according to RFC 2592 [7] and the C header file is called jasmin.h.

To add the new proposed objects to Jasmin environment it was needed change
the local Script MIB file in order to extend it. Jasmin.h file was changed with new
object definitions and their handle SNMP functions. Two files called resource.c
and write_resourcetab.c have been added and concerns about read-only and read-
write access methods.
Initial object values were specified in jasmin.conf configuration file, which has been changed with new smResourceTable objects. Another configuration file named snmpd_jasmin.conf was changed to support access to smResourceTable.

All new objects were implemented, but smResourceCurrentLimitMemory and smResourceMaximumMemory objects will not be instrumented because Jasmin haven’t any limitation rule for them.

Object instrumentation was done at C language because of NET-SNMP toolkit. However, the resources limitation mechanism has been developed in Java. Warnings and JasminSecurityException exceptions are sent when a script tries to access an unauthorized resource. This implementation has a main purpose of validating the proposal presented in this article.

5 Final Remarks

Script MIB has many advantages in distributed network management. However, the possibility of execute management scripts in remote devices can bring many problems as controlling of submanagers; monitoring of scripts and their instances and controlling of arguments and scripts results. The computational processing to realize all these tasks cited above can damage essential distributed manager functions.

In order to define a model for delegation of credentials over the Script MIB, allowing resource limitation per script, this article presented a Script MIB extension, which add new objects to monitor and control essential system resources (processing cycles, physical memory and file handle).

The implementation has been finished and was deployed inside the JASMIN architecture, which has saved days of work. Some experiments will be done next step in order to certify viability and efficiency.

As future works, our group will try to port this extension for other execution environments such as Tcl and Perl, which couldn’t be supported at this first moment. Besides, new experiments and improvements will be done in order to reach an IETF draft style as a RFC 3165 addendum.
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Abstract. This document presents a generic model capturing the essential structural and behavioral characteristics of network components in the light of fault management. The generic model is described by means of UML notations, and can be compiled to obtain rules for a Viterbi distributed diagnoser.

1 Introduction

This paper presents the results of the continued efforts on generic modeling initiated within the Magda projects [1] and [2]. The generic model captures the essential structural (generic components and their relations) and behavioral (interactions between the generic components) characteristics of telecommunications network components in the light of their utilization in fault management tools. The generic model covers both circuit-based and packet-based networks, despite of divergent approaches adopted by the respective standardization bodies. The generic model is described by means of UML notations, namely, class diagrams, sequence diagrams and instance diagrams. These diagrams are intended to be used in 1/ derivation of the technology-specific models and 2/ generation of rules on generic component instances. Although the targeted management applications work with the derived specific models, but in certain cases they can directly apply the rules defined on generic components. Thus, the effort necessary for deriving a specific model is significantly reduced. For the diagnosis application we have considered, we proved that the generic model can be compiled to obtain generic rules.

2 Basic Concepts

2.1 Structure

The basic concepts of our generic model are guided by the ITU-T standard Generic Functional Architecture of Transport Networks [6]. The layering concept in this architecture introduces client-server relations between the adjacent layer networks,

* The presented results have been funded by the French national RNRT Magda2 project on fault management.
while the partitioning concept allows the decomposition of a layer network into subnetworks and links. The end-to-end connectivity in the server layer, network connection, is obtained by concatenation of link connections. A trail in the server layer provides the communication service between two neighboring nodes of the client layer network, see Fig. 1a. In the case of multiplexing, it carries several link connections of a client network in the server network; we speak also of a containment relation between the respective Connection Termination Point (CTP) and Trail Termination Point (TTP) managed entities of the neighboring network layers. The CTP/TTP entities of the same network layer are connected, as shown in the figure, through matrices and subnetworks.

These concepts are largely adopted in circuit-based technologies and they are represented in object-oriented management information models [5]. In packet-based technologies however these generic concepts are not explicitly expressed and the information models are often based on SNMP table structures. Nevertheless, it can be shown that these concepts remain pertinent also for packet-based connection-oriented networks, and the respective objects can be extracted from table-based information

---

**Fig. 1.** a. Generic functions and managed entities, b. Generic Components.
models. In MPLS [8], the FEC (Forwarding Equivalence Class) aggregation approximates the termination function and can be seen as a TTP, while the label assignment is related to the adaptation function and can be represented by a CTP.

2.2 Fault Behavior

Due to their physical nature and the associated monitoring mechanisms, the main role in fault propagation across the network is played by transmission failures. A transmission failure is physically propagated through the network: horizontally, along a network connection at a given layer network, and vertically, through the higher layer networks. In addition, the detected faults can be propagated via monitoring signals. So, once a failure/degradation is detected at a TTPSink, failure indications are sent to the corresponding CTPSink objects on the client layer. Further, this information can be forwarded downstream along the network connection in the client layer until the respective TTPSink is reached (Forward Defect Indication). Note that the propagation can be interrupted whenever one of the objects on the propagation path is in a “non-communicating” (e.g. Disabled) state (alarm masking).

3 Structural Relations

3.1 Generic Components Package

We use an abstract notion of GenericComponent to represent any network component that can be faulty and/or can participate in a fault propagation, see Fig.1b. The generic components are interrelated by means of peering and containment relations. In order to allow working with a programming language (e.g. Java) which does not support multiple inheritance, all the generic components are declared as Interfaces. However, the state variables can not be declared as attributes of an Interface, this is why we define them in an additional class GenericComponentClass and impose (informally) that in a specific model any class implementing a generic component must inherit from this class to obtain the uniform definition of state variables. We identify 4 main classes of generic components: NetworkElement represents a physical network element (device); Matrix represents a logical or physical component that regroups a set of cross-connections (matrix connections); TerminationPoint represents a logical or physical component used in transmission; DirectConnector represents a matrix connection and physical link components, the latter is a trail at the lowest layer network.

3.2 Layer Network (Partitioning) Package

The diagram of Fig. 2. defines the horizontal (or peering) relations between the generic components. MatrixConnection class represents a cross-connection between two termination points on the same network element. LinkConnection class represents a logical (indirect) connection between two CTP objects on two neighboring network elements. Link class represents a list of link connections grouped together for usage in routing algorithms. Trail class represents a logical (indirect) connection between two
Fig. 2. Peering relations: layer network (horizontal) partitioning.

TTP objects on two distant network elements, it symbolizes a transport service provided by a given layer network to its client layer network. The Client-Server Relations package is used to define the client-server (vertical) layering as containment relations between CTPSource and TTPSource (source aggregation), and between CTPSink and TTPSink. The Physical Location package introduces another type of containment relations: containment by physical location. A network element contains a matrix, and a number of physical ports. The NE view package is aimed at presenting a local view of the network hierarchy. It proposes a structure of recursively embedded Layers where each layer assembles the local termination points belonging to the given layer network. This view is important if one aims at automatic model discovery from the information available in the network devices. In that case, a complete model instance is constructed having as an input the entities and dependencies described in this package.

4 Fault Dynamics

In order to describe the fault-related behavior of model components the notion of tile was introduced in [4]. The tiles are composed of a pre-condition part - conditions on attribute values and reception of messages; an action part - sending of messages, possibly under some conditions, and a post-condition part - new attribute values. The tiles can be easily described with a rule script and can be directly called in fault management applications that make use of a rule engine. We introduce an equivalent UML compliant description mechanism which allows to associate fault-related behaviors with the generic components and to transform them into a rule script.

4.1 Rule Description with UML Diagrams: The Concept

The main idea is to describe a rule by means of one sequence diagram and one instance diagram. The sequence diagram represents the message exchange between the
class instances and defines the conditions on attributes in the associated comment blocks. On the other hand, the instance diagram specifies the structural relations between the class instances. The instance diagram will therefore introduce new conditions to be verified in the rule. Fig. 3 shows such a pair of sequence and instance diagrams. The corresponding rule script (in Ilog JRules syntax) generated with default conventions is shown on the right.

Fig. 3. A sequence diagram with an instance diagram describes a rule.

We use this mechanism for defining generic tiles, i.e. behaviors associated with generic components such that the corresponding rule script is readily applicable, by inheritance, to the respective components in a specific model. Of course, the same mechanism can be applied during the definition of the specific model in order to describe supplementary specific fault behaviors.

4.2 Horizontal and Vertical Propagation

Propagations between the components of the same network layer can be in forward or backward directions. In either direction, they can follow direct connections (matrix connections) or indirect connections (link connections, trails). For the sake of brevity, we chose to present the case FDI-1 of direct connections.

The sequence diagram of Fig. 4 defines a behavior where a generic component with operational_state = Disabled communicates a message FDI to another generic component. The right part summarizes the 5 cases where such a behavior can happen: via matrix connections or physical trails. The concerned objects are outlined with blue rectangles, the associations between them are indicated with red lines, the currentObject is indicated with a circle where an arrow originates. Propagation and/or Masking is a behavior inherent to all the layered generic components and can be easily modeled by pre-conditioning the forwarding of messages from an upstream object.

Fig. 4. Forward Propagation via a direct connection.
to an downstream object, by the test of the \textit{operational state} of the intermediate object. Vertical propagation is modeled as a message exchange between two generic components with a precondition on the operational state of the object sending the message. The idea behind it is that any generic component in a faulty state will automatically propagate its state to all the components it contains. So, this behavior is essentially based on the containment relation.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig5.png}
\caption{The functional view of the OSCAR model-compiler}
\end{figure}

\section{Model Compiler}

Using the class and deployment diagrams, our tool builds the actual objects and their associated links, in order to obtain the model instance of the specific network to be supervised. These objects will be used by the diagnosis application. On the other hand, the sequence diagrams are compiled to produce the rules (expressed in Jrules) needed by the diagnoser. The OSCAR prototype has been connected to the Objecteeering case tool using the XMI interface. Precisely, OSCAR takes in input a UML model and produces a set of Java classes, a set of rules (an XML file describing a set of condition/action) and a configuration file, as illustrated in Fig. 5. Another step of facilitation of the modeling task consists in the discovery of network topology and the respective instantiation of the correlation model used by diagnosis modules. The automatic instantiation can be applied to the structural part of the model by inspecting the supervised network elements and by extracting the connectivity information contained in the SNMP MIB tables. This information then is mapped onto an object structure of a specific model for MPLS networks derived from our generic model which in its turn is compliant with ITU-T G.805 Recommendations. As a result of this mapping one generates a set of XML files representing the logical and physical topology of the supervised network in the terms comprehensible for diagnoser modules. The same schema can be used in order to take into account the network reconfigurations that may happen after the initial model instance was communicated to diagnoser modules. This functionality is integrated within a generic Topology Manager tool developed in Alcatel R&I Lab. In our experiment, the distributed alarm correlation task is performed by a collection of Viterbi Diagnoser (VD) modules.
Each of these modules is in charge of a limited part of the network, typically one network element. The task of a VD is to collect alarms produced by the region it supervises, and to recover all behaviors of the supervised region that could explain these alarms [3]. The whole chain of our model-based approach to diagnosis have been demonstrated on the Alcatel management platform ALMAP.
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Abstract. The integration of wireless local area networks (WLANs) and the high speed wide area network (WAN) using ‘always on’ broadband access that could provide an efficient and cost effective inter-WLAN mobility management requires the current WLAN internetworking protocol enhanced. The Inter Access Point Protocol (IAPP) defines methods for access point coordination over a distribution system to support WLAN interworking without any central intelligence to support mobility. The implementation of mobility management with any external central control in a distribution system, including broadband such as DSL, is not specified in any WLAN, including 802.11. This paper, first, presents an implementation of a distribution system with broadband DSL accessed central network control for IEEE 802.11 inter-WLAN mobility. Then the modification to the IAPP protocol messaging required for the broadband supported mobility management for inter-WLAN is presented. Preliminary simulation results demonstrating the effectiveness of the proposed distribution and its signaling are also provided.

1 Introduction

To take advantage of the broadband supported distribution system, the WLAN interworking protocol needs to be enhanced. The distribution system is formed by a distribution system medium (DSM) and distribution system service function in each access point and central server. The implementation of mobility management with any external central control in a distribution system, including broadband such as DSL, is not specified in any current WLAN. The coverage and the performance of an inter-WLAN mobility would largely depend on the implementation of the distribution system and the control messaging. [1] proposes three options of the implementation of the distribution system, including a server controlled WLANs using IP layer, to forward messages between stations in a IEEE 802.11 infrastructure network.

Our paper concentrates on mobility management in addition to the broadband distribution system implementation network topology. Thus our work differs from [1]
in two important ways: first our distribution implementation architecture option uses DSL accessed network server residing in high speed backbone data network for inter WLAN communications and its mobility management. DSM such as Ethernet provides limited range in local area but the broadband DSM will provide wider range with efficient connectivity. This, integration of WLANs and the WAN (high speed data network) using broadband access provides an efficient and cost effective mobility management for the WLANs. Secondly, this work leverages IAPP and proposes supplementary protocol procedures for handover and specifies required additional signaling messages for the inter-WLAN mobility management. Cellular network mobility management protocol [2] does not seem to be a good starting for the connectionless packet networks, such as 802.11 WLAN.

The IEEE 802.11 Wireless LAN standard [3] specifies which messages are exchanged between an access point and a mobile terminal in intra-WLAN. The Inter Access Point Protocol (IAPP) [4] defines methods for access point coordination over a distribution system to support APs interworking without any central control and it is not adequate to support the proposed distribution architecture. The 802.11F [5] that makes use of IAPP and specifies the information to be exchanged between APs among themselves and a higher-layer management entity residing in the AP, is also not adequate for the Inter-WLAN mobility with DSL accessed network server architecture as it does not address any network-based external server provided control mobility management. Typically, this management entity is a main operational program of AP which is AP vendor specific and its implementation is not defined. The 802.11F and IAPP are geared towards the multi-vendors’ APs interworking and not sufficient for the Inter-WLAN mobility management. The notion of our proposed broadband accessed distribution system for inter-WLAN goes beyond the traditional WLAN mobility.

This paper addresses the network server control mobility management based on the IAAP preliminary work to support the mobility for the 802.11 WLANs. If and how the IEEE 802.11F features could be leveraged for the proposed architecture is for future study. The proposed distribution system integrating WLAN and high speed WAN with a central control would obviate the multicasting and improve the overall efficiency. IAPP protocol implemented on top of UDP/IP uses IP multicast function to link all access points. The IAAP IP multicasting introduces signaling traffic overhead and affects the QoS. It is not capable of supporting mobility in the proposed broadband supported distribution system. In this work we are mainly interested in IEEE 802.11 inter-WLAN mobility, not Intra-WLAN mobility.

The rest of the paper is organised as follows: Section II provides a description the DSL broadband supported distribution system medium with central network server control for inter-WLAN mobility. Section II also gives a summary on mobility management approaches using mobile IP. Section III describes the proposed HO procedure and the signalling messages required for the HO in broadband supported distribution system and central network control. Section IV provides the simulation results. Finally, Section V summarizes our conclusions and contributions.
2 Broadband-Based DSM and Inter-WLAN Mobility Implementation

Figure 1 shows a network diagram that illustrates the various network entities and the functions that may comprise such an end-to-end distribution network over DSL that supports WLAN mobility. DSL is an effective encoding technology-over which higher layer encapsulations like ATM, protocols, including IP, and higher order services such as Web access or multicasting are deployed.

![Network Diagram](image)

Fig. 1. Broadband-supported DSM and Network Control WLAN Mobility

Our implementation architecture is about the inter-WLAN mobility, i.e., inter-access points (APs) messaging via the wired part of the “always on” DSL loop accessed backbone network to support mobility. With an appropriate protocol architecture mechanism, it is possible to detect the loss of the connectivity to the control point of the first WLAN and establishing a connection to the next available control point of a different WLAN. This control point in an infrastructure network of IEEE 802.11 is referred to as an AP. In this paper this access point will be termed as broadband control point (BCP). The mobile station will be referred to as mobile terminal (MT).

In order to support mobility in an inter-WLAN, the network infrastructure needs to have a set of network entities and functions, that, when functioning together, are able to provide the necessary services for the application. First, a wireless access point with DSL interface capability to extend transport service to the network-based server. Second, a signaling protocol that is capable of connection establishment and seamless handoffs when the mobile terminal is migrating across the WLAN boundaries is required. Finally, a wireless control mechanism is needed for management of radio resources, handoff etc. between BCP and mobile terminals.

In the proposed signaling protocol architecture, handover signaling interactions between a terminal and a BCP take place over the WLAN air interface but the inter-BCPs signaling communications of different WLANs will take place via the always on DSL access network. The network-based server coordinating the required handover will be accessed from all the provisioned BCPs of the respective WLAN via the DSL access. A typical IEEE 802.11 WLAN consists of a collection of WLAN adapters and APs interconnected via a distribution system. In IEEE 802.11 WLAN standard the
coverage area of a single Access Point is referred to as a basic service set (BSS); to extend this, multiple BSSs are connected through a distribution system (usually the wired network) to form an extended service set (ESS). In typical WLAN all the access points are connected via Ethernet as DSM that gives limited range. The use of DSL access will provide extended environment. DSL access technology will provide the wired network to build the ESS with wider coverage for different and large WLANs. This is the uniqueness in inter-WLAN communication where always on DSL access loop integrates WLAN with backbone network server for inter-WLAN mobility. As shown in Figure 1 the WLANs are connected to the backbone network via a broadband, always on, access network, such as DSL. In this distribution architecture, each WLAN is managed by the respective BCP and can communicate with any MT of the different WLAN through the backbone network. MTs in the same WLAN communicates with each other via the local BCP without going through the backbone network. A mobile MT (voice or high speed data) connected to the backbone via any one of these WLANs, moves away from current WLAN service area to another WLAN service area, the connection with the backbone will be maintained under the control of the backbone-based network server. In this network arrangement, the link between the DSL Access Multiplexing and the server could be ATM employing IP. The BCP maintains a permanent virtual connection with the network server over DSL access employing ATM. With ATM, the connection-oriented technology, the interaction between the BCP and the network server is permanent virtual circuit (PVC) or switched-virtual circuit (SVC).

Mobility management enables telecommunication networks to locate roaming terminals for call delivery and to maintain connections, as the terminal is moving into a new service area. The task of the mobility management in a data network is to route the incoming packets towards mobile nodes. The 802.11 standard does not specify how the distribution system will transfer a message from the source AP or central server to the destination AP or server over broadband access integrating LAN and WAN. In order to manage the mobility between the WLANs connected via the DSL-accessed network server, we need a mobility manager, i.e., an internetworking strategy. There are several alternatives, including Mobile IP to interconnect the two networks. While mobile IP is widely used in wireless WANs, it is not known how well it performs in WLAN environment. Mobile IP is intended to enable nodes to move from one IP subnet to another. [6, 7, 8, 9] describe mobile IP application for specific network inter-working and integration but provide similar conclusion that Mobile IP approach may not be suitable for handover in all packet services because of latency, delay, and packet loss. This approach suffers from the triangle routing between networks if mobile IP does not support route optimization. Network based central server would provide both home and foreign agents like capabilities allowing mobile user to keep the same IP address when changes its point of attachment. This would be simple, cost effective and efficient.
3 Proposed Signaling Protocol

There are two protocols involved in Inter-WLAN mobility for IEEE 802.11: Announce Protocol and the Handover Protocol. The IAPP Announce Procedure needs to be modified to make it work for the proposed architecture. More specifically, Announce.request message must be sent to the central server only and that warrants procedure changes. This Announce protocol requirements are beyond the scope of this paper. Here, we concentrate only on the Handover protocol. Two parts in inter-WLAN end-to-end signaling needed in Handover procedure (Fig. 2a): 1) Wireless part – between BCP and MT 2) Wired part – between BCP and network server.

![Diagram](image)

**Fig. 2.** a) Two parts of end-to-end signaling and b) End-to-end protocol stacks

Here the idea is to leverage IAPP as much as possible. The wireless part would be IEEE 802.11 interface as described in [3] but the wired part would be modified for implementing the proposed broadband assisted inter-WLAN mobility in IEEE 802.11. In order to identify required signaling in wired part of the above-mentioned signaling, a handoff procedure needs to be defined. Figure 3 shows protocol stacks using IP over ATM in DSL access. This allows location management and forwarding packets over an IP network composed of various WLANs interconnected by a central control server. A routing signaling message from one BCP or central server is not broadcast to all other BCPs and to the central server. The IP addresses of all BCPs belonging to the ATM over DSL supported virtual private network need to be known to the server only unlike [1]. With this broadband supported distribution, all these WLANs will appear as if they are in same subnet under the control of a single server. Where the WLANs are off different broadband access network, it is possible that all the BCPs are served by the same central server. This could be achieved via some intelligence signaling technique. This signaling interconnecting technique using IP and PSTN SS7 signaling is beyond the scope of this paper. More than one distribution system can be connected via any backbone mechanism, such as IP, to form a single distribution system that would cover wider geographic area. This arrangement would obviate Mobile IP like management approach. Note that with the typical distribution system, such as Ethernet, the inter-WLAN mobility range is limited. But with this broadband supported distribution system, we can have broader inter-WALN mobility range with high quality for both data and voice. In this distribution system, the network server
will maintain an address-mapping table for recording address of the MTs and the associated BCPs. These addresses in the address-mapping table could be pre-provisioned and could be populated in real time dynamically. Each BCP can inform the server of the MAC address of the MT’s in its WLAN using a message. Note that in IEEE 802.11, Association function provides that capability. After receiving this Association information from the MT, the BCP transfers this information to the server over the ATM PVC. In this broadband distribution arrangement, BCP does not have to maintain any address mapping table. All information related to routing and addressing are handled by the network server. When a MT has moved out into another WLAN, the new BCP responsible for the new WLAN must inform the server about the change. The server connects all the WLANs (i.e. BSS) to form a virtual private network, with WLANs distributed in different building interconnected by the internet and the voice network.

3.1 Proposed Handoff

The intention of the modified HO protocol is not only to inform the old BCP about the move but also provide the required mobility control messages. Our HO procedure described is inspired from the connection oriented mobility management concept. The existing IAPP Handover protocol only informs the old access point that support for the MT has been assumed by another access point and the old access point takes some local action such releasing the resources, update its filter table, and discard or forward buffered frames for the MT. Table 1 shows modified IAPP protocol summary and protocol requirements.

Table 1. Modified IAPP: Protocol Summary and Protocol Requirements

<table>
<thead>
<tr>
<th>Modified IAPP: Protocol Summary</th>
<th>Modified IAPP: Protocol Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Inform the central control about the intent of the MT’s re-association with new access point</td>
<td>1. An access point must transmit a HANOVER.request to the central control when it receives a Reassociation-request from the IEEE 802.11 MAC protocol (this an attempt of handoff by a Mobile station)</td>
</tr>
<tr>
<td>2. Central control determines the availability of the bandwidth for the QoS required for the proposed service</td>
<td>2. Central control receiving HANOVER.request, must respond to it with a RESRC_REQ (this RESRC_REQ must include the messageID from the associated HANOVER.request)</td>
</tr>
<tr>
<td>3. Central control find out best possible access point for the migrating MT</td>
<td>3. Access point receiving RESRC_REQ, must send RESRC_RES indicating the available bandwidth.</td>
</tr>
<tr>
<td>4. Inform the old access point that support for the MT has been assumed by another access point (allowing it to release the resources, update its filter table, discard/forward buffered frames)</td>
<td>4. An access point, receiving no response after having transmitted a HANOVER.request, should retransmit the HANOVER.request at least once</td>
</tr>
<tr>
<td>5. Update filter tables of intermediate MAC-bridges</td>
<td>5. An access point, receiving no response after having retransmitted a HANOVER.request, may retransmit additional HANOVER.requests. These additional retransmissions may be at increasing intervals</td>
</tr>
</tbody>
</table>

3.2 Proposed Messaging

Additional messages are needed in IAPP to support the mobility management using the proposed architecture. The flowing messages, referred to as Protocol Data Units (PDUs) in IEEE 802.11, defined in the modified IAPP: HO_ACK, RESRC_REQ, and RESRC_RES. Figure 3a shows the required signaling message flow for the proposed
handoff procedure. As the MT migrates away from old BCP and towards the WLAN coverage area of new BCP, it listens to the beacon signals from both BCPs. Based on its measurements of the BCP beacons, the MT can suggest when to initiate handoff from old BCP to new BCP based on its measurements of the BCP beacons. Note that these beacons measurement and HO decision is specific vendor implementation dependent and beyond the scope of this work. After the measurement is done, the MT sends Reassociation Request (Reasso_REQ), an existing IEEE 802.11 MAC message, to the new BCP using the broadcast radio channel, specifying all its audible frequencies and their corresponding signal to interference ratio (SIR) status.

Upon receiving this HO indication message (Reasso_REQ), the new BCP sends Hanover Request (HO_REQ), an existing IAPP message to the network-based server over the DSL/ATM PVC interface. Based on this message (user device ID, potential handoff BCP (new BCP) and the call connection ID of the existing call) from the new BCP, the server establishes a co-relation between the existing call and the old BCP that is serving the MT. The BCPs maintain a permanent virtual circuit with the network server through the DSL access. The network server would maintain a connection table of all the existing calls (data or voice) using BCPs served by the server. The server then sends a query Resource message, RSRC_REQ, to the new BCP asking about its resource availability. This would be a first new message to IAPP. In response, the new BCP sends RSRC_RES (second new message) informing about the resource availability (in this message flow it is assumed that the resource is available). The network server could use an inter-BCP (WLAN) protocol to find out the best possible new BCP (WLAN) for the migrating remote mobile terminal. After receiving RSRSC_RES from new BCP, the network server sends an acknowledgement, HO_ACK(third new message) to the new BCP. This is a second new message to the existing IAPP. Assured of the establishment of the data path to MT via the new BCP, the sever sends a HO_REQ message to the old BCP. The old_BCP sends HO_RES to server and in turn the server sends this HO_RES to the new BCP. Then the new BCP sends this Reasso_RES to the MT to complete the handover initiation phase. After receiving the Reasso_RES from the new BCP, the MT changes its operating frequency and starts communicating through new BCP. Now the resource allocation tables both in the BCPs and the network server are updated. The routing table in the server is also updated. Figure 3b shows modified HO exchange (retransmission).

4 Simulation Results

Figures 4-5 demonstrate the effectiveness of the proposed distribution architecture and its signalling scheme over the current WLAN-interworking system. Figure 4a compares the performance of the proposed broadband accessed network-based server mobility solution with current non-coordinated system solution in worst case when the systems are in highly interference environment with no recovery from the degraded links. Figure 4b depicts the performance comparison when the systems are in highly
interference mode with an inference combat strategy by switching to better channel under the control of the network server.

![Diagram](image)

**Fig. 3.** a.) Modified HO Exchange (normal) and b) Modified HO Exchange (re-transmission)

![Graph](image)

**Fig. 4.** Traffic received at MT for current vs. proposed system with high interference: a) with no combat strategy and b) with combat strategy

Figure 5a shows the comparison of the traffic received in the WLAN when the system has less interference than the previous two cases shown above. In all scenarios, our architecture and its signalling scheme always performs better because of broadband high speed accessed central control mobility management scheme. In the current WLAN interworking architecture, the traffic loss is higher due the fact that all the incoming traffic to the mobile node has to go to the mobile node’s home WLAN and then to the present WLAN where the mobile happens to roam to. With our architecture this tunnelling is avoided by using the server’s intelligence. Figure 5b shows the delay comparison between the proposed signalling scheme and the current WLAN interworking scheme. As seen in this figure, even though the proposed signalling scheme has more controlling messages to be transported than the current WLAN interworking scheme, the delay for our case is lower than the current architecture and its signaling scheme.
Conclusions

An implementation of a distribution system with broadband DSL accessed central network control for IEEE 802.11 inter-WLAN mobility is presented. Our implementation architecture has changed the traditional notion of WLAN extended infrastructure network and its wired distribution system. This paper has provided a survey result on the mobility management approaches including Mobile IP to assess and develop a mobility management strategy for the broadband supported distribution system for IEEE802.11 inter-WLAN mobility. With this broadband supported distribution, different WLANs will belong to the same subnet under the control of a single server. The IAAP is not adequate for the Inter-WLAN mobility with DSL accessed network server architecture, as it does not have any central intelligence to manage the mobility with QoS. The IAAP/IEEE 802.11F specification is developed for the interworking between the APs over the local distribution system and does not support network-based mobility management like the proposed architecture and its signaling scheme. Another deficiency of the IAAP is IP multicasting introducing signaling traffic overhead and affecting the QoS. This paper addresses the network server control mobility management based on the IAAP without IP multicasting to support the mobility. We have proposed a handover procedure and the modification to the IAPP protocol and identified required messaging for the broadband supported network server control inter-WLAN mobility. This paper presents simulation results demonstrating the better efficiency of the proposed distribution architecture and its signaling scheme over the current WLANs interworking architecture and the scheme. This mobility management approach using broadband based DSM would highly benefit the service providers in offering a wide range of voice and data services in WLANs with minimum efforts and cost.
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Abstract. Joining the capabilities of two different worlds, location/positioning systems and RFID systems, is the aim of the Real Time Location System (RTLS) described in the present paper. Here we propose a cost-effective architecture for such a system based on Time Difference of Arrival (TDoA). Delay measurement of very small time intervals is also approached. Trial experiences in controlled medium results were made and shown the effectiveness of such methods.

1 Introduction

Location and positioning systems are in widely use these days. Perhaps the most known among them is the Global Positioning System (GPS), although several others (Decca, Omega, Loran, Glonass, to name a few) have/had their own importance [1]. These positioning systems typically allow a user to know where he is. The location system here described has a different focus: it enables us to locate things in a restrict area, as products in a warehouse, vehicles in a parking, people in a building, and so on.

Also, in the last years we have seen an ever increasing demand for RFID (Radio Frequency Identification) systems throughout several markets [2]. RFID tags are being put everywhere (products, machines, animals) providing several kinds of information, such as provenience, destiny, date of manufacturing, owner, and so on.

Then RFID devices are used as part of information systems, which have proven to be invaluable tools for numerous tasks such as warehouse and fleet management. A LPS (Local Positioning System) would be able to give the answer to the eternal question "Where is it?" for any tagged item. Joining location systems with RFID would thus be highly desirable for businesses such as management and logistics.

2 Proposed System

2.1 Motivation

In a scenario of a large parking yard, for example, a car factory parking for the new cars, or a large parking for buses, it is of the most interest to know where each vehicle is and, if possible, to get information about it, including a description/identification of it, data from sensors, mileage, oil levels, or even a link to the vehicle's central computer to check any malfunctioning, flag, alarm, etc.
For the LPS to be usable on these and other scenarios it is desirable a competitive price especially for the expectable high number of tags.

2.2 Guidelines

Our proposed LPS is composed of two clearly distinct parts: mobile subsystem (the tags to be attached to appropriate items) and fixed subsystem (radio base stations, control computer, wiring). The tags should emit a somewhat strong radio signal in order to be located. Hence, unlike some proximity RFID systems, they should be active devices, i.e., to have their own power supply (e.g., a battery).

Let us here expose some main guidelines a LPS system should obey:

- Information retention;
- Radio modem capabilities;
- About 1m location error;
- Cost-effective system;
- Outdoor operation;
- Tag reading range around 100m;

Data transfer through radio is an easy task nowadays. The main problem in a LPS is exactly location. For that reason, the paper is mainly about location.

2.3 Referential Problems

Within a positioning system, we must be able to measure/inference the distance from the item being localized to several different known locations (our referential). Once those distances determined, finding the item's position is a matter of algebra. When using radio signals, it is obvious that we can measure propagation times and determine those distances knowing \( \Delta x = c \times \Delta t \), where \( c \) is the speed of light.

One of the imperative requirements for a local positioning system is its cost-effectiveness. As can be easily realized, precision reference sources such as atomic clocks, GPS-like, are not viable [3]. Conventional quartz clocks, even with very tight tolerance crystals, have too much clock skew. So, we soon realized that having clocks on every device synchronized to a common time frame was not the way to do it. One must then choose another common reference to our system.

The solution came out to be simple: one of the known fixed points (our "base stations") will be used as a common reference. That particular base station will act as a mirror for the radio signal. The tag's signal will be received and retransmitted on a different frequency. So, it happens every other base station will receive two radio signals: the direct one from the tag and the reflected one from the mirror base station. These two radio signals have, in fact, the same content. The difference relies on the distance traveled by each one. Hence, a fundamental principle can be stated: the distance information does not lie on the signal itself, but rather on the delay between the two received signals.

Fig. 1 illustrates this principle. Base station 1 (BS1) is acting like a mirror. Let us take base station 2 (BS2) as an example: this particular base station receives the tag's signal directly from the tag delayed by a time amount of \( t_2 \), and the reflected one delayed by \( t_1 + t_2' \). Consequently, BS2 is able to estimate the time difference between
the signals. Since BS1 and BS2 are at known fixed positions, $t_2'$ is constant. Therefore, we can in fact compute the time difference $t_2 - t_1$.

![Diagram of propagation delays with a mirror base station](image)

**Fig. 1.** Propagation delays with a mirror base station

The above leads us to the following conclusion: in our system there is no absolute time frame. We can only make relative measures between signals. Being so, unlike GPS, we never know $t_1$ or $t_2$ (or $t_3$ or $t_4$) but the difference $t_2 - t_1$ (or $t_3 - t_1$ or $t_4 - t_1$). This time difference is directly converted to path difference by the means of the speed of light, $c$.

### 2.4 Position Finding Method

Unlike GPS, the tag's location can not be found as the intersection of spherical surfaces centered at known points, since those surfaces' radii are not known [3].

For the sake of clarity, we will constrain ourselves to two dimensions from now on. The generalization to three dimensions is straightforward [4], [5]. Hence, the following assumes we are working on a plane surface.

In a plane, the locus of all points whose distance difference to two fixed points is constant is a hyperbola. Those fixed points are named focus (plural foci). This clearly fits our system: the tag's location given a time difference lies on a hyperbola. That hyperbola's foci are the base stations involved in the measurement of the given time difference (for example: BS1 and BS2 for $t_2 - t_1$).

The point of intersection of two or more hyperbolae is the sought tag's location. Fig. 2 illustrates the situation. The black square represents the tag whereas the base stations are indicated by triangles. When the tag sends a signal, several time difference measurements can be made, one by each pair of base stations. The dotted, dashed and full lines represent the hyperbolae due to the time measurements made by BS2 and BS3, BS1 and BS2, BS1 and BS3, respectively. Each hyperbola has two branches (thin line and thick line). As one can see, there are two distinct points where the lines
intersect. However, the sign of the time difference (positive or negative) tells us which branch should we use.

![Hyperbolae intersection](image)

**Fig. 2. Hyperbolae intersection**

It is clear we need at least two hyperbolae in order to find the tag's position. Hence, at least three base-stations are needed for the two-dimensional case.

### 2.5 Delay Measuring Method

The speed of light is in the order of $3 \times 10^8 \text{ms}^{-1}$. Easily we find that it takes about 3.3ns for radio signals to travel 1 meter. We must target a smaller tolerance in order to achieve a final accuracy of 1 meter. Targeting 10cm measurement accuracy, we have to deal with time intervals as small as 0.33ns. Such a measurement, of course, cannot be made with a conventional chronometer system, "start/stop" fashion. In fact, a GPS like correlation mechanism is required [3].

Our proposal is to use a pseudo-noise sequence. A pure white noise signal, as we know, has an auto-correlation peak at zero lag and a near zero value at any other lag. In fact, pseudo-noise sequences are periodic, and so it is its auto-correlation function. This periodicity enables us to finely reconstruct the signal using a coarse (low rate) sampling. Take Fig. 3 as an example: we are sampling a periodic signal (a sawtooth signal) for which we do know the period. Of course, we also do know the sampling period.

Now we sample the waveform. In the first period we get the samples represented by squares. In the second period we also get samples but, relative to the previous period, these last samples have a little time offset. Same happens with the last period. After this, the samples positions within a period start to repeat themselves. As should be apparent, this repeating period equals the least common multiple of the sampling period and the waveform's period. Since we know a priori the sampled signal's period, we may find the position of the second and third period's samples within the first
period, thus reconstructing the signal with a much finer resolution. Judicious choice of the signal and sampling periods can lead us to the desired resolution. Of course, frequency tolerances are of concern. Tight frequency drift must be accomplished to guarantee proper performance.

2.6 Measurement Trials

Some trials were made in order to validate the described delay measurement method. The propagation medium was not the air but RG-58U coaxial cable. We fed several different length cables with a pseudo-noise sequence and sampled the signal at both ends. The cables were driven by a 50Ω output impedance generator and correctly terminated with a 50Ω load. This arrangement enables us to test the delay measurement method without multiple reflections or multiple paths, which are undesirable effects at this development stage. Some trial parameters are summarized at Table 1. A cross-correlation graph example is shown at Fig. 4 (the time axis is normalized to the system's resolution).

Those trial results are shown at Fig. 5 and undoubtedly validate our measurement architecture. The linear dependence of the measured time delay with the cable length is apparent.

The best fit line parameters given by least-squares fitting are presented at Table 2. The tolerances shown are for 66% confidence intervals.

<table>
<thead>
<tr>
<th>Table 1. Measurement trials parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal type</td>
</tr>
<tr>
<td>Signal frequency</td>
</tr>
<tr>
<td>Sampling frequency</td>
</tr>
<tr>
<td>Time resolution</td>
</tr>
</tbody>
</table>

Fig. 3. Sampling resolution enhancement
Cross-correlation (centered)

![Figure 4. Example of cross-correlation between signals](chart)

Fig. 4. Example of cross-correlation between signals

![Figure 5. Time delay versus cable length](chart)

Fig. 5. Time delay versus cable length

<table>
<thead>
<tr>
<th>Line's slope</th>
<th>((5.089 \pm 0.034) \times 10^{-9} [s/m])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line's y-intercept</td>
<td>((1.51 \pm 0.12) \times 10^{-9} [s])</td>
</tr>
<tr>
<td>Correlation coefficient</td>
<td>0.9998</td>
</tr>
<tr>
<td>Cable's propagation speed (inverted slope)</td>
<td>((1.965 \pm 0.013) \times 10^{8} [m/s])</td>
</tr>
</tbody>
</table>

Table 2. Best fit line’s parameters
According to several different manufacturers, the propagation speed on RG-58U cables is 66% of the speed of light, about $1.978 \times 10^8 \text{ms}^{-1}$. Our result is accurate with an error under 0.66% of this value and every measurement made had an offset relative to the best fit line under 0.4ns. These measurements were made using a rather inexpensive acquisition board designed for this purpose, providing two input channels, one bit resolution each, and 8 Kbytes on-board memory. An 8-bit micro controller is employed to interface it with a PC. The sampling clock is provided by a 2.5ppm TCXO. The total cost is under €75.00 for the prototype unit.

3 Conclusions

This paper proposes a LPS architecture that could be adopted for RF and microwave communication systems. This architecture targets a low-cost, high accuracy system providing modem and location capabilities. The TDoA method used for localization solves the clock distribution problems inherent to GPS-like approaches. Fine time resolutions were achieved on the sub-nanosecond range with inexpensive hardware, thanks to a proper signal choice and appropriate mathematical treatment. Preliminary tests made on cables have shown delay measurement accuracies on the order of 0.4ns, which translates to 8cm on RG-58U cable or 12cm on air.

Future work comprises delay measurements with air interface at the 2.4GHz ISM band, where multipath and fading may compromise final accuracy. Once that issue is solved, we can validate this proposal as a high-potential LPS architecture for a large number of applications.
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Abstract. The location of people, mobile terminals and equipments is highly desirable for operational enhancements and safety reasons in indoor environments. In an in-building environment, the multipath caused by reflection and diffraction, and the obstruction and/or the blockage of the shortest path between transmitter and receiver are the main sources of range measurement errors. Due to the harsh indoor environment, unreliable measurements of location metrics such as RSS, AOA and TOA/TDOA result in the deterioration of the positioning performance. Hence, alternatives to the traditional parametric geolocation techniques have to be considered. In this paper, we present a method for mobile station location using narrowband channel measurement results applied to an artificial neural network (ANN). The proposed system learns off-line the location ‘signatures’ from the extracted location-dependent features of the measured data for LOS and NLOS situations. It then matches on-line the observation received from a mobile station against the learned set of ‘signatures’ to accurately locate its position. The location precision of the proposed system, applied in an in-building environment, has been found to be 0.5 meter for 90% of trained data and about 5 meters for 45% of untrained data.

1 Introduction

A problem of growing importance in indoor environments is the location of people, mobile terminals and equipments. In in-building environments, geolocation with good performance is essential in order to improve operational efficiency,
worker’s safety and remote control of mobile equipments. In indoor environments where conditions of signal propagation are severe (multipath, NLOS), the traditional parametric indoor geolocation techniques (RSS, AOA, TOA/TDOA) or their combinations (TDOA with RSS) fail to provide adequate location accuracy. For these techniques, all the paths used for triangulation must have a LOS to ensure an acceptable accuracy, a condition that is not always met in an indoor environment. An improvement of the accuracy may be obtained by using the location fingerprinting technique in which the effect of multipath is used as constructive information.

This paper provides a method for mobile station location using a fingerprinting technique based on narrowband channel measurement results in conjunction with an artificial neural network (ANN). For the studied in-building environment, results show a distance location accuracy of 0.5 meter for 90% of trained data and about 5 meters for 45% of untrained patterns. In section 2, we discuss the various wireless fingerprinting geolocation techniques used in outdoor and indoor environments. In section 3, we present our proposed system and give the position location results by applying the measured indoor data to an artificial neural network. Finally, we close this paper with a conclusion in section 4.

2 Wireless Fingerprinting Geolocation Techniques

2.1 Fingerprinting Geolocation Technique

The process of geolocation based on the received signals’ fingerprint is composed by two phases: a phase of data collection (off-line phase) and a phase of locating a user in real-time (real-time phase). The first phase consists of recording a set of fingerprints (in a database) as a function of the user’s location, covering the entire zone of interest. During the second phase, a fingerprint or a ‘signature’ pattern is measured and compared with the recorded fingerprints of the database. A pattern-matching algorithm is then used to identify the closest recorded fingerprint to the measured one and hence to infer the corresponding user’s location (Fig. 1).

To constitute a fingerprint or a ‘signature pattern’, several types of information [1] can be used such as received signal strengths (RSS), angular power profile (APP) and power delay profile (PDP). Moreover, several types of pattern-matching algorithms may be employed which have the objective to give the position of the mobile station with the weakest location error. Among the commonly used algorithms, one can find algorithms based on the measure of proximity, on the cross correlation of signals and on artificial neural networks. Due to physical constraints of indoor environments, the database containing the set of fingerprint information may not contain all the necessary fingerprints to cover the entire zone of interest. Hence, the pattern-matching algorithm must be robust and respect the generalization property against perturbations and lack of fingerprint data, respectively. Since an artificial neural network respects these properties, an architecture based on neural networks has been used in the proposed geolocation system as the pattern-matching algorithm.
2.2 Wireless Geolocation Systems Using The Fingerprinting Technique

Several geolocation systems, using the fingerprinting technique, have been recently deployed in outdoor and indoor environments. The main differences between these systems are the types of fingerprint information and pattern-matching algorithms. RADAR \cite{2,3} is an RF-based system for locating and tracking users inside buildings. It uses received signal strength (RSS) information gathered at multiple receiver locations to triangulate the user’s coordinates. The system, operating with WLAN technology, has three access points (fixed stations) and covers the entire zone of interest. A pattern-matching algorithm, which consists of the nearest neighbor(s) in signal space, is used to estimate the user’s location. Another system similar to RADAR, EKAHAU \cite{4}, uses signal strength information gathered at multiple receiver locations to perform an indoor positioning using a WLAN infrastructure. In the framework of the project WILMA \cite{5}, RSS fingerprint information has been used to estimate user’s location in a building equipped with a WLAN technology. The pattern-matching algorithm employed has been an MLP type artificial neural network \cite{6} to achieve the generalization needed when confronted with new data, not present in the training set. RadioCamera \cite{7}, DCM \cite{8,9,10}, and a third system found in \cite{11} use fingerprinting techniques to locate and track mobile units in metropolitan outdoor environments. RadioCamera, operating with cellular technology, uses multipath angular profile information (APP) gathered at one receiver to locate the user’s coordinates (one-antenna array per cell). A measure of proximity is used as the pattern-matching algorithm \cite{12}. DCM, operating with cellular GSM and UMTS technologies, uses RSS and channel impulse response (CIR) measured fingerprint information with a cross-correlation metric algorithm to do the localization process. As a measure of performance, the median resolution of the location estimation for indoor and outdoor geolocation systems, using fingerprinting techniques, is reported to be in the range of 2 to 3 meters and 20 to 150 meters, respectively.

Although RSS type of information (RADAR, EKAHAU and WILMA used for indoor) requires the involvement of several fixed stations to compute the user’s location, its implementation is simple and non expensive because of the use of narrowband receivers. On the other hand, the pattern-matching algorithm used in RADAR and DCM systems may show a lack of generalization (an algorithm that gives an incorrect output for an unseen input), a lack of robustness
against noise and interference, and a long search time needed for the localization (real-time localization) especially when the size of the environment or the database is large. Hence, the use of an artificial neural network (ANN) as the pattern-matching algorithm is essential since ANN is robust against noise and interference, has a good generalization property and the time of localization during the real-time phase is almost instantaneous [1,6]. Accordingly, it has been decided to choose location-dependent RSS data (measured at three narrowband receivers) in conjunction with an artificial neural network for the geolocation of mobile units in the considered in-building environment.

3 Geolocation in an In-Building Environment Using the Fingerprinting Technique

3.1 Collection of Fingerprint Information (RSS)

Narrowband measurements were conducted in the mid part of the 5th floor within the Decelles building at École Polytechnique of Montreal. Figure 2 illustrates the map of the indoor measurement area, which consists of a rectangular central bloc (composed of laboratories and meeting rooms), two corridors and restrooms within an islet at the left end of the central bloc. The measurement area stretches over a length of 56.6 meters with a width and a height of 18.8 and 2.7 meters, respectively (no measurements have been performed in the laboratories and rooms situated in the lower side of the second corridor). The islet containing the restrooms is made of 18.5 cm width of concrete walls, whereas the walls of the central bloc are composed of 10 cm width of gypsum. The laboratories and the meeting rooms of the central bloc have at least one glass region (a window or a vitreous section). Moreover, some walls, separating the laboratories, contain also a glass region. Hence, the existence of line of sight (LOS), obstructed line of sight (OLOS) and non-line of sight (NLOS) propagations is noted.

A central frequency of 2.4 GHz has been used throughout the measurements in order to have a compatibility with WLAN systems, which may be used for data, voice and video communications as well as for radiolocation purposes. Figure 3 gives the schematic diagram of the setup for narrowband measurements [13]. The synthesizer HP83650A has been used as the source for the transmitter.
(indicated as the Base in Figure 2). Its frequency range was between 10MHz and 50 GHz and the maximum power at the operation frequency of 2.4 GHz was 12 dBm. Omni directional antennas of type MFB24004 from Maxrad were used for both transmission and reception. The central frequency of the antennas was 2.4 GHz with a gain of 4 dBi. The zero span mode of the spectrum analyzer HP8563B, acting as an envelope detector, has been used as the receiver. The bandwidth of the analyzer’s filters (band pass and low pass) was set to 100 Hz. A set of 601 points of measurements, for each location, have been registered by the analyzer, corresponding to a sweep time of 1.2 seconds and a sampling frequency of 500 Hz (number of points divided by the sweep time), respecting the Nyquist criteria. Finally, the National Instrument acquisition card installed in a portable computer with the Labview software was used for data acquisition. It has to be noted that no synchronization cable, between transmitter and receiver, was needed since the 2.4 GHz frequency of operation was in the operating range of the spectrum analyzer. The maximum operating frequency being 26 GHz, no mixing operation was involved. Hence the problem of synchronization between local oscillators of the transmitter and the receptor was non-existent.

On the other hand, because of the radiolocation purpose (fingerprinting technique), the experimental procedures given in this article are different from those encountered in previous works. Three sets of measurements were taken, with the transmitter, i.e. the synthesizer and the transmit antenna, placed at a different location for each set. The receiver, consisting of the spectrum analyzer, the PC and the receive antenna, was moved to a new position for each power measurement. The position of the transmitter for the three sets was (x=8.9m, y=28.5m) for TX1, (x=18.9m, y=11.6m) for TX2 and (x=52m, y=11.6m) for TX3 with respect to the predefined referential (x=0, y=0) of Fig.2. As for the mobile receiver RX, it covered the entire indoor measurement area (situations with LOS, OLOS and NLOS) by varying its position by 1 meter widthwise and lengthwise in the corridors and by 2 meters widthwise and lengthwise in the rest of the measured area. As a result, 480 narrowband location measurements have been performed for each transmitter location. During the measurements, transmit and receive antennas were both mounted on carts at a height of 1.8 meters.

3.2 ANN-Based Pattern-Matching Algorithm

A trained artificial neural network can perform complex tasks such as classification, optimization, control and function approximation. The pattern-matching algorithm of the proposed geolocation system can be viewed as a function approximation problem (nonlinear regression) consisting of a nonlinear mapping from a set of input variables containing information about the three received signal strengths (power levels) onto a set of two output variables representing the two dimensional location (x, y) of the mobile station. The feed-forward artificial neural networks that can be used as function approximation are of two types, Multi-Layer Perceptron (MLP) networks and Radial Basis Function (RBF) networks. Either type of the two networks can approximate any nonlinear mapping
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**Fig. 4.** Operation of the proposed system, a) learning phase (off-line phase), b) recalling phase (real-time phase).

...to an arbitrary degree of precision provided the right network complexity is selected [14]. A specific learning algorithm is associated for each type of the two networks, which has the role of adjusting the internal weights and biases of the network based on the minimization of an error function, and defines the training of the network. MLP networks can reach globally any nonlinear continuous function due to the sigmoid basis functions present in the network, which are nonzero over an infinitely large region of the input space; accordingly, they are capable of doing a generalization in regions where no training data are available (generalization property). On the other hand, RBF networks can reach the given nonlinear continuous function only locally because the basis functions involved cover only small, localized regions. However, the design of a RBF network is easier, and the learning is faster compared to the MLP network. A generalized regression neural network (GRNN), which is an RBF-type network with a slightly different output layer, and an MLP-type network have been tested for the proposed geolocation system. The GRNN network showed a lower location error, compared to the MLP, during the memorization of the data set and the generalization phase of the network. Accordingly, the GRNN-type network has been chosen for the pattern-matching algorithm used in the proposed geolocation system. The GRNN-type ANN, used in the proposed system, consisted of two phases: a supervised learning phase (training of the network) and a recalling (testing) phase. During the off-line phase, the GRNN network is trained to form a set of fingerprints as a function of user’s location and acts as a function’s approximation (nonlinear regression). Each fingerprint is applied to the input of the network and corresponds to the three RSSs measured data at the fixed receiver stations. This phase, where the weights and biases are iteratively adjusted to minimize the network performance function, is equivalent to the formation of the database (recording of the set of fingerprints as a function of user’s location) seen with other fingerprinting systems. During the real-time phase, the aforementioned fingerprint (three RSSs) from a specific mobile station is applied to the input of the artificial neural network (acting as a pattern-matching algorithm). The output of the ANN gives the estimated value of the user’s location (Fig. 4).

The used GRNN architecture consisted of three inputs corresponding to the three RSS measured data, one hidden layer (radial basis layer) and an output layer (special linear layer) with two neurons, corresponding to (x, y) location of the user (Fig. 5). A radial basis type of transfer function (Gaussian function) has been associated for neurons in the hidden layer and a linear one for the output layer.
3.3 Location Estimation Results

The proposed neural network architecture has been designed using the function newgrnn.m of the Neural Network Toolbox of Matlab [15]. The simulation results showed that a spread constant value of 0.8 was adequate to do the required regression with a good generalization property. In the learning phase, the set of the three measured RSS data and the measured true mobile positions have been used as the input and as the target of the ANN, respectively. From the 480 measured data, 360 patterns have been employed to train the network. For recalling phase, as a first step, the same 360 patterns have been applied to the pattern-matching neural network to obtain the location of the mobile station (validation of the memorization property). The location errors as well as their cumulative density functions (CDF) have been computed for analysis purposes. The plots of the corresponding location errors and CDFs of location errors are given in Figures 6 and 7. It has to be noted that the localization error has been calculated as the difference between the exact position of the user and the winning position estimate given by the localization algorithm, and hence represents the RMS position location error. Moreover, by analogy with FCC requirements [16], the CDF of location error has been used as the performance of the system.

In the training set of data, it can be seen (Fig. 6) that the location error in x varies between -6.1 meters and 6.8 meters, the location error in y varies between -5.1 meters and 5.1 meters and the maximum error in Euclidean distance, between the estimated and the true positions, is equal to 8.2 meters. Moreover, it can be seen, from Figure 7, that a distance location accuracy of 0.5 meter is found for 90% of the trained patterns. The pattern-matching algorithm in [2], which consists of the nearest neighbor(s) in signal space, gives a location accuracy of 5 meters for about 75% of the empirical data. The comparison of these two results shows the advantage of using a neural network as a pattern-matching algorithm in the fingerprinting technique. As a second step, the remaining 120 non-trained patterns have been applied to the network to verify the generalization property of the proposed geolocation system. The location errors as well as their cumulative density functions (CDFs) have been computed and plotted (Figs. 8 and 9).
Fig. 6. Location errors in x, y and Euclidean distance (d), with inputs corresponding to the number of positions of the mobile station.

For the untrained set of data, it can be seen (Fig. 8) that the location error in x varies between -32 meters and 43.3 meters, the location error in y varies between -15.7 meters and 13.9 meters and the maximum error in Euclidean distance, between the estimated and the true positions, is equal to 43.2 meters. Moreover, it can be seen, from Figure 9, that a distance location accuracy of 5 meters is achieved for about 45% of the untrained patterns. It has to be noted that the accuracy of the position estimate depends on the resolution of the map, which in turn depends on the distance threshold used in the map building process. After localization has been achieved, the theoretical error between the actual and estimated position (localization error) should therefore vary between zero and the distance threshold. When the size of the grid is 1 meter widthwise and 1 meter lengthwise (case of the corridors), the geolocation accuracy that one may expect with the proposed fingerprinting technique, should be between 0 and 1.4 meters (distance threshold) in terms of the Euclidean distance. When the size of the grid is 2 meters by 2 meters (case of the rest of the measured area), the distance threshold is equal to 2.8 meters.

4 Conclusions

This paper has shown that the RSS fingerprinting technique using an artificial neural network can give an accurate mobile station location in the studied in-building environment. The results showed that distance location accuracies of 0.5 meter and 5 meters have been found for 90% and 45% of the trained and untrained patterns, respectively. Moreover, since the studied radio channel represents a typical in-building environment, other indoor situations with similar characteristics may give similar results.

The use of an artificial neural network as a pattern-matching algorithm for the proposed system is a new approach that has the advantage to give a robust
response with a good generalization property (the location fingerprint does not have to be in the fingerprint database). Moreover, since the training of the ANN is off-line, there is no convergence and stability problems that some control (real-time) applications encounter.

The transposition of the system from two to three dimensions is easy (addition of a third neuron in the ANN’s output layer corresponding to the z position of the user) and constitutes an advantage of the ANN. On the other hand, the RSS fingerprinting technique has some deficiencies. First, due to the fading environment, the estimated set of RSS information may have poor reproducibility and uniqueness properties, which will deteriorate considerably the user’s location accuracy. Channel impulse response information (via wideband measurements) may be used in order to resolve this first deficiency [17]. Secondly, the fingerprinting technique needs the digital map of the environment and is not well suited for dynamic areas (variations of the channel with time). Therefore, updates of database’s information (a new training of the neural network) must be performed when important changes of the channel’s characteristics occur.

It is interesting to note that this RSS fingerprinting technique may also be applicable to any other indoor applications (shopping centers, campuses, office buildings). In addition, some advanced simulation programs may be used to generate RSS information as a function of user’s location (for the training set of data of the neural network) instead of getting these RSS values via narrowband measurements. This approach will reduce the database generation time and will act in favor of the proposed system’s implementation.

Finally, the radio access technology used for an effective implementation of the proposed system may employ different types of system such as WLAN, impulse radio (UWB) and mobile radio.
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Abstract. A novel tag computation circuit for a credit based Self-Clocked Fair Queuing (SCFQ) Scheduler is presented in this paper. The scheduler combines Weighted Fair Queuing (WFQ) with a credit based bandwidth reallocation scheme. The proposed architecture is able to reallocate bandwidth on the fly if particular links suffer from channel quality degradation. The hardware architecture is parallel and pipelined enabling an aggregated throughput rate of 180 million tag computations per second. The throughput performance is ideal for Broadband Wireless Access applications, allowing room for relatively complex computations in QoS aware adaptive scheduling. The high-level system breakdown is described and synthesis results for Altera Stratix II FPGA technology are presented.

1 Introduction

Broadband Wireless Access (BWA) is proving to be the next generation wireless technology that will provide access to broadband multimedia services. The system is ideal for SME customers, Small Office Home Office (SOHO) environments and in the future (when the technology becomes inexpensive) for the residential customer.

The IEEE 802.16 standardises a fixed broadband wireless access alternative to existing cable and DSL, employing a point-to-multipoint architecture, which sets the basis for next generation broadband access technology. Quality of Service (QoS) and the support of delay sensitive interactive services have been addressed with the specification of a connection-oriented Medium Access Control (MAC). All services, including inherently connectionless services, are mapped to a virtual connection. This connection oriented nature provides a mechanism for requesting bandwidth, associating QoS and traffic parameters. IEEE 802.16 uses the concept of “service flows” to define unidirectional transport of packets on either downlink or uplink. Service flows are characterized by a set of QoS parameters such as latency, jitter and throughput which are uniquely identified by a 32bit Service Flow ID (SFID).
The Base Station (BS) and the Subscriber Station (SS) must reserve resources to comply with those QoS parameters. The principal resource to be reserved is bandwidth. The BS is in control and can allocate the required bandwidth to a downlink connection according to its SFID field. Each connection in the uplink direction is mapped onto 1 of 4 existing types of uplink scheduling services [6]. Some of these scheduling services prioritise the uplink access to the medium for a given service, for example by using unsolicited bandwidth grants. Others use polling mechanisms for real time and non-real time services or even pure random access for non real time Best Effort (BE) services [6].

Scheduling algorithms in the BS and SS may be very different since the SS may use bandwidth in a way that is unforeseen by the BS. The BS sees requests on a per connection basis and based on this, grants bandwidth to the SS while trying to maintain QoS and fairness. However, according to the standard, the SS may be granted an aggregated amount of bandwidth (Grant Per Subscriber Station- GPSS) rather than bandwidth on a connection basis (Grant Per Connection-GPC); in this case the SS scheduler has to maintain QoS among its connections and is responsible for sharing the bandwidth among the connections (maintaining QoS and fairness). Since different connections have to provide different QoS levels, the importance of building a QoS aware scheduler for SSs is paramount.

In the case of the BS, the scheduler not only needs to be QoS aware but must also be extremely fast. The BS scheduler needs to manage bandwidth for a large amount of downlink connections. In many commercial systems each BS usually serves up to 256 SSs. Since each of these SSs may support a SOHO network at the other end, the number of connections may easily increase to several thousand (each of them with associated QoS constraints). Furthermore, interactive services such as Voice over IP (VoIP) and video conferencing introduce IP traffic with relatively small packet sizes and critical QoS constraints.

The aggregated traffic of diverse services from different subscribers and applications and the need for throughput rates beyond gigabits enforces the need for fast processing QoS aware BWA scheduler architectures in the BS.

Furthermore, wireless channels are receptive to atmospheric effects such as harsh weather conditions and also to man made electromagnetic noise. Despite the Forward Error Correction (FEC) and other packet loss combat mechanisms, QoS degradation due to noisy wireless channels are expected. If channel quality and subsequently QoS begins to degrade, immediate resource reallocation is essential for the maintenance of QoS of premium links. Resource reallocation mechanisms incorporating credit based schemes for resource scheduling can temporarily resolve the degradation of QoS especially for premium services.

In this paper we introduce an extended Self Clocked Fair Queuing (SCFQ) algorithm specifically targeted for packet scheduling in BWA. In this algorithm, the weight determining the bandwidth allocation in the traditional SCFQ is extended with an additional weight parameter that can be enabled by specifying a credit for a finite number of packets. This additional feature enables a configurable on demand bandwidth reallocation mechanism for broadband wireless access.
A highly parallel, pipelined finishing tag computation architecture for the proposed credit based SCFQ scheduling algorithm and its hardware implementation using FPGA technology is presented.

2 Weighted Fair Queuing

Weighted Fair Queuing (WFQ) algorithms have proved ideal for scheduling various sized packets, such as Internet Protocol [2]. It allows an arbitrary number of end-to-end connections having a fair access to a link. It is complex in its computation and so causes a significant implementation problem for high throughput rates. Equation (1) shows finishing tag commutation for WFQ [1].

\[ F_k^i = \frac{L_k^i}{r_k} + \max[F_k^{i-1}, v(a_k^{i-1})] \]  

where

\( L_k^i \) = Packet Length of the \( i^{th} \) packet of flow/class \( k \)

\( r_k \) = Weight assigned to flow/class \( k \)

\( a_k^i \) = Arrival time of \( i^{th} \) Packet of flow/class \( k \)

\( v(a_k^i) \) = Virtual Time

WFQ based packet scheduling involves the computation of finishing tags for each packet that is scheduled to be serviced and the subsequent servicing of these packets in accordance with their finishing tag values. Therefore, the fairness and the programmability of a WFQ based scheduling scheme is determined by the accurate computation of the finishing tag value. Specific algorithms such as Self Clocked Fair Queuing, (SCFQ) [7], Worst-case Fair Weighted Fair Queuing WF\(^2\)Q [8] and others [2], [3] have been proposed and implemented. These algorithms are a deviation of the classical WFQ algorithm with various trade-offs between the finishing tag computation complexity and the fairness of the scheduling scheme.

The SCFQ is an approximation of WFQ. The virtual time used in SCFQ; \( v(t) \) is a measure of the progress of the system itself. Whenever the system changes state from busy to idle, \( v(t) \) resets to zero. In fact, SCFQ computation of virtual time is much simpler than that of WFQ, resulting in SCFQ being a much more practical solution.

3 Credit Based SCFQ

In the case of a Credit based SCFQ (C-SQFQ), two additional parameters are introduced.

\( wr_k \) = Wireless weight to be assigned to \( k^{th} \) flow.
\[ c_k = \text{Credit assigned to } k\text{'th flow (number of packets that will be serviced with the added wireless weight)} \]

\[ F_k^i = \begin{cases} 
\frac{L_i^k}{r_k + w r_k} + \max[F_{k}^{i-1}, v(a_k^i)] & \text{for } c_k > 0 \\
\frac{L_i^k}{r_k} + \max[F_{k}^{i-1}, v(a_k^i)] & \text{for } c_k = 0
\end{cases} \]

Based on the available channel quality and the best achieved packet loss probability, the BS traffic management is able to reallocate bandwidth to the effected premium services to maintain their QoS at the cost of the non-premium services. This is accomplished in the form of credit by increasing the weights of the \( k\)'th flow with an additional wireless weight value, \( w r_k \), for \( c_k \) number of packets. The credit based bandwidth reallocation simplifies the control overhead of the BS traffic management. The value \( r_c \) represents the weight allocated by the BS connection admission and \( w r_k \) for \( c_k \) packets represents the fine adjustment and dynamic reallocation of bandwidth by the traffic management.

### 3.1 C-SCFQ Architecture

Figure 1 illustrates a typical BWA Basestation incorporating a fair queuing scheduler. At the ingress data path, IP packets arriving from the high speed fixed network are classified based on their traffic type and physical destination address.
The C-SCFQ scheduler is a part of the MAC layer and schedules IP packets based on their service subscriber ID, priority, packet length and allocated weight (bandwidth). The scheduling process is composed of two phases; finishing tag computation and packet servicing. The packets are serviced from the smallest tag value to the largest (fair queuing algorithm).

Figure 2 illustrates the high-level breakdown of the C-SCFQ scheduler architecture. The tag computation block is responsible for assigning finishing tag values to every data packet according to its properties. The finishing tag computation and assignment circuit is discussed in more detail in Section IV.

The Packet Buffer Write Control is responsible for storing the arriving packets in the shared memory and updating the “finishing tag / packet pointer” vector in the Content Addressable Memory (CAM).

![C-SCFQ Scheduler Architecture](image.png)

Fig. 2. C-SCFQ Scheduler Architecture

The CAM accommodates the “finishing tag / packet pointer” values in a number of Hash tables. The finishing tag value represents the content subsequently the address of the packet pointer. CAM is ideal for such an implementation where data content is used to address the memory location. The smallest finishing tag values in the CAM will be at the head of the line ensuring that packets with the lowest finishing tag values are transmitted first.

The Shared Memory stores the packets before they can be serviced by the packet Buffer Read Control. Address pointers identify the location and size of each packet within the shared memory.

4 Tag Computation Architecture

The tag computation plays a vital role in the scheduling procedure of many fair queuing scheduling schemes. The method for computing finishing tags determines not only the fairness of the scheduling process but also the throughput rate i.e. how many finishing tags can be computed per second. In this research, technology optimised architectures for Field Programmable Gate Array (FPGA) implementations are investigated. For example, the use of on chip distributed RAMs for the storage of $r_s$,
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The presented finishing tag computation circuit implementation is highly parallel and pipelined incorporating a range of distributed on chip memories.

The Traffic Address (physical address tag) and Traffic Class are used to identify a particular IP flow or traffic class while the Packet Length input parameter is required for the finishing tag calculation.

Figure 3 shows the block level description of the finishing tag computation block.

![Diagram of finishing tag computation block](image)

**Fig. 3. Block Level Description**

The finishing tag computation circuit is composed of 5 main blocks; $r_k$, $wr_k$, $c_k$ lookup, $rk$, $wr_k$, $c_k$ compute, $i$-1 finishing tag lookup, virtual time generator, and finishing tag compute circuit. Four lookup tables, for $r_k$, $wr_k$, $c_k$ and finishing tag data lookup, are implemented using Altera Stratix II embedded M4K RAM blocks[4].

### 4.1 $r_k$, $wr_k$, $c_k$ Lookup and Weight Calculator

An IP packet $i$ belonging to a flow $k$ is identified by an internal address assigned by the IP classifier circuit at the BS input. This internal address could be a tag identifying the Traffic Class or Traffic Flow. An internal MUX translates this address into a single Traffic Address allowing the support of per-class and per-flow based queuing. The internal Traffic Address is used to lookup the flow specific $r_k$, $wr_k$, $c_k$ values.

The $r_k$, $wr_k$, and $c_k$ lookup table is composed of 64 Stratix II M4K dual port memory blocks of 4kbits per block accommodating up to 4096 lookup entries. The lookup table translates the traffic address into an equivalent $r_k$, $wr_k$, and $c_k$ value which will be used to calculate the individual finishing tag for each IP packet. The lookup table size determines the number of flows that can be simultaneously supported by the scheduler. The presented implementation supports up to 4096 flows i.e. 256 SS supporting
16 flows per SS. The lookup table size can be increased by incorporating a larger embedded or an external memory.

As stated in previous sections, bandwidth allocation for an individual traffic flow $k$ is achieved by assigning it a specific $r_k$ value. If particular flows experience packet loss and thus sub sequential QoS degradation, bandwidth adjustment can be accomplished by assigning a wireless weight $w_{r_k}$ in the form of credit for $c_k$ number of IP packets. The $r_k$, $w_{r_k}$, $c_k$ entries are updated by the BS connection admission and traffic management software via the uP interface. The calculation processes involves, firstly the summation of the bandwidth value $r_k$ and the corresponding wireless weight $w_{r_k}$, if $c_k > 0$ and secondly decrementing the value of $c_k$. The new weight value and the internal traffic address are both forwarded to the second computation phase.

### 4.2 Virtual Time

The Virtual Time block is a counter circuit producing an integer count value which emulates the motion of time for the SCFQ scheduler. Even if the system has been running for an infinite period of time, the Current Virtual Time (CVT) will always indicate finite value. A mechanism must be put in place to ensure smooth operation of the CVT along with the finishing tag assignment.

The Virtual Time block is composed of a 14 bit binary counter producing a CVT value between 0 and 16383, and a 2 bit counter CTV-Window (CVT register flag) creating 4 time windows. The CTV-Window increments every time the CVT count reaches 16383. The finishing tag values range between 0 and 65536. It is assumed that the finishing tag difference within an IP flow of two consecutive packets will always be smaller than 16383. Having four time windows of 16384 clock cycles and a maximum consecutive finishing time smaller than the virtual time interval allows the development of a circular virtual time generator. It is important that the virtual time operates in a circular manner to prevent infinite CVT values. The use of a window mechanism prevents smaller or higher priority packets from misusing their network connection whilst also ensuring that larger or lower priority packets are not delayed infinitely.

### 4.3 Finishing Tag Lookup and Calculator

The finishing tag lookup and calculator block is similar to the $r_k$ and $w_{r_k}$ lookup block. It retrieves the $F_{k}^{i-1}$ for the current flow $k$ and calculates $F_{k}^i$. The lookup table is composed of 16 Stratix II M4K dual port memory blocks accommodating up to 4096 finishing tag lookup entries. Similar to the $r_k$ and $w_{r_k}$ lookup block, the finishing tag lookup is addressed by the internal Traffic Address and can support both per class and per flow queuing. The lookup table size can also be increased using either embedded or external memory. The tag lookup table is updated with the new finishing tag value by the tag calculation block with every new computed tag value. If a
previous finishing tag value has been read for the next tag computation then it will also be replaced after one clock cycle by the new finishing tag value. This is a necessary requirement for a pipelined tag computation procedure as a consecutive IP packet may belong to the same flow.

According to the SCFQ algorithm (equation (2)) the largest value of the current CVT and \( F_k^{i-1} \) is used to compute the finishing tag. This is determined with the use of a comparator which compares the \( CVT \), \( CVT-Window \) and \( F_k^{i-1} \) and selects the maximum value. Each IP flow can be composed of both very large data and very small acknowledgment packets resulting in different finishing tag calculations for the same IP flow. The comparison between CVT and \( F_k^{i-1} \) ensures that each packet within a specific flow is transmitted in the correct order independent of its size.

The final computation involves the addition of the maximum virtual time and the result of the binary division. This new finishing tag value is then assigned to the processed IP packet and forwarded to the CAM to be scheduled according to its value. In parallel, the finishing tag lookup table is updated with the new value.

5 Synthesis and Circuit Study

The presented architecture of the finishing tag computation circuit has been implemented using hardware description language VHDL, synthesised and targeted to a Altera Startix II [4] FPGA using Synplicity and Altera Quartus II tools. Speed and area performances are examined. The post-layout synthesis results are included in Table 1.

<table>
<thead>
<tr>
<th>Device</th>
<th>Clock Speed</th>
<th>Registers</th>
<th>Adaptive logic Modules</th>
<th>ALUTs</th>
<th>Embedded Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>EP2S30</td>
<td>181.36</td>
<td>1644</td>
<td>1457</td>
<td>2412</td>
<td>80 M4K RAM Blocks</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10.7%</td>
<td>7.1%</td>
<td>55%</td>
</tr>
</tbody>
</table>

The speed optimised architecture achieves a clock frequency of up to 181 MHz. Due to the parallel pipelined nature of the architecture, the circuit is able to compute one finishing tag value every clock cycle, achieving an estimated peak rate of up to 181 million tag computation per second.

6 Conclusions

In this paper the architecture and implementation of a tag computation circuit for a Broadband Wireless Access Base Station using a Credit based SCFQ scheduler is
presented. The implementation has demonstrated that a custom parallel processing architecture with a relatively small hardware cost is able to perform extremely fast tag computation. The presented implementation occupies less than 11% of the logic resources and 55% of the embedded memory resources of a medium size Altera Stratix II (EP2S30) device, leaving plenty of logic resources for a full C-SCFQ scheduler implementation. Synthesis and circuit analysis proved that the presented implementation is able to operate at 181 MHz achieving a maximum finishing tag computation rate of 181 million per second. Assuming a minimum IP packet length of 100 bytes, the tag computation circuit is able to service a link with a throughput rate of up to 150 Gbps. Hence, this architecture offers enormous potential for next generation BWA systems operating at 28 GHz and 32 GHz frequencies.

For current commercial BWA systems operating in the 2 GHz to 5 GHz frequency region, which target lower link speeds (150 Mbps), a fast architecture such as the one presented, leaves plenty of room in the proposed scheduler architecture to include the necessary QoS parameters in order to achieve a fully QoS aware scheduler in our future work. Further research envisaged in this area also contemplates the implementation of intelligent schedulers that can adapt scheduling algorithms to traffic profiles, existing network loads and wireless link states [9].

The presented work has also demonstrated that typical FPGA architectures with a range of embedded peripherals and memories are an ideal platform for high throughput programmable network processing allowing the implementation of next generation fixed-wireless networks.
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Abstract. In this work we investigate how to select the working point for a CMOS based analog turbo decoder. We study the performance of such decoder by modelling mismatch error of a transistor for wide range of drain currencies: the transistor is in weak, medium, strong inversion. The main building block of an analog decoder is modified Gilbert multiplier. The CMOS process based multiplier performs ideal multiplication as long as transistors operate in weak inversion. Based on our simulation we can conclude that the decoder is capable to decode even when the multiplication is not ideal. The dominating source of error in an analog decoder is not nonideality of multiplication but mismatch between the transistors. However, even without special minimisation of the mismatch error the analog decoder was able to show BER performance within 0.5 dB from an ideal decoder.

1 Introduction

The turbo decoder can be interpreted as an instance of the sum product algorithm [1]. The crucial operation for this algorithm is multiplication of probabilities. In 1998 two research groups [2] [3] noticed that the required multiplication can easily be carried out by an analog circuit - modified Gilbert multiplier. That approach is very promising the test chips have achieved decoding speed around half a gigabit per second with power consumption less than 1 W [5].

For proper multiplication the transistors in Gilbert multiplier should have exponential dependency between base voltage and source current. The first analog decoder circuits were using bipolar transistors where such dependency is readily given [5] [6]. Development of digital technology has significantly reduced the price of CMOS process. The price advantage compared to bipolar processes has increased the interest in implementations of analog decoders on CMOS [7]. The MOS transistors provide the required exponential dependency only when operated in subthreshold. However, in subthreshold the small current density hinders the speed of circuit.

The published studies of CMOS based analog decoders are dominantly simulations or implementations of small simple turbo decoders. In this work we are

* This work is supported by the National Technology Agency (TEKES) of Finland
pursuing a different approach: by using a detailed transistor model we study the impact of selection of different parameters on performance of large analog decoder circuit. Our interest has been to identify the multiplier imperfections and process nonidealities contribution to the decoding error.

The paper is organised as follows. In section 2 we describe the structure of the used decoder. In section 3 we proceed to the transistor level block description and introduce transistor and error models used in simulations. The simulation results are covered in section 4. The section 5 concludes the paper.

2 Decoder Description

The main module of turbo decoder, SISO block, calculates marginal probability distribution $P(u_i | c)$ of each transmitted bit $u_i$, given the received sequence $c$. The details of the algorithm can be found in the literature [4].

The decoder is best visualised by using a code trellis. The parts of the SISO algorithm: “forward-backward” recursion and bit probability evaluations can be described by connection of trellis sections. The operations in the trellis section can directly be mapped to a modified Gilbert multiplier module [6]. In such module the multiplication and summation are performed in parallel.

As an example in this work we use parallel concatenated convolutional code with random uniform interleaver. The systematic 1/3 rate code is created by concatenation of two codes created by the same rules: tail-biting code derived from a convolutional codes with recursive generation polynome [5 7]. For performance studies we simulate block size with 100 information bits. Properties of such code are well studied and can be found in the literature [8].

Utilisation of Gilbert multipliers allows us to create a simple decoder structure. The amount of different type of modules depends on how many different types of sections the code has. As shown in Fig. 1 in practice the decoder can be constructed by using only few different module types.

Each block in Fig. 1 corresponds to one modified Gilbert multiplier circuit. The $X1$ and $X2$ type modules compute the transition probabilities in the trellis. The blocks $L$ calculate extrinsic information for the coded and information bits. The $S$ type module calculates probabilities of states during “forward” and “backward” recursion in the trellis.

3 Transistor Model

In Fig. 2 is shown the transistor level description of the $S$ block. In this circuit the input currents are interpreted as input probabilities and output currents are interpreted as the output probabilities [7].

We are interested how error in individual transistors contributes to the bit error ratio (BER) performance of the whole decoder. In SPICE like simulators evaluation of BER of large analog circuits is impractical. For faster simulations we have build C++ based transistor level simulation program.
The transistors are modeled accordingly to the model proposed in [9]. In our applications the transistor nonidealities are the mismatch error and the "non-exponential" characteristic of the transistor.

In weak inversion the CMOS transistors drain current, $I_D$, is small. $I_D$ and gate voltage, $V_G$, have exponential relationship and the Gilbert multiplier operates as the ideal multiplier.

The exponential relation is satisfied when the transistor is in saturation, the drain base voltage $V_D$ is much higher than source voltage $V_S$, $V_{DD} \gg V_S$.

$$I_D = I_{D0} e^{\frac{V_{G} - nV_S}{nU_T}} \tag{1}$$

where $I_{D0} = I_S e^{\frac{-V_{T0}}{nU_T}}$, $I_S = 2n\beta U^2_T$, $\beta = \mu_n C_{ox} \frac{W}{L}$. Here $V_{T0}$ is the threshold voltage, $n$ is subthreshold slope, $U_T$ is thermal voltage, $\mu_n C_{ox}$ is current factor parameter, $W$ and $L$ are the width and length of the transistor gate.

When the current trough the transistor is increased the transistor starts to operate in strong inversion. In strong inversion the base voltage and drain current relation can be characterised by square law. Between the strong and weak inversion the transistor behaviour can be characterised by transition from exponential to square law behaviour. The drain current can be approximated over a wide range of currents by the simple interpolation function [9].

$$I_D = I_S \left[ \log \left( 1 + \exp \left( \frac{V_G - V_S}{2U_T} \right) \right) \right]^2. \tag{2}$$

Whether transistor is in strong or weak inversion can be selected by limiting the amount of current through it. In the scheme on Fig. 2 this is done by selecting the value for the current source $I_{ref}$. The value of the current source defines the maximum current that can flow to any branch of the multiplier.

Due to the physical properties of the producing process two identical designed transistors have random time independent differences in their operation [10].
This mismatch is characterised by random variation of threshold voltage $V_{T0}$, current factor $\beta$, and body factor $\gamma$. If transistors are located close to each other the last one of these is negligible and we can model only errors of $\beta$ and $V_{T0}$. In the following we describe these errors as $\varepsilon_I$ and $\varepsilon_V$ correspondingly.

Together with error component the modified (1) for the drain current is

$$I_{D0} = (I_S + \varepsilon_I) e^{-\frac{V_{T0} + \varepsilon_V}{nU_T}} = I_S \left(1 + \frac{\varepsilon_I}{I_S}\right) e^{-\frac{\varepsilon_V}{nU_T}} \Rightarrow \left(1 + \frac{\varepsilon_I}{I_S}\right) e^{-\frac{\varepsilon_V}{nU_T}}.$$ (3)

Here we extracted the part that contains only error terms.

The variance of body factor and current factor mismatch are process dependent. We are using in our simulations values values proposed in the [10], where the variances are calculated as

$$\sigma^2 (V_{T0}) = \frac{A^2_{VT0}}{2WL}, \left(\frac{\sigma (\beta)}{\beta}\right)^2 = \frac{A^2_{\beta}}{2WL}.$$ (4)

For $0.7 \mu m$ process [10] suggests to use following values: for nMOS $A^2_{VT0} = 13 \ mV \mu m$, $A^2_{\beta} = 1.9\% \mu m$; and for pMOS $A^2_{VT0} = 22 \ mV \mu m$, $A^2_{VT0} = 22 \ mV \mu m$.

## 4 Simulations

We characterise the decoder BER performance with the transistors being in weak, medium, or strong inversion. The working point is selected accordingly to the inversion coefficient (IC) [11].

In (1) we can notice that the transistor drain current $I_D$ depends on the process dependent current $I_S$ and on the gate voltage. For particular realisation of the decoder the $I_S$ is fixed and the inversion coefficient can be expressed as $IC = \frac{I_D}{I_S(W/L)}$. For $IC$ values less than 0.1 the transistor is in weak, for $0.1 > IC > 10$ in moderate and for $IC > 10$ in strong inversion.
The currents in any of the Gilbert multiplier branches are less or equal to $I_{ref}$. That means all the transistors are operating in inversion conditions that is less or equal to the $\frac{I_{ref}}{I_s(W/L)}$. The maximal inversion of a transistor controls much the Gilbert multiplier deviates from the ideal multiplier.

In our simulations we fixed the width and length to be same 0.35 μm for both $N$ and $P$ type transistors. In all the simulations we are using 3.3 V power supply.

In first set of simulations we investigate the impact of the $IC$ on the decoder performance (Fig. 3 a). Without mismatch error the analog decoder demonstrates performance near to the ideal digital decoder with floating point calculations. The trade-off between the dynamic range and behaviour of the Gilbert multiplier can explain the difference of the performance for different working points.

For working point $IC = 0.01$ the dynamic range limits the behaviour of the decoder. The dynamic range is comparable to the clipping level in digital signals. Difference between the maximal and minimal value is not sufficient. For $IC = 100$ the error is dominated by the nonideality of the multiplication. In the simulations the best trade off is at the working point 10.

The simulations in Fig. 3 indicate that the error in the decoder is mainly dominated by the mismatch error, not by nonideality of the multiplier or by its range.

5 Conclusions

In this paper we have investigated how the working point of the transistor and the mismatch error impact the BER performance of an analog turbo decoder. This study is made by crating a transistor level simulator of the decoder in C++ based program.
We have used the model that characterises the transistor in weak, medium and strong inversion. The inversion level characterises the working conditions of Gilbert multiplier, the main building block of the decoder.

The simulations show that despite the error in individual blocks the total system is stable. The simulated BER at the best is within 0.5 dB from the ideal decoder.

For different current values the CMOS transistor based multiplier is dominated by different type of errors. The simulations results reported in this work suggest that the best BER performance is achieved when the error due to the dynamic range and due to the nonideality of the multiplication operation is balanced. In our simulation it was achieved for inversion coefficient 10.

The main concern for designer of an analog decoder is the mismatch error. Without it the decoder has BER performance close to ideal. It should be noted that with careful selection of transistor size the impact of mismatch can be reduced.
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Abstract. An ultra low power consuming low noise amplifier (LNA) at C-band with variable gain for adaptive antenna combining is presented in this paper. The microwave monolithic integrated circuit (MMIC) was fabricated using commercial 0.25 $\mu$m bipolar complementary metal oxide semiconductor (BiCMOS) technology. At 5.2 GHz, a supply voltage of 1.2 V and a current consumption of only 1 mA, a maximum gain of 12.7 dB, a noise figure of 2.4 dB and a third order intercept point at the output (OIP3) of 0 dBm were measured. A large amplitude control range of 36 dB was achieved. To the knowledge of the authors, the obtained gain/supply power ($S_{21}/P_{dc}$) figure of merit of 11 dB/mW is by far the highest ever reported for silicon based C-band LNAs. The characteristics of different bias methods for amplitude control of the cascode circuit are elaborately discussed. A bias control method is proposed to significantly decrease the transmission phase variations versus gain.

1 Introduction

In comparison to the declining mobile phone market, a strong market growth is predicted for wireless local area networks (WLANs) [1]. In this context, the high performance LAN (HIPERLAN) II and the IEEE 802.11a standards at C-band will play an important role. Adaptive antenna combining offers a high potential to improve the performance of those WLAN systems. Especially for adaptive antenna receivers there is the need to lower the power consumption of the components. In comparison to standard RF frontends with single antenna, the required supply currents are significantly higher, because several active antenna paths have to be fed with current. Fig. 1 shows an example of such an adaptive antenna receiver with $n$ active antenna paths. To maximize the quality of the signal available in the base band, the weighting vector of each active antenna path is adjusted. The weighting vectors are functions of phase and amplitude. The amplified and weighted analog RF signals are combined and mixed down to the IF. Then they are digitally coded and finally processed in the base band, where the required weighting vectors are calculated.
Fig. 1. Adaptive antenna receiver with \( n \) active antenna paths. LNAs with variable gain can be used to weight the amplitude of each antenna path, RF: Radio frequency, IF: Intermediate frequency, A/D: Analog to digital converter, D/A: Digital to analog converter.

Fig. 2. Simplified schematics of the VGLNA

Variable gain LNAs (VGLNAs) can be used to adjust the amplitude of each antenna path. This has the advantage that no additional attenuator or variable gain amplifier is required. Thus, power consumption, chip size and cost can be minimized at the same time. Today, there is the trend to lower the supply voltage down to the voltage of one elementary battery cell, which is below 1.4 V. Batteries still consumes a major part of system size and weight. A minimization of the number of battery cells significantly decreases the system size and weight, thus allowing the launch of new applications.

The circuit was particularly optimized for low power consumption. For information concerning typical requirements for WLAN systems it is referred to literature [2]. A challenge was the high amplitude control range, which is defined as maximum power gain minus maximum power attenuation. Due to the strong substrate coupling, silicon based circuits have a limited attenuation range. Ground shields are used for inductors and pads to decrease the substrate coupling. The performances of different bias methods for gain control of the cascode circuit are elaborately discussed. A bias control technique is proposed to significantly decrease the transmission phase variations versus gain, thus simplifying the control complexity of adaptive antenna systems. Several low power consuming MMIC LNAs with excellent RF performances have been reported in the past. A summary is listed in TABLE II comparing their key performances [3-16]. Most of them consider no amplitude control. Some of them allow switching from maximum gain to maximum attenuation [5,8].

A \( \frac{S_{21}}{P_{dc}} \) figure of merit of 0.6 dB/mW and an amplitude control of 12.6 dB have been reported for a 0.18 \( \mu \)m CMOS VGLNA [10]. This relative small amplitude control range limits the potential of adaptive antenna systems. Good performances with a \( \frac{S_{21}}{P_{dc}} \) figure of merit of 1.7 dB/mW and an amplitude control range of 35 dB has been reported using 0.6 \( \mu \)m GaAs MESFET technology [7]. Unfortunately, in mass fabrication, III/V based products are much more expensive than the silicon based counterparts. Thus, their commercial competitiveness is limited.
For this work, a commercial 0.25 μm silicon germanium (SiGe) BiCMOS technology is used, which combines the good RF performances of hetero bipolar transistors (HBTs) with the excellent performances of CMOS devices for the digital baseband, enabling low cost single chip solutions. Today, cost differences between CMOS and BiCMOS technologies are small. To the knowledge of the authors, the achieved $S_{21}/P_{dc}$ figure of merit of 11 dB/mW is by far the highest ever reported for silicon based C-band LNAs. This result is even slightly better than the best reported for III/V technologies [8]. Furthermore, the authors believe that this is the first study elaborately discussing the properties of a HBT based VGLNA.

### Table 1. Comparison with state-of-the-art.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Technology</th>
<th>Amplitude Control</th>
<th>$S_{21}$</th>
<th>NF</th>
<th>OIP3</th>
<th>$V_{dd}$</th>
<th>$I_{dc}$</th>
<th>$S_{21}/P_{dc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.15μ PHFET</td>
<td>No</td>
<td>16dB</td>
<td>0.8dB</td>
<td>n.a.</td>
<td>3V</td>
<td>40.5mA</td>
<td>0.13dB/mW</td>
</tr>
<tr>
<td>4</td>
<td>GaAs HBT</td>
<td>No</td>
<td>23dB</td>
<td>1.6dB</td>
<td>22dBm</td>
<td>5V</td>
<td>12.3mA</td>
<td>0.38dB/mW</td>
</tr>
<tr>
<td>5</td>
<td>InP HBT</td>
<td>20dB (S)</td>
<td>23dB</td>
<td>2.3dB</td>
<td>15dBm</td>
<td>3V</td>
<td>9.3mA</td>
<td>0.82dB/mW</td>
</tr>
<tr>
<td>6</td>
<td>0.6μ MESFET</td>
<td>No</td>
<td>11dB</td>
<td>1.9dB</td>
<td>16dBm</td>
<td>3V</td>
<td>4.4mA</td>
<td>0.83dB/mW</td>
</tr>
<tr>
<td>7</td>
<td>0.6μ MESFET</td>
<td>33dB</td>
<td>15dB</td>
<td>1.7dB</td>
<td>10dBm</td>
<td>3V</td>
<td>3mA</td>
<td>1.7dB/mW</td>
</tr>
<tr>
<td>8</td>
<td>0.6μ MESFET</td>
<td>45dB (S)</td>
<td>12.5dB</td>
<td>2.4dB</td>
<td>-0.8dBm</td>
<td>1V</td>
<td>1.2mA</td>
<td>10dB/mW</td>
</tr>
<tr>
<td>9</td>
<td>SiGe HBT</td>
<td>No</td>
<td>17dB</td>
<td>1.6dB</td>
<td>n.a.</td>
<td>4.5V</td>
<td>7.5mA</td>
<td>0.51dB/mW</td>
</tr>
<tr>
<td>10</td>
<td>0.18μ CMOS</td>
<td>No</td>
<td>13.2dB</td>
<td>2.5dB</td>
<td>n.a.</td>
<td>1V</td>
<td>22.2mA</td>
<td>0.6dB/mW</td>
</tr>
<tr>
<td>11</td>
<td>0.25μ SiGe BiCMOS</td>
<td>12.6dB</td>
<td>11dB</td>
<td>4.4dB</td>
<td>9dBm</td>
<td>3.75V</td>
<td>4.3mA</td>
<td>0.7dB/mW</td>
</tr>
<tr>
<td>12</td>
<td>0.35μ CMOS</td>
<td>No</td>
<td>19.3dB</td>
<td>2.5dB</td>
<td>14dBm</td>
<td>3.3V</td>
<td>8mA</td>
<td>0.73dB/mW</td>
</tr>
<tr>
<td>13</td>
<td>0.18μ CMOS</td>
<td>No</td>
<td>14.2dB</td>
<td>0.9dB</td>
<td>15dBm</td>
<td>1V</td>
<td>16mA</td>
<td>0.99dB/mW</td>
</tr>
<tr>
<td>14</td>
<td>0.25μ CMOS</td>
<td>No</td>
<td>11dB</td>
<td>2.2dB</td>
<td>11dBm</td>
<td>2V</td>
<td>5mA</td>
<td>1.1dB/mW</td>
</tr>
<tr>
<td>15</td>
<td>SiGe HBT</td>
<td>No</td>
<td>15dB</td>
<td>1.65dB</td>
<td>5dBm</td>
<td>1V</td>
<td>13mA</td>
<td>1.15dB/mW</td>
</tr>
<tr>
<td>16</td>
<td>0.35μ SiGe BiCMOS</td>
<td>No</td>
<td>17dB</td>
<td>2.5dB</td>
<td>10dBm</td>
<td>3.3V</td>
<td>4mA</td>
<td>1.3dB/mW</td>
</tr>
</tbody>
</table>

This work: 0.25μ SiGe BiCMOS

### 2 Low Noise Amplifier

The circuit was fabricated with the commercial IBM 6HP SiGe BiCMOS process. At optimum bias current, the HBTs yield transit frequencies $f_t$ of up to 47 GHz and minimum noise figures $f_{min}$ of around 1.2 dB at 5 GHz. Furthermore, the process features inductors with quality factors up to 19 at 5 GHz, metal insulator metal capacitors with specific capacitances per area of 0.7 ff/μm² and poly resistors with specific resistances up to 3600 Ω/square. For more information concerning the MMIC process it is referred to [17, 18]. Fig. 2 shows the simplified circuit schematics of the VGLNA. A cascode configuration was used since cascode topologies offer a high amplitude control range. Compared to topologies with single transistor, cascode circuits have a higher attenuation range and a higher maximum gain without increasing the supply current. The higher maximum attenuation range in the attenuation mode is obtained by the lower parasitic input to output capacitance. This parasitic capacitance can be approximated by series connection of the feedback capacitances of the common emitter stage and the common base stage. The resulting parasitic capacitance is smaller than the one of a single transistor topology.

An important design goal was the minimization of the chip size and the corresponding chip costs. The chip size is mainly determined by the size of the bulky
The number of inductors was minimized by using the same inductors for matching and biasing. Therefore, only two inductors were required for the whole circuit. Ground shields were used for inductors and pads to maximize the quality factor of the elements and to decrease the substrate coupling. Substrate coupling limits the maximum attenuation in the attenuation mode. The input was reactively noise matched to 50 \( \Omega \). The output was reactively gain matched to 50 \( \Omega \). The base of the common base circuit was terminated by a RF shunt capacitor and biased by a high ohmic resistor. Equal transistors were used for the common emitter and the common base stage. The collector emitter voltages of the common emitter stage and common base stage are approximately 0.6 V.

![Photograph of the VGLNA, overall chip size is 0.7 mm x 0.9 mm.](image)

![Measured and simulated gain (S_{21}) and noise figure (NF) versus frequency, V_{cc} = 1.2 V, I_{cc} = 1 mA.](image)

![Measured bias control linearity at 5.2 GHz, decreasing of gain by decreasing of one bias voltage while keeping the two others constant.](image)

![Measured supply current versus gain at 5.2 GHz.](image)

Low power consuming HBTs with small emitter area were chosen to scale down the supply current. The decrease of the emitter area is limited by impedance matching constraints, since the input and output impedances of the transistors are scaling with the emitter area. Inductors with large inductances would be required. Unfortunately, this increases the resistive losses and the noise of the circuit. Thus, an optimum tradeoff has to be found. Fig. 3 shows a photo of the compact MMIC chip, which has
an overall size of 0.9 mm x 0.7 mm. The effective circuit area is less than 0.2 mm². The main reason for that achievement is the minimization of the number of inductors. The measured and simulated gain and noise figure versus frequency are shown in Fig. 4. The device models of the design kit were used for the simulations. As expected for a commercial and well-established IC technology, good agreement between measurements and simulations were obtained.

At 5.2 GHz, a supply voltage of 1.2 V and a supply current of 1 mA, a gain of 12.7 dB and a noise figure of 2.4 dB were measured. The measured input and output return losses are 7 dB and 9.6 dB, respectively. An OIP3 of 0 dBm was reached.

3 Variable Gain Characteristics

The performances of different bias techniques of the cascode circuit versus gain are compared and discussed. Three different bias modes to decrease the gain from maximum to minimum are investigated:

Mode 1: Decreasing of the base emitter voltage of the common emitter stage $V_{be1}$. The two other bias voltages ($V_{be2}, V_{cc}$) are kept constant. Gain is decreased since the transconductance of the transistors is decreasing with the bias current.

Mode 2: Decreasing of the base voltage of the common base stage $V_{be2}$. The two other bias voltages ($V_{be1}, V_{cc}$) are kept constant. Gain is decreased since the collector emitter voltage of the common emitter stage $V_{ce, CES} = V_{be2} - V_{be1}$ is driven into the resistive region.

Mode 3: Decreasing of the supply voltage $V_{cc}$. The two other bias voltages ($V_{be1}, V_{be2}$) are kept constant. Gain is decreased since the collector emitter voltage of the common base stage $V_{ce, CBS} = V_{cc} - V_{be2} + V_{be1}$ is driven into the resistive region. Generally, this bias mode is not recommended since a relatively high control current has to be provided. Bias modes 1 and 2 have the advantage that their control current (base current) is very low. For comparison of the different bias modes, the most important characteristics were measured versus gain and are discussed in sub-sections a)-f).

Fortunately, for most adaptive antenna systems, the requirements for b)-e) decrease with decreasing gain. In most cases, only those antenna paths have to be attenuated which have a strong signal amplitude at the antenna input, thus originally having a good signal to noise ratio.

a) Control linearity: A high control linearity minimizes the resolution required for the D/A converter, which converts the digital control voltages calculated in the baseband. As shown in Fig. 5, the best linearity was reached for bias mode 1.

b) Current consumption: The supply current is decreasing with decreasing bias. This is advantageous since it lowers the power consumption. The corresponding performances are depicted in Fig. 6. As expected, the highest decrease of the supply current was obtained by bias mode 1 since the decreasing of $V_{be1}$ significantly lowers the supply current.

c) Noise figure: The noise figure is increasing with decreasing bias. To minimize the supply current, the circuit is operated below the supply current required for minimum noise. The measured performances are compared in Fig. 7. The noise is significantly increased with bias mode 1 since the decrease of $V_{be1}$ moves the bias current far away
from the current for minimum noise. A medium noise increase was measured for bias mode 2. Noise is increased since the common emitter stage is driven into the resistive region. The lowest increase of the noise figure was obtained for bias mode 3. The noise of the common base stage (output stage) is increased because it is driven into the resistive region, whereas the noise increase and gain decrease of the common emitter (input stage) is weak. According to the formula of Friis, the system noise is dominated by the input stage. Thus, the total noise increase versus gain is weak.

d) Return losses: Decreasing of the return losses could generate undesired signal reflections which may degrade the performance of the system. As illustrated in Fig. 8, the best results with relatively high return losses within a wide gain control range were obtained for bias mode 1. It is noted that the matching was optimized for bias mode 1. A strong degradation of the output return losses is observed for bias mode 3. The output impedance is getting very high ohmic since the output stage is driven in the resistive region.
e) **OIP3**: The OIP3 is decreasing with bias since the supply current and the supply voltages are decreased, thus lowering the amplitude of the signal at the fundamental frequency and increasing non-linear effects. For maximum gain, the circuit is operated in class AB. As depicted in Fig. 9, good performance is reached for bias mode 2, since the input stage acts as a variable attenuator at the input. The non-linearities of this resistive transistor are relatively weak. A strong degradation of the OIP3 is observed for bias mode 1. The lowering of $V_{be1}$ drives the amplifier from class-AB to class-C operation, where the transistor generates high non-linearities. The strongest decrease of the OIP3 was measured for bias mode 3. The reason is that within a wide gain control range, the gain of the input stage is staying high. Thus, compared to bias mode 2, the output stage is sooner driven into compression.

f) **Transmission phase**: Unfortunately, the transmission phase (phase of $S_{21}$) is varying with the gain and the related bias point. Phase variations are generated by variations of RC time constants. A constant phase versus gain can be mandatory for some types of adaptive antenna systems. Variations of the transmission phase can be compensated by the phase shifters as shown in Fig. 1. However, in this case, amplitude and phase can not be controlled independently. This would require a feedback control loop, which would significantly increase the control complexity. Thus, a VGLNA with constant phase versus gain is highly preferred. A smart bias method reaching that goal is proposed in the next section. The measured performances are shown in Fig. 10. The lowest phase variation was reached by using bias mode 1. High phase variations were measured with bias mode 2 and 3. These phase variations are generated by the strong resistive and capacitive variations occuring around the saturation region (transition from the forward active to the resistive region).

---

**Fig. 11.** Proposed bias method, which decreases the transmission phase variations versus gain at 5.2 GHz.

**Fig. 12.** Gain per supply power figure of merit versus noise figure for state-of-the-art C-band LNAs.
4 Bias Technique for Constant Transmission Phase

As demonstrated in the previous section, good results were obtained with bias mode 1. This bias mode is well suited for short to medium range systems. However, the transmission phase variations versus amplitude control can be a limitation for low cost systems requiring a low control complexity of the antenna array. In this section, a bias method is proposed which significantly decreases these transmission phase variations. The basic idea is that within a given gain range, bias mode 1 and bias mode 2 have opposite phase characteristics. Decreasing of $V_{be1}$ decreases the phase, whereas decreasing of $V_{be2}$ increases the phase. This has been illustrated in Fig. 10. Thus, within a certain amplitude control range, the phase variations can compensate each other. The measured results are shown in Fig. 11. The phase can be kept constant for an amplitude range of approximately 25 dB. This amplitude control range is sufficient for demanding applications.

5 Conclusions

An ultra low power consuming C-band VGLNA has been presented. The compact MMIC has been fabricated using low cost 0.25 μm SiGe BiCMOS technology. The cascode circuit has a high gain control range making it well suited for adaptive antenna combining. The characteristics of different bias methods for amplitude control have been elaborately compared and discussed. Furthermore, a bias control technique has been proposed to significantly decrease the transmission phase variations versus gain. To the knowledge of the authors, the presented VGLNA has by far the lowest power consumption ever reported for silicon based C-band LNAs, while still providing adequate gain, large signal and noise performance. A comparison with other works by means of the gain per supply figure of merit versus noise figure is summarized in Fig. 12. The reached figure of merit is even slightly higher than the highest reported for III/V based technologies. This MMIC is an excellent candidate for low cost WLAN applications operating in accordance to the 802.11a and HIPERLAN standards.
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Abstract. We consider the use of a specific type of Clipped Soft Decision (CSD) – Parallel Interference Cancellation (PIC), optimized for Multiple-Input-Multiple-Output (MIMO) operation. It is shown that the use of the MIMO combined with the proposed PIC scheme can achieve a high performance improvement over the correspondent schemes, and hence, the High Speed Downlink Packet Access (HSDPA) is able to increase the data rate, also with a performance improvement in the Bit Error Rate (BER).

1 Introduction

The main purpose in UMTS is to allow high data rates, low delays, high capacity and flexibility in services. Direct Sequence Code Division Multiple Access (DS-CDMA) technology is the main key to reach this convergence, once we develop systems that combat the interferences.

To combat the fading and also taking advantage of fading in order to provide diversity, the current work considers a MIMO scheme. Furthermore, once all spectrum is available to all users at the same time, there is MAI, which is caused because several spreading codes are used by several users and they are not received by one reference user perfectly orthogonal. This happens because, even with the use of orthogonal spreading codes and for a synchronous network, the multipath environment breaks the orthogonality, generating MAI. Thus, in addition to the MIMO scheme, we also consider a specific type of PIC to cancel the MAI.

We consider the use of a 2X2 MIMO scheme based on the Alamouti Scheme, where both transmitter and receiver have 2 antennas. However, even if only one user is considered, the several parallel physical channels (PPC) create the appearance of MAI between them. These are the interfering signals that need to be cancelled to achieve higher data rate users with low probability of BER. Thus, once the several PPC present the same received power and once the receiver has knowledge about the several spreading sequences, it is considered a CSD–PIC, optimized for MIMO operation.

This paper is structured as follows: section 2 presents the system model for the 2X2 MIMO scheme; section 3 presents the system model for the CSD-PIC, optimized for MIMO operation; section 4 presents the performance results and analysis for the proposed schemes; the key findings of this paper are then summarized in Section 5.
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2 System Model for the 2X2 MIMO

The 2X2 MIMO is spectral efficient and resistant to fading, where the BS uses $M=2$ transmit antennas and the MS also uses $M=2$ receive antenna [3]. As long as the antennas are spaced sufficiently far apart, the transmission and receiving signals from each antenna undergoes independent fading. Fig. 1 shows a dual-antenna transmitter and receiver. The encoding performed by the proposed MIMO scheme is the same as applied by 2X1 Space-Time Transmit Diversity (STTD) initially proposed by Alamouti. The lowpass equivalent transmitted signals at the two antennas are:

\[
s_1(t) = \sum_{n=-\infty}^{+\infty} \left[ \sqrt{E_c} \cdot \sum_{k=0}^{K} b'(k,\lfloor n/N \rfloor) \cdot S_d(k,n) \right] \cdot g(t-nT_c) \\
\]

\[
s_2(t) = \sum_{n=-\infty}^{+\infty} \left[ \sqrt{E_c} \cdot \sum_{k=0}^{K} b''(k,\lfloor n/N \rfloor) \cdot S_d(k,n) \right] \cdot g(t-nT_c) \\
\]

where $E_c$ is the chip energy of data channel. The operation $\lfloor . \rfloor$ stands for the integer part of operand. $S_d(k,n)$ means the data channel spreading sequence of the $k^{th}$ user. $N$ is the spreading factor (SF). $T_c$ is the chip interval and $g(t)$ is the chip waveform. $b'(k,\lfloor n/N \rfloor)$ and $b''(k,\lfloor n/N \rfloor)$ are the encoded data symbols and are given by:

\[
b'(k,\lfloor n/N \rfloor) = \begin{cases} b_1(k,\lfloor n/N \rfloor) & \text{if } n/N \text{ is odd} \\ b_2(k,\lfloor n/N \rfloor) & \text{if } n/N \text{ is even} \end{cases} \\
b''(k,\lfloor n/N \rfloor) = \begin{cases} -b_2(k,\lfloor n/N \rfloor) & \text{if } n/N \text{ is odd} \\ b_1(k,\lfloor n/N \rfloor) & \text{if } n/N \text{ is even} \end{cases}
\]

\[ (2) \]

\[ (1) \]

Fig. 1 Scheme of a 2X2 MIMO Scheme (a) Transmitter (encoder) and (b) Receiver (decoder)
We consider a discrete tap-delay-line channel model where the channel from ith transmit antenna to the jth receive antenna comprises discrete resolvable paths, expressed through the channel coefficients. The four sets of temporal multipaths corresponding to paths between the two transmit antennas and the two receive antennas experience independent and identical distributed (i.i.d.) Rayleigh fading. Therefore, the channel coefficients \( h_{i,j,l} \) are complex-valued Gaussian random variables with zero-mean and same variance \( \sigma^2 \) in both real and imaginary parts. The lowpass equivalent complex impulse response of the channel between ith transmit antenna and jth receive antenna is given by

\[
    h_{i,j}(t) = \sum_{l=1}^{L} h_{i,j,l} \cdot \delta(t - \tau_l)
\]

where \( \tau_l \) is the delay of the \( l \)th resolvable path.

For a given temporal path index \( l \), the fading coefficients \( h_{i,j,l} \) and \( h_{2,j,l} \) are Rayleigh distributed and independent from each other. Additionally, \( h_{i,j,l} \) is assumed invariant over at least one MIMO block that refers to every two consecutive symbols. For any mobile station, downlink signals from \( K \) synchronous data channels experience the same frequency selective fading and reach the receiver as:

\[
    r_j(t) = \sum_{l=1}^{L} \left[ h_{i,j,l} \cdot s_i(t - \tau_l) + h_{2,j,l} \cdot s_2(t - \tau_l) \right] + n_j(t)
\]

where \( n_j(t) \) represents the additive white Gaussian noise (AWGN) of the \( j^{th} \) receive antenna, with double-sided power spectral density of \( N_0/2 \).

The signal of each path can be resolved by a matched filter (MF) with the local delayed spreading sequence. It is assumed that multipath delays are approximately a few chips in duration and smaller than the symbol period so that Inter-Symbol Interference (ISI) can be neglected. Without loss of generality, let us focus on the \( m^{th} \) MIMO block. By sampling the output of the pulse-matching filter, the received signal in the first and second symbol interval of the \( m^{th} \) MIMO block, before MIMO TX decoding, can be, respectively, given by:

\[
    u_j^{(1)}(m,n) = \sum_{k=1}^{K} \sum_{l=1}^{L} \sqrt{E_c \cdot S_d} \left[ 2mN + n - \left\lfloor \frac{\tau_l}{T_c} \right\rfloor \right]
    \left[ h_i(k,m) \cdot h_{i,j,l} - b_2(k,m) \cdot h_{2,j,l} \right] + n_j^{(1)}(m,n)
\]

\[
    u_j^{(2)}(m,n) = \sum_{k=1}^{K} \sum_{l=1}^{L} \sqrt{E_c \cdot S_d} \left[ 2mN + N + n - \left\lfloor \frac{\tau_l}{T_c} \right\rfloor \right]
    \left[ b_2(k,m) \cdot h_{i,j,l} + b_1(k,m) \cdot h_{2,j,l} \right] + n_j^{(2)}(m,n)
\]

where and \( n=0,1,\ldots,N-1 \) and \( b_j(k,m)(j=1,2) \) stands for the \( j^{th} \) data bit of the \( k^{th} \) active user transmitted in the \( m^{th} \) MIMO block. \( n_j^{(i)}(m,n), (i=1,2) \), is the sampled AWGN in the \( i^{th} \) symbol period, \( j^{th} \) receive antenna, of the \( m^{th} \) MIMO block.

The first user \( (k=1) \) is assumed to be the desired user. Assuming perfect chip timing synchronization and that the local despreading sequence is locked to the \( l^{th} \) resolv-
able path, the data channel of the first user at the $f^{th}$ path despread during the first and second symbol period of the $m^{th}$ MIMO block, before TX MIMO decoding, comes:

$$r^{(i)}_{j}(m, \hat{\ell}) = \sum_{n=0}^{N_j-1} u^{(i)}(m, n) \cdot S_{j}^{(i)} \left[ 1, 2mN + n - \left\lfloor \frac{\tau_j}{T} \right\rfloor \right]$$

$$= \sqrt{E_{s}} \cdot N \left[ b_1(1, m) \cdot h_{1,i,j} + b_1^*(1, m) \cdot h_{2,i,j} \right] + n^{(i)}(m, \hat{\ell})$$

$$+ \sum_{i=1}^{2} \sum_{\ell=1}^{L_{\ell}} \sqrt{E_{s}} \cdot R^{(i)}_{j,d}(m, k; l, \hat{\ell}) \left[ b_1(1, m) \cdot h_{1,i,j} + b_1^*(1, m) \cdot h_{2,i,j} \right]$$

where the superscript $*$ means the complex conjugate operation.

Introducing the proper simplified matrix-vector representation we may define

$$y = H b + n,$$

where

$$H = \begin{bmatrix} h_{1,i,j} & -h_{2,i,j} \\ h_{2,i,j}^* & h_{1,i,j}^* \end{bmatrix}, \quad b = \begin{bmatrix} b_1 \\ b_2 \end{bmatrix}, \quad n = \begin{bmatrix} n_{1,i,j} \\ n_{2,i,j} \end{bmatrix} \quad \text{and,} \quad y = \begin{bmatrix} r_{1,i,j} \\ r_{2,i,j} \end{bmatrix},$$

and where $j^th$ means the receive antenna. This is equivalent to write $r = B h + \bar{n}$ where

$$B = \begin{bmatrix} b_1 & -b_2^* \\ b_2 & b_1^* \end{bmatrix}, \quad h = \begin{bmatrix} h_{1,i,j} \\ h_{2,i,j} \end{bmatrix} \quad \text{and} \quad \bar{n} = \begin{bmatrix} n_{1,i,j} \\ n_{2,i,j} \end{bmatrix},$$

which is the function possible for real implementation.

Assuming that the ideal CSI $h_{i,j}^*$ is available at the $j^{th}$ MS, and thus, the random variable of the first estimated data bit in the $m^{th}$ MIMO block is constructed through MIMO decoding as follows:

$$d^{(j)}_{1}(m, \hat{\ell}) = r^{(1,j)}_{d}(m, \hat{\ell}) \cdot h_{1,j,i}^* + r^{(2,j)*}_{d}(m, \hat{\ell}) \cdot h_{2,j,i}$$

$$d^{(j)}_{2}(m, \hat{\ell}) = r^{(2,j)}_{d}(m, \hat{\ell}) \cdot h_{1,j,i}^* - r^{(1,j)*}_{d}(m, \hat{\ell}) \cdot h_{2,j,i}$$

Or, using the simplified matrix-vector representation as

$$\tilde{b} = d = \frac{1}{h^2} H^H y,$$
In the equal gain combining receiver, the signals of first $L_c$ arriving paths among total $L$ resolvable paths are selected and combined. Assuming that the fading of each path is independent and the random variables in distinct branches of 2D-RAKE are independent from each other, the output of the 2D-RAKE receiver can be represented as $d_{i,j}(m) = \sum_{l=1}^{L} d_{i,j}(m,l)$. This expression means the signal at the output of each of the two 2D-RAKE receivers. Thus, considering an equal gain combiner, the signal at the output of the MIMO receiver combiner comes $d_i(m) = \sum_{j=1}^{2} d_{i,j}(m)$, where 2 stands for the number of receive antennas. The order of diversity is now expressed by $4L$, where $L$ is the number of resolvable paths.

When we consider a MIMO scheme of order higher than two, it was shown in [4], for the STTD, that there is IIS from only one symbol in the decoding of any other symbol, for a modulation scheme higher than BPSK, which can also be extrapolated for the Alamouti based MIMO scheme with more than two transmit antennas.

### 3 System Model for the Parallel Interference Cancellation

There are two different kinds of subtractive sub-optimal Multi-User Detectors: successive Interference Cancellation (SIC) and Parallel Interference Cancellation (PIC). These kinds of detectors make the estimation and subtraction of the MAI seen by each user. However, they present the disadvantage of introducing a symbol period delay for each level of cancellation. By level of cancellation we mean the partial cancellation of each user (SIC) or the partial cancellation of all users in parallel (PIC). The term partial is used because it is not possible to make the total cancellation as it depends on the precision of the estimation of the transmitted symbols and this estimation can vary in accordance with several conditions, such as the noise level ($E_b/N_0$), the amount of ISI present, the estimation of the CSI and the amount of MAI seen by each user. To improve the liability of the MAI cancellation, this can be done in several levels of cancellation, increasing the value of the subtractive coefficient with the increase of level of cancellation, as the estimation of the transmitted symbols tends to improve. In an environment with near-far problem (or without power control) we tend to obtain a better performance with the SIC, rather than with a conventional PIC [2]. In the presence of power control, the conventional PIC tends to perform better, although, it is more complex. The scheme shown in Fig. 2 for the proposed PIC is generic, although most of the processing for different users is the same, except the spreading sequences, since it is considered the downlink situation. MIMO Encoder and MIMO Decoder of Fig. 2 are described in more detail in Fig. 1. The resulting signal for the $k^{th}$ user, after subtracting MAI is $r_k^{(m)}(t) = r(t) - \sum_{i=1, i\neq k}^{K} r_i^{(m)}(t - \tau_i)$, being $m$ the cancellation order, $A_i$ the received amplitudes of the several users ($i=1$ to $K$, $i\neq k$) and $s_i$ the spreading sequences of the $i^{th}$ interfering PPC.
A problem arises when we are dealing with the optimization of the subtractive coefficients. The solution to that problem is as follows: based on MMSE error considerations and convenient Gaussian approximations, it is possible to derive an optimal tentative decision function for the intermediate estimates [6]. For QPSK modulation the function is a hyperbolic tangent of the matched filtered statistics applied independently to the in-phase and quadrature components. The piecewise Linear Clipped soft Decision (CSD) is a good approximation of the hyperbolic tangent. The CSD function retains the advantages of both the linear and the hard-decision functions, while avoiding some of their obvious shortcomings. Small correlator outputs lead to unreliable data estimates, and thus, only a small amount of signal cancellation should be carried out. The inverse also applies.

4 Results and Discussion

All the simulation results presented in this section considered the QPSK modulation in a frequency selective Rayleigh fading channel, namely the Vehicular A propagation models of 3GPP. The mentioned propagation model was selected to evaluate the effect of IPI in the performance of 2X2 MIMO and PIC. The average power profile of Vehicular A is modeled as [0.4874 0.3134 0.0905 0.0446 0.0397 0.0090 0.0055 0.0099], with a maximum delay spread correspondent to seven chip periods. The Walsh-Hadamard spreading sequences were considered in the simulation, with a spreading factor of 16. The double of the binary debit was considered for the results with the 2X2 MIMO (with and without PIC), relating the Single-Input-Single-Output (SISO). Additionally, the RAKE receiver was always considered, namely the 1D_RAKE for the curves entitled SISO and PIC, and two modules of 2D_RAKE in case of a 2X2 MIMO (with and without PIC). By number of parallel physical channels (PPC) in the several results we mean the number of PPC in the downlink of HSDPA, corresponding, in our case, to only one user. However, it is similar to considering several (PPC) co-sited users.
When we refer to HSDPA in the results, it means that the binary debit of 384 kb/s is increased by a number corresponding to PPC, for the case of SISO and PIC, and 2xPPC, for the case of 2X2 MIMO and 2X2 MIMO + PIC. CSD-PIC with three levels of cancellation was selected in our simulations because it corresponds to a good balance between performance and delay in the signal.

In Fig. 3a) it is shown the performance obtained with 15 PPC. As can be seen, due to the presence of higher level of MAI, the use of PIC corresponds to an appreciated performance improvement over the SISO. When we increase the order of diversity to $4L$ (where $L$ corresponds to the number of multipaths) with the use of 2X2 MIMO, we can observe that, even with the double of the binary debit, the performance is much improved. However, due to the presence of the MAI, we can see that the improvement of performance with the increase of $E_b/N_0$ is low. This was the main motivation to add the PIC to the 2X2 MIMO, whose results correspond to a much-appreciated gain over the 2X2 MIMO alone. The gain obtained with the 2X2 MIMO + PIC over the 2X2 MIMO is much higher than the gain obtained with the PIC over the SISO. This confirms that the 2X2 MIMO and the PIC fit very well for the HSDPA.

In Fig 3b) it is shown the performance obtained with 4 PPC, which corresponds to lower level of MAI, when compared to Fig. 3a). Due to lower level of MAI, the gain obtained with the PIC (relating to SISO) is lower than that of Fig 3a).

The performance improvement of the 2X2 MIMO + PIC relating to 2X2 MIMO is much higher than the performance improvement of the PIC relating to the SISO. This confirms that the system considering the 2X2 MIMO with the PIC is able to achieve a performance with very low level of bit errors. For 4 PPC and $E_b/N_0=12$ dB, the performance obtained for the 2X2 MIMO + PIC is $10^{-4}$, which is almost the same performance obtained for the same configuration but with 15 PPC ($P_e=10^{-3.9}$). The same does not happen when we consider only the 2X2 MIMO. Hence, we may say that the system composed of the combination of 2X2 MIMO and PIC is almost insensitive to an increase in the number of PPC.
5 Conclusions

In this paper we have studied the downlink of HSDPA with the combination of two specific schemes, namely the 2X2 MIMO and the CSD-PIC for the Vehicular A propagation model of 3GPP.

It was shown that the 2X2 MIMO combined with the CSD-PIC tends to reach a performance improvement over the corresponding schemes isolated. When the level of MAI is moderate to high we observed that, even with the use of the 2X2 MIMO, the performance obtained was limited. This was the main motivation to add the PIC to the 2X2 MIMO scheme, whose results correspond to a much-appreciated gain over the 2X2 MIMO alone. The gain obtained with the 2X2 MIMO + PIC over the 2X2 MIMO is much higher than the gain obtained with the PIC over the SISO. This confirms that the combination of 2X2 MIMO and the PIC fit very well for the downlink of HSDPA. We have also shown that the system considering the 2X2 MIMO combined with the PIC is almost insensitive to an increase in the number of PPC.
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Abstract. We propose the use of the precoding (PC) scheme, which can be used to combat both the Multiple Access Interference (MAI) and Inter-Path Interference (IPI), combined with the Selective Transmit Diversity (STD) for high data rate transmissions. The proposed scheme is considered over frequency selective Rayleigh fading channels jointly with a RAKE in the receiver. With the PC, the increase in performance is achieved with a small increase in power processing in the BS, avoiding any need to increase complexity in the Mobile Station (MS) \cite{1,2,3}. It is shown that the use of the proposed PC scheme, alone or combined with the STD achieves a performance improvement over the corresponding schemes without PC.

1 Introduction

Much research has been undertaken in the area of the Multi-User Detectors \cite{4} for Direct Sequence Code Division Multiple Access (DS-CDMA) technology. It can be mainly used by Base Stations (BS) where there is enough power processing capability and where it is easier to know/estimate the uplink Channel Impulse Responses (CIR) and the spreading sequences of interfering users. However, the trend of the telecommunications is to become more and more asynchronous and with higher data rates in the downlink than in the uplink. This is useful for services like Web browsing, Data Base Access, Multimedia, etc. To obtain this, it is important to transfer the complexity as much as possible to the BS, where the power processing and electrical power available is higher, so as to combat the several sources of interference.

With the aid of pre-distorting the signals to be transmitted by the BS, the orthogonality between the signals seen by the different users can be improved. The proposed PC scheme is done taking into account the spreading sequences, transmitted symbols and the CIR of the several users present in the cell. The current approach considers a RAKE receiver in the MS. Moreover, we consider a combination of PC with the STD.

This paper is structured as follows: section 2 presents the system model for the proposed Precoding; section 3 presents the system model for the Selective Transmit Diversity; section 4 presents the performance results and analysis for the proposed schemes; the key findings of this paper are then summarized in section 5.
2 System Model for the Precoding

Multi-user detection has been investigated mostly from the viewpoint of receiver optimization. However, in the downlink situation, the MS usually does not have access to information needed to perform the Multi-user Detection (MUD). Such information consists of spreading sequences, CIR and the symbols transmitted by different users. Additionally, the processing capability and power energy at the MS is limited. For these reasons, we propose to transfer the complexity from the MS to the BS, and hence, we implement the PC scheme. The transmitted signal is 

\[ x(t) = s^T(t)TA_b, \]

where \( T \) is a \((2M+1)K \times (2M+1)K\) matrix to be chosen according to some optimality criterion. Therefore, with PC, the vector of MF output is given by 

\[ y = RTA_b + z. \]

Thus, the optimum PC transformation \( T \), which minimizes the bit error rate (BER), is derived in [1] as 

\[ T = R^{-1}. \]

This makes 

\[ y = Ab + z. \]

Assuming that the signal of each user is subject to frequency selective multipath fading, the received signal at the \( p \)th receiver can be expressed as [1]:

\[ r_p(t) = S_p(t, b) + n_p(t) \tag{1} \]

\[ S_p(t, b) = \sum_{i=-M}^{M} \sum_{k=1}^{K} b_k(i) A_k(i) \alpha'_p(i) s_k(t - iT_b - iT_c) \tag{2} \]

being \( T_c \) the chip duration, \( b_k(i) \) the transmitted symbol of the \( k \)th user, \( k=1,...,K \), \( i=-M,...,M \), \( A_k(i) \) is the amplitude of the \( k \)th signal in the \( i \)th symbol interval. \( \alpha'_p(i) \) represents the gain of the channel of the \( l \)th multipath component during the \( i \)th symbol interval over the channel between the transmitter and the \( p \)th receiver. When we consider \((L-1)T_c < T_b\) the window should have size 3, i.e., \( M = [-1,0,1] \). Thus, the output of the RAKE receiver comes:

\[ y_p(i) = \sum_{n=0}^{L-1} \int_{IT_c+IT_b}^{IT_b+IT_c} \alpha'_p(i) r_p(t) s_p(t - iT_b - nT_c) dt \tag{3} \]

To make this notation compact, we define a \((2M+1)K \times (2M+1)K\) \( R(l-n) \) matrix as in [1]:

\[
\begin{bmatrix}
R (0,l-n) & R (-1,l-n) \\
R (1,l-n) & R (0,l-n) & R (-1,l-n) \\
& R (1,l-n) & R (0,l-n) & R (-1,l-n) \\
& & R (1,l-n) & R (0,l-n) \\
& & & R (1,l-n) & R (0,l-n) \\
& & & & R (1,l-n) & R (0,l-n) \\
& & & & & R (1,l-n) & R (0,l-n) \\
& & & & & & R (1,l-n) & R (0,l-n)
\end{bmatrix}
\tag{4}
\]

where, due to the size window 3, \( \{R(l-n)\}_{i,j} = 0 \) for every \( i,j \), such that \(|i-j| > 1\). Additionally, we define \( R(m,l-n) \) as a \( K \times K \) matrix whose values are:
Assuming that multipath intensity profiles do not change over the block length, we define [1]:

\[ A = \text{diag} \left[ A_1(-M), \ldots, A_k(-M), \ldots, A_k(M) \right] \]
\[ \alpha(l) = \text{diag} \left[ \alpha'_1(-M), \ldots, \alpha'_k(-M), \ldots, \alpha'_k(M) \right] \]

and \( K(2M+1) \times 1 \) vectors such that:

\[ \mathbf{b} = \left[ b_1(-M)^T, \ldots, b_k(-M)^T, \ldots, b_k(M)^T \right]^T \]
\[ \mathbf{z} = \left[ z_1(-M)^T, \ldots, z_k(-M)^T, \ldots, z_k(M)^T \right]^T \]

Hence, we express the vector of the RAKE receiver outputs at all \( K \) sites as:

\[ \hat{\mathbf{y}} = \left[ \mathbf{y}(-M)^T, \ldots, \mathbf{y}(M)^T \right]^T \]
\[ = \sum_{n=0}^{L-1} \sum_{\ell=0}^{L-1} \alpha(n)\alpha(l) \mathbf{R}(l-n) \mathbf{A} \mathbf{b} + \mathbf{z} \]

where \( \mathbf{y} = \{y_1, \ldots, y_K\}^T. \)

Making \( \mathbf{R} = \sum_{n=0}^{L-1} \sum_{\ell=0}^{L-1} \alpha(n)\alpha(l) \mathbf{R}(l-n) \) the matrix \( \mathbf{R} \) can, now, be interpreted as the cross-correlation matrix for an equivalent synchronous AWGN problem where the whole transmitted sequence is considered to result from \((2M+1) \times K \) users, during one transmission interval of duration \( T_c = (2M+1) \times T_b \). The matrix \( \mathbf{R} \) is not symmetric anymore. The vector of decision statistics becomes now \( \mathbf{y} = \mathbf{R} \mathbf{T} \mathbf{A} \mathbf{b} + \mathbf{z}. \) Now, a multi-user detection problem in multipath channels is reduced to \( K \) decoupled single user detection problems.

### 3 System Model for the Selective Transmit Diversity

The STD scheme has a low rate (750 Hz-3 kHz) feedback link from the receiver (MS) telling the transmitter (BS) which antenna should be used in transmission. There is a common or dedicated pilot sequence, which is transmitted. Different antennas with specific pilot patterns/codes enable antenna selection. Then, the transmitter has a link quality information about the \( M \) (number of antennas) links and it transmits a single symbol stream over the best antenna. The receiver is supposed to re-acquire the carrier phase after every switch between antennas. The Antenna Switch has the capability to switch every slot duration, i.e., 0.667 ms (rate 1.5 kHz). After using STD from
$M$ antennas over the $L$-paths, each with equal average energy, then we have changed the probability density function for each link. The BER analytical expression is described in [5]. The decision for the antenna selection of the STD combined with the RAKE receiver (maximize multipath diversity) is done in order to select the antenna $i \in [1, \ldots, M]$ which maximizes the multipath diversity, i.e., maximizes the sum of the square of the absolute values of the paths gains, which corresponds to maximize 
\
\[ \max \left( \sum_{l=1}^{L} |h_{i,l}|^2 \right). \]

\[ \textbf{4} \quad \textbf{Results and Discussion} \]

All the simulation results presented in this section considered the QPSK modulation in a frequency selective Rayleigh fading channel, namely the Vehicular A propagation model of 3GPP. This propagation models was selected to evaluate the effect of IPI in the performance of the proposed PC scheme. Thus, the Vehicular A propagation model presents a high number of paths, whose average power profile is modelled as [0.4874 0.3134 0.0905 0.0446 0.0397 0.0090 0.0055 0.0099], with a maximum delay spread correspondent to seven chip periods.

The Walsh-Hadamard spreading sequences were considered in the simulation, with spreading factor 16 and 64. Positions of interfering MSs were defined randomly using a uniform distribution inside a cell, as well as the correspondent CIRs for different users. If we consider all users co-located with the reference user, i.e., same CIRs for all users, performances are better than those presented in this paper. As can be seen in Fig. 1 for SF=64 and 15 users, an increase in the order of diversity to $2L$ (where $L$ corresponds to the number of multipaths) with the use of the STD, corresponds to an improvement of performance. However, due to the presence of MAI, we can see that the improvement of performance with the increase of $E_b/N_0$ is low. This was the main motivation to add the proposed PC scheme to the STD, whose results correspond to a gain over the STD alone. The use of the PC corresponds to an appreciated performance improvement over the “Only RAKE”, except for low values of $E_b/N_0$, where the noise enhancement generated by the decorrelator type precoding reaches a high value. The PC is able to partly “clean” the MAI which was generated due to the presence of the multipath environment. Additionally, the best performance is achieved with the combined scheme composed of STD and PC.

The results of Fig. 2a) are similar to the previous one, except that we now consider SF=16. Similar results were obtained, with the exception that, in this case, the performance obtained with STD+PC only outperforms the STD for values of $E_b/N_0$ below 11 dB. There are two steps of performance: the first corresponds to the system without any kind of PC (with and without STD), and hence, with a high level of MAI; the second corresponds to the system in which the PC was used to remove part of the MAI, which originates a step in the performance.
Due to lower level of MAI in Fig. 2b), the gain obtained with the PC (relating to “Only RAKE”) is lower than that of Fig. 2a). The performance improvement of the STD+PC relating to STD is much higher than the performance improvement of the PC relating to the “Only RAKE”. This confirms that the system considering the STD+PC is able to achieve a performance with very low level of bit errors. With four users, the gain obtained with STD+PC relating to “Only RAKE” is much higher than with 15 users. This happens once the system is “cleaner” of MAI and, hence, the STD is able to reach a better performance.
5 Conclusions

In this paper we have studied the combination of two specific schemes, namely the precoding scheme with the selective transmit diversity for the downlink, through the Vehicular A propagation models of 3GPP. When the level of MAI was more intense we observed that, even with the use of the STD, the performance obtained was limited. This was the main motivation to add the PC to the STD scheme. It was shown that the use of the PC combined with the STD tends to reach a performance improvement over the corresponding schemes isolated. This tends to happen because the PC “cleans” the MAI and, hence, the diversity provided by the use of the STD is able to achieve better results. This confirms that the combination of STD and the PC fit very well for the downlink 3GPP.

Our work considered the vehicular A propagation model which presents higher number/level of multipath diversity, and consequently, originates higher level of MAI. However, once most of propagation models of 3GPP present an order/level of multipath diversity similar to the Vehicular A propagation model, we should conclude that the combination of STD with PC tends to achieve better results in several propagation environments.
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Abstract. This paper describes the application of a joint source channel decoding technique (JSCD) of variable length codes (VLCs), presented at first by Guivarch et al., in the context of future public land mobile telecommunication systems (FPLMTS) involving UMTS channel codes and OFDM modulation. OFDM parameter sets have been adjusted both to the UMTS chip rate and to the selectivity of the urban multipath propagation channel. The application of JSCD to UMTS codes may lead to signal to noise improvements greater than 3 dB. A methodology is also proposed to get soft error patterns attached to the transmission system, including the OFDM modulation and the multipath channel. Thus, several JSCD schemes can be accurately evaluated thanks to an equivalent simplified model.

1 Introduction

One of the main objectives of FPLMTS is to provide high capacity mobile radio systems allowing the access to various types of high data services, as for instance video. However, to be implemented at a user level, the computational complexity and delay involved by these new systems and services have to be relatively low. In the last few years, it has been shown that JSCD techniques could be the right approach to improve the transmission performance given these complexity and delay constraints, see for instance a tutorial introduction by Van Dyck and Miller [1]. In this field, the most recent studies have focused on JSCD methods that could handle the widely spread case of a variable length encoding of the source, as it exists for instance in video encoders. However, most of these techniques have been evaluated with a simple additive white gaussian noise (AWGN) channel [2], [3], and, in some cases on a Rayleigh fading channel [4]. In this paper, the first objective is to evaluate the JSCD proposed in [3] through a mobile radio channel involving UMTS channel codes and an OFDM modulation scheme. Indeed, recent 3GPP investigations on the OFDM modulation for upcoming downlink UMTS-standards on adjacent UMTS-bands [5] have shown its relevance to face the problem of multipath propagation in urban areas. Thus, from a wideband selectivity parameters analysis carried out on simulated outdoor ITU-R models [6] and previous France Telecom measurements [7], we have selected the appropriate ITU-R propagation models. In accordance with

* This work was supported in part by the French ministry of research under the contract named COSOCATI (http://www.telecom.gouv.fr/rnrt/index_net.html).
the UMTS-chip rate, two low-complexity OFDM dimensionings fit with micro and small cell areas, respectively, are defined afterwards. A second objective of our work is to provide a methodology to get soft error patterns files attached to the transmission system. Consequently, a unique soft error pattern can be used to test several JSCD schemes without having to simulate the modulation/demodulation set-up. Our paper is organized as follows. In section 2 we present the OFDM transmission system. The generation and validation of the soft error pattern are detailed in section 3. Finally, section 4 reports JSCD performance with convolutional codes and turbo codes.

2 The Transmission System

2.1 Propagation Modelling

Wideband tapped delay line models consist in a discrete version of the scattering function of the propagation channel under wide sense stationary uncorrelated scatterers (WSSUS) assumptions. Hence, the scattering function \( P_s(\nu, \tau) = |S(\nu, \tau)|^2 \) is a simplified version of the correlation function \( R_s(\nu, \nu', \tau, \tau') \) where \( S(\nu, \tau) \) is the Doppler-variant channel impulse response of the channel [8] (\( \nu \): Doppler frequency, \( \tau \): delay)

\[
P_s(\nu, \tau) = \sum_{i,j} |S_{i,j}(\nu, \tau)|^2 \delta(\tau - \tau_i) \delta(\nu - \nu_j).
\]

The average power delay profile (APDP), \( P(\tau) \), also depends on the delayed and attenuated taps \((\tau_i, A_i)\):

\[
P(\tau) = \sum_i \delta(\tau - \tau_i) \sum_j |S_{i,j}(\nu_j, \tau)|^2.
\]

The excursion of the Doppler power spectrum \( P_s(\nu, \tau_i) \) is identical for each tap and is given by the Clarke model [8]:

\[
P_s(\nu, \tau_i) = \frac{A_i}{4\pi \nu_{max}} \frac{1}{\sqrt{1 - \left(\frac{\nu}{\nu_{max}}\right)^2}}.
\]

The ITU-R tapped delay line model [6] selection representative of an urban area (micro and small cells) is based on a comparison between urban measured propagation channels and filtered tapped delay line models (equivalent band for the comparison). A micro-cell (MC) environment is typical of a dense urban area with the base station (BS) height below the average rooftop-height of buildings while a small cell (SC) corresponds to BS height slightly higher than the rooftop-height of buildings [9]. We have evaluated the delay spread and the delay window set to 95% (W95%), after a pre-filtering processing (in a 25 MHz bandwidth and a roll-off equal to 0.61) applied on ITU-R models. The coherence bandwidth \( (B_c - 0.5) \) has been deduced from the OFDM dimensioning (section 2.2) used to sample the average frequency correlation function. Table 1 provides wideband selectivity parameters of outdoor ITU-R tapped delay line models and France Telecom R&D measurements carried out in MC and SC environments.

SC(1) and SC(2) scenarios are connected to SC cases with a distance range inferior to 500 m, while MC(1) and MC(2) describe MC cases covering up a 200-300 m distance range. Results show that the frequency selectivity significantly increases with the BS
height. The delay spread for SC is twice as large as in MC. Table 1 and [7] show that the pedestrian A is related to large indoor areas and vehicular B to urban MC environments. Table 1 also confirms that the vehicular test environment A is rather attached to MC [7], while pedestrian B shall be related to either very selective macro-cell or SC environments. Hence, in the following, we select the vehicular test environment channel A to simulate a typical MC case and the pedestrian channel B environment to simulate a typical SC case. Relative delays and attenuations are reported in Table 2.

### Table 1. Wideband selectivity parameters in urban area

<table>
<thead>
<tr>
<th></th>
<th>Outdoor to Indoor and Pedestrians</th>
<th>Vehicular test Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>delay spread (μs)</td>
<td>0.045</td>
<td>0.633</td>
</tr>
<tr>
<td>delay window 95% (μs)</td>
<td>0.20</td>
<td>2.35</td>
</tr>
<tr>
<td>($B_c − 1/2$) MHz</td>
<td>0.781</td>
<td>0.234</td>
</tr>
<tr>
<td>2-FT R&amp;D channels</td>
<td>SC(1)</td>
<td>SC(2)</td>
</tr>
<tr>
<td>delay spread (μs)</td>
<td>0.44</td>
<td>0.673</td>
</tr>
<tr>
<td>delay window 95% (μs)</td>
<td>1.533</td>
<td>1.803</td>
</tr>
</tbody>
</table>

2.2 OFDM System Parameters

The conventional OFDM modulation set-up results in $N_u$ overlapped sub-carriers with a transfer function of the $k$-th sub-carrier given by:

$$G_k(f) = T_u \delta(f - f_k)e^{j2\pi f T_u}\text{sinc}(\pi f T_u)$$

where $T_u$ denotes the useful symbol duration. As shown in Fig. 1, transmitted QPSK data symbols are serial to parallel (S/P) mapped through $N_u$ branches modulating $N_u$ sub-carriers. The OFDM signal is obtained by an inverse fast Fourier transform (FFT) of length $N_{fft}$, with $N_{fft} > N_u$. A cyclic prefix (CP) of duration $\Delta$ is inserted at the beginning of each OFDM symbol to cancel intersymbol interference between successive OFDM symbols. The time-variant multipath propagation channel filters data. The received OFDM signal is the sum of a filtered version of the OFDM transmitted signal and of an additional Gaussian noise.

After removal of the CP, the OFDM demodulation, operated by an FFT, exploits the orthogonality between sub-carriers to estimate incoming data symbols. A perfect channel estimation is assumed. The OFDM parameter definition has then consisted in adjusting $\Delta$ to the largest delay excursion trying also to minimize $N_{fft}$. Denoting by $T_e$ the sampling period we, firstly, impose that: $T_u = p \cdot \Delta = N_{fft} T_e$. 

### Table 2. Test Environments

<table>
<thead>
<tr>
<th>Vehicular Test Environment (channel A)</th>
<th>Pedestrian Test Environment (channel B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tap (μs)</td>
<td>Power (dB)</td>
</tr>
<tr>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>0.20</td>
</tr>
<tr>
<td>3</td>
<td>0.80</td>
</tr>
</tbody>
</table>
Secondly, by refining the parameters $p$ and $N_u$, we have adjusted the bandwidth $B_w$ to the UMTS channelization in order to get a net bit rate ($D_u$) similar to the UMTS chip rate. At the end, in order to limit the spectrum efficiency loss ($SEL$), we have got $p = 8$. Denoting by $R_c$ the code rate, corresponding to the channel code used for JSCD, and $m$ the number of bits per subcarrier, we get

$$B_w = \frac{N_u}{T_u} = \frac{N_u}{p\Delta}, \quad SEL = \frac{p}{p+1}D_u = \frac{mR_cN_u}{(p+1)\Delta} \quad (5)$$

Table 3 summarizes the OFDM parameter sets. They are slightly different for both environments along an accurate CP refinement intended to reduce the FFT size for each scenario. The parameter $SEL$ is kept constant in order to allow a bit error rate (BER) comparison between MC and SC environments.

<table>
<thead>
<tr>
<th></th>
<th>Vehicular A</th>
<th>Pedestrian B</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_u$: # of sub-carriers</td>
<td>112</td>
<td>145</td>
</tr>
<tr>
<td>$\nu_{\text{max}}$: Doppler excursion (Hz)</td>
<td>89.6</td>
<td>89.6</td>
</tr>
<tr>
<td>$T_s = T_u + \Delta$: OFDM symb. duration (μs)</td>
<td>28.8</td>
<td>37.65</td>
</tr>
<tr>
<td>$\Delta = \frac{T_u}{p(\mu s)}$: Cyclic prefix duration</td>
<td>3.2</td>
<td>4.2</td>
</tr>
<tr>
<td>$B_w$: trans. bandwidth (MHz)</td>
<td>4.37</td>
<td>4.33</td>
</tr>
<tr>
<td>$F_s$: Sampling rate (MHz)/$N_{\text{fft}}$: FFT size</td>
<td>3.62/144</td>
<td>3.71/191</td>
</tr>
<tr>
<td>$T$: Interleaver depth (ms)</td>
<td>14.45</td>
<td>14.45</td>
</tr>
<tr>
<td>$D_u$: Net bit rate (Mbps) ($R_c = 1/2, 1/3$)</td>
<td>(3.89, 2.59)</td>
<td>(3.85, 2.56)</td>
</tr>
<tr>
<td>$-SEL$: (dB)</td>
<td>0.51</td>
<td>0.51</td>
</tr>
<tr>
<td>Sub-carrier modulation</td>
<td>QPSK</td>
<td>QPSK</td>
</tr>
</tbody>
</table>

To test our JSCD technique, convolutional codes (CC) and turbo codes (TC) have been implemented. A pseudo-random binary interleaving ($\Pi$) has been performed to cope with fast fading. The interleaving depth $T$, is much larger than the inverse positive Doppler excursion. An additional inner interleaving (frequency interleaving, not reported in Fig. 1) has also been applied within every OFDM symbol.

2.3 The JSCD Technique

In [3], [10], [11], the authors propose a method to provide a low complexity JSCD of VLCs used in conjunction with convolutional or turbo codes. The key idea is to improve the channel decoding by using, at a bit level, an \textit{a priori} source information. Assuming source symbols probabilities are known at the receiver, it is then possible to compute, for each bit associated with a VLC tree branch, a source bit probability. By keeping a one-to-one correspondence between the VLC tree and the channel code trellis, these \textit{a priori} bit probabilities can be inserted in the metrics of the channel decoding algorithm to improve the receiver performance. In the case where CC are used, the channel decoding is based on a sequence \textit{maximum a posteriori} (MAP) algorithm. When TC are employed, it is a bit to bit MAP decoder that we are looking for. However, in this last case, in order to keep the complexity low when the \textit{a priori} source information is taken into account, a SUBMAP [12] is used instead of a BCJR [13]. As in most JSCD techniques applied on VLC, packetization is carried out to limit the error propagation phenomena at some
point. In [3], [10], [11], JSCD performances are given on the AWGN channel for different source statistics and different channel codes. Here, we also evaluate its performances over a time-variant multipath channel with an OFDM modulation.

3 Soft Error Pattern Principle

The proposed JSCD method may only involve a slight modification in the computation of the channel code metrics at the decoder side. That means no additional delay and only a small extra computational cost. However its simulation over a multipath channel using OFDM modulation may be time consuming. Hence, it may be convenient to get the soft encoded metrics corresponding to long sequences of transmitted bits over the overall channel, including modulation. Then different configurations of source coding (with VLCs) and channel coding can be tested simply using the resulting soft error pattern file. Such procedures, leading to hard error patterns, are well known in the case of hard input-hard output channels. Here, we propose an extension leading to the concept of soft error pattern file, i.e. a file that contains real values representing all components between the channel coding output and the channel decoding input. Thus, for a given modulation scheme, a soft error pattern describes symbol decision errors on the encoded bits due to multipath degradations. In the following, the generation method, its use and validation, are illustrated in the case of two test environments, named vehicular A and pedestrian B (see Table 2).

3.1 Generation and Use

Soft error pattern generation is deduced from the global transmission scheme depicted in Fig. 1. For each carrier-to-noise ratio (C/N), a soft error pattern file shall be generated and fed to various codec structures.

![Fig. 1. OFDM transmission scheme through a time-variant multipath channel with soft error pattern generation.](image)

The log likelihood ratios (LLRs) at the deinterleaver ($I^*$) output can be modelled by a sequence of real random variables (RVs). As a QPSK mapping is used, each coded
bit after interleaving undergoes the same channel degradation. Then, the RVs can be viewed as identically distributed. We note $LLR$ for one RV of this sequence. For another mapping, one should consider as many RVs as classes of $LLRs$ with identical probability mass function (pmf). For example, for the 16 quadrature amplitude modulation (QAM) mapping, one should consider 2 RVs. We denote by $w$ a uniformly distributed discrete RV with alphabet $\{0, 1\}$. It represents a bit at the channel coding output. As the QPSK mapping and the channel are symmetric, the pmf can be written as:

$$P(LLR|w = 0) = P(-LLR|w = 1), P(LLR|w = 1) = P(-LLR|w = 0). \quad (6)$$

Similarly to the $LLRs$, the soft error pattern can be modelled by a sequence of real and identically distributed RVs. We note $Pat$ as one of them, and we define it, as shown in Fig. 1, by $Pat = -LLR \exp(j\pi w)$. Then, its pmf is such that: $P(Pat|w = 0) = P(-LLR|w = 0)$ and $P(Pat|w = 1) = P(LLR|w = 1)$. With equation (6), we get $P(Pat|w = 0) = P(Pat|w = 1) = P(Pat)$. Hence, the random variable $Pat$ is independent of the transmitted bit. As illustrated in Fig. 2, to use the soft error pattern with a new source, we set: $LLR' = Pat \exp(j\pi w')$. $w'$ is a RV associated with a bit at the new channel code output and $LLR'$ is the RV associated with the new $LLR$.

Then, the pmf of the RV $LLR'$ is: $P(LLR'|w' = 0) = P(-Pat)$ and $P(LLR'|w' = 1) = P(Pat)$, since $Pat$ is independent of $w'$.

Finally we get:

$$P(LLR'|w' = 0) = P(LLR|w = 0), P(LLR'|w' = 1) = P(LLR|w = 1). \quad (7)$$

These two last equations mean that for the two considered transmission schemes, the one in which all the components between channel coding and decoding are present and the one where they are replaced by the pattern, the $LLRs$ have an identical pmf. Hence, these two schemes are equivalent. A soft error pattern is then a suitable way to represent the OFDM modulation and demodulation and the channel degradation. It is associated to a number of simulated bits, a $C/N$ ratio, a given interleaver and a mapping. Its statistics do not depend on the channel and source codes used to generate it.

Fig. 2. Application of the soft error pattern.

3.2 Validation

To validate the soft error pattern process, we have compared the BER of the two systems: the overall transmission scheme presented in Fig. 1 and the simplified one proposed in
Fig. 2, for several ratios of the useful bits energy over noise ($E_b/N_0$). The simulations have been run on the vehicular A channel using an i.i.d source and with CC of constraint length $K$ equal to 9 for the UMTS channel codes of rate 1/2 and 1/3 [14], and to $K = 5$ for another CC. The octal representations of these CC are (561, 753)$_o$ and (557, 663, 711)$_o$ for the UMTS codes and (31, 27)$_o$ for the third CC. In Fig. 3 a) and b) the labels indicate, in first position, the channel code being used and in second position, when applicable, the CC used for generating the soft pattern files. This second indication also means that the results have been obtained running the simplified scheme with this CC. Otherwise the BER results from a simulation carried out using the overall OFDM transmission scheme.

In Fig. 3 a) it can be seen that we get similar results with the overall scheme and the simplified one, independently of the code rate used to generate patterns. Another validation is proposed in Fig. 3 b), this time with a pattern built using a UMTS CC ($K = 9, R_c = 1/2$) different from the CC ($K = 5, R_c = 1/2$) used for encoding the i.i.d source. Again the curves are superimposed showing that the pattern files accurately represent the vehicular A channel. A similar result, not reported here, also holds for the pedestrian B channel.

4 Results

4.1 JSCD Performance with a Convolutional Code

In this section, the JSCD algorithm [3] recalled in section 2.3 is evaluated using the soft pattern files generated by the multipath OFDM radio transmission depicted in Fig. 1. We used the Huffman encoded first order Markov source proposed in [2]. The stationary and transition probabilities of this 3-symbol source are given in [11], its residual redundancy, defined by the difference between the VLC encoder’s code rate and the entropy rate of the source, is 0.67. To limit the error propagation at a certain point, we have used resynchronization, packetizing data into blocks of 256 symbols. Our simulations correspond to the transmission of $5 \times 10^7$ coded bits, which is also the size of the soft error pattern file.
In a classical, or tandem, scheme the channel decoder does not use any *a priori* source information, while, as explained in subsection 2.3, for JSCD the *a priori* used are the VLC tree structure and the source statistics. In Fig. 4 these two approaches are compared, in terms of BER as a function of the $E_b/N_0$, for the vehicular A and pedestrian B environments. These displays also include, as a matter of reference, our simulation results on the AWGN channel. The pedestrian B channel presents better performance than the vehicular A channel with a gain near 2 dB although the pedestrian B channel is the most frequency selective channel. This result shows that the OFDM dimensioning exploits the frequency selectivity of the propagation channel in an efficient way. For a BER of $10^{-4}$, a gain of 3 dB, by using the JSCD technique, can be observed on both the vehicular A channel and the pedestrian B channel. Both displays also illustrate the fact that, compared to a tandem decoding, the impact of JSCD is still more important for mobile radio channels than for AWGN ones.

### 4.2 JSCD Performance with Turbo Codes

In a second round of simulations we have used a UMTS turbo code [14]. This TC of rate 1/3 corresponds to a parallel concatenation of two systematic recursive coders, with generators $(13, 15)_o$. Contrary to the previous case, packet size is now given in bits and not in symbols. As we work with VLCs, it means that a packet does not obviously correspond to an integer number of symbols, so some extra bits are added to fill the packet. Here the packet size is chosen as 4096 bits, it is also the size of the internal line-column turbo code interleaver.

In Fig. 5 we show the results obtained at the third iteration of this turbo decoder for the vehicular A and pedestrian B channels. Results obtained with an AWGN transmission are also presented on the two corresponding displays. For a BER fixed to $10^{-4}$, the improvement (in dB) obtained when using the *a priori* source information is around 2.4 dB on the pedestrian B channel and around 2.2 dB for the vehicular A channel.

Another set of experiments has been carried out puncturing the TC output in order to get a code rate $R_c = \frac{1}{2}$. In Fig. 6 we can compare JSCD and tandem decoding for
Fig. 5. BER with and without a priori source information for the first order Markov source of Murad and Fuja and a turbo code (3rd iteration, $K = 4$, $R_c = 1/3$). Vehicular A channel on the left, pedestrian B channel on the right.

Fig. 6. BER with and without a priori source information for the first order Markov source of Murad and Fuja and a turbo code (3rd iteration, $K = 4$, $R_c = 1/2$). Vehicular A channel on the left, pedestrian B channel on the right.

the two types of mobile environment and also in the case of the AWGN channel. For a BER fixed to $10^{-4}$, the JSCD improvements in $E_b/N_0$ are 2.5 dB and 2.9 dB for the vehicular A channel and the pedestrian B channel, respectively. So, it can be noted, at least in this case, that the positive impact of JSCD becomes stronger for lower channel code rates. Note also that, for both TC rates, the JSCD technique still yields more benefit in mobile environments than with the AWGN channel.

5 Conclusion

We have presented an application, in the context of FPLM TS, of a JSCD method for VLCs [3], [10], [11]. The channel modellization is based on ITU-R models [6] and France Telecom measurements [7], it also assumes an OFDM modulation with which dimensioning has been carried out to fit to micro and small-cell areas. Results exhibit an
efficient OFDM implementation in favour of a selective propagation channel attached to a small-cell area that should be translated into an extended radio coverage in the face of a micro-cell deployment. A soft error pattern generation is proposed that greatly simplifies the simulation of various JSCD techniques. When using convolutional codes or turbo codes borrowed from the UMTS standard [14], it is shown, with a Markov source [2] that, thanks to our JSCD technique transmission, gains between 2 and 3 dB are obtained.
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Abstract. This paper presents a new transmit antenna diversity technique for TDD-CDMA systems which consists of different modulation schemes between the forward and the reverse link where the system utilizes single carrier modulation for the reverse link and multicarrier modulation for the forward link, respectively. A transmit antenna diversity system which needs a simple detection method at the mobile station is proposed and the system performance is evaluated by computer simulation in frequency selective fading.

1 Introduction

Recently, to achieve robust system performance in frequency selective fading channel multicarrier (MC) modulation has attracted a great deal of attention in various application of communication systems [1]-[4]. On the other hand, antenna diversity is open used to improve the system performance in mobile communications. Even though space diversity gain is achieved by employing diversity antennas, it is difficult to equip multiple antennas at the mobile unit since it needs large space. In order to address this problem, we have proposed a transmit diversity system for single carrier TDD-CDMA in [5]. However, it is hard to apply the transmit antenna diversity directly to the system presented in [6] because the modulation scheme is different on the forward and the reverse link. In [7] a transmit diversity method have been proposed to exploit the transmit diversity in the base station. The system performance has been improved as the number of antennas increased. Nevertheless, for the large number of users the performance degraded rapidly.

In this paper, we propose a new transmit antenna diversity technique for TDD-CDMA with asymmetric modulation addressing the above the problem. To evaluate the proposed system performance computer simulation is carried out in multipath fading channel and the BER results are compared with that of the conventional systems.

\textsuperscript{1} This work has been done at Keio University
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2 System Model

The structure of the proposed system is shown in Fig.1. From the figure, we can see that the modulation scheme is different between the forward and the reverse link. In the system single carrier modulation is utilized for the reverse link and MC modulation for the forward link, respectively. In both links CDMA is used as a multiple access method, and multiple antennas are equipped at the base station to obtain a space diversity gain. In order to estimate the fading channel, pilot symbol is inserted between the data symbols. Fig.2 show the block diagram of the mobile station (MS). In the forward link the MS detects the received signals by using the pilot symbol.

2.1 Reverse Link

In the reverse link, the received multipath signals are separated and combined by a RAKE receiver for each antenna. Parameters including the phase and delays are measured and estimated by channel estimation unit for each antenna. The channel impulse response of the forward link can be estimated at the base station (BS) by measuring the received signal in the reverse link period since the reciprocity of TDD channel is utilized in the system.
Then, the channel impulse response is analyzed in the frequency domain by performing a fast Fourier transformation (FFT) for each antenna. It is noticed that the signal of frequency domain can be obtained from the channel impulse response of time domain. This process is also carried out at the channel estimation unit.

Fig. 3 shows the principle of the proposed transmit diversity scheme with 2 antennas. Each channel impulse response received by corresponding antenna is Fourier transformed by FFT. By performing this operation, we can obtain the signal level of frequency domain for each antenna. For each antenna the subcarriers whose signal level is higher than the other antenna’s are selected and utilized in the forward link transmission.

2.2 Channel Model

For an impartial comparison, the channel condition is assumed to be equal for all systems. The reverse channels are assumed to be statistically independent for all users. The complex low-pass impulse response of the channel of user $k$ is given for the $s$ th antenna by

$$h^s_k(t) = \sum_{l=0}^{L-1} \beta^s_{k,l} \exp(j\gamma^s_{k,l})\delta(t - lT_c)$$  (1)

where $L$ is the number of channel paths, the path gains $\beta^s_{k,l}$ are independent identically distributed (i.i.d.) Rayleigh random variables (r.v.’s) for all $s$, $k$, and $l$, the angles $\gamma^s_{k,l}$ are i.i.d. uniformly distributed in $[0, 2\pi)$ and $T_c$ is the spreading code chip duration for the reverse link.
2.3 Antenna Selection for Subcarriers

Given a frequency selective fading channel for CDMA with multipath intensity profile $\phi_c(\tau)$, we can find spaced-frequency correlation function $\phi_C(\Delta f)$ of the time-invariant channel by taking the Fourier transform of $\phi_c(\tau)$ [8], where the multipath intensity profile can be obtained by the channel impulse response expressed in Eq.1. Using this characteristic to the proposed system, we can estimate the correlation of fading among subcarriers in the forward link. Taking the Fourier transform of the multipath intensity profile, the frequency domain signal of the $s$th antenna for user $k$ is given by

$$H_s^k(f) = |H_s^k(f)| \cdot \exp[j\theta(f)]$$  \hspace{1cm} (2)

Assuming that $f_m = f_1 - (m+1) \frac{1}{T}$ where $m = 1, 2, \cdots, M$, $H_k^s(f_m)$ can be write as follows for simplicity

$$H_k^s(f_m) = \rho_{k,m}^s$$  \hspace{1cm} (3)

where $T$ is a OFDM symbol duration in the forward link and $\rho_{k,m}^s$ means the path gains of the $s$th antenna correlated for different $m$ and same $k$. The fading levels of subcarriers are known from Eq.3 so that the antenna with the highest power can be chosen for each subcarrier by comparing the path gains of the same subcarrier. Thus, we can choose the antennas which transmit the signal of subcarrier $m$ for user $k$ as follows.

$$\rho_{k,m}^s = \max_{1 \leq s \leq S} \{|\rho_{k,m}^s|\}$$  \hspace{1cm} (4)

From Eq.4, the $\hat{s}$th antenna which has the maximum value is selected for subcarrier $m$ of user $k$ and utilized for the forward link transmission.
2.4 Forward Link

In the forward link, the input data is copied in serial to parallel and then spread in frequency domain with orthogonal code for each antenna. The output of each inverse fast Fourier transform (IFFT), which means multicarrier modulated signal, is then converted in parallel to serial.

The output of IFFT for antenna $s$ is given by

$$s^s(t) = \sum_{k=1}^{K} s^s_k(t) = \sum_{k=1}^{K} \sqrt{2P} b_k(t) \sum_{m=1}^{M} \lambda_{k,m}(s)c^k_m \exp(j\omega_m t)$$  \hspace{1em} (5)

where

$$\lambda_{k,m}(s) = \begin{cases} 1, & s = \hat{s} \\ 0, & \text{otherwise} \end{cases}$$

Here, $P$ represents the transmitted power per carrier and $b_k(t)$ is the data stream for user $k$ consisting of a train of i.i.d. data bits with duration $T$ which takes the value of $\pm1$ with equal probability. The data symbol is spread with a spreading code $c^k_m$. We assume that $c^k_m$ is Walsh Hadamard (WH) code, which is the user specific sequence, where $(k = 1, \cdots, K, \ m = 1, \cdots, M)$, and $\omega_m$ is the $m$th carrier frequency. The orthogonal frequencies $\omega_m$ are related by

$$\omega_m = \omega_1 + (m - 1)\frac{2\pi}{T}, \text{ where } m = 1, 2, \cdots, M.$$  \hspace{1em} (6)

In the reverse link, several peaks which show multipaths at the output of the despreader (MF) give the phases, amplitudes, and delays. These values are utilized for the antenna selection in forward link transmission. Guard intervals are inserted for the output of the IFFT to prevent inter symbol interference and inter carrier interference. Finally, the combined signals are transmitted to the mobile unit through multiple antennas simultaneously.

For the MC-CDMA system with $K$ users, the received signal at user $i$ during the forward link is given by

$$r_i(t) = \text{Re} \left[ \sum_{s=1}^{S} \sum_{j=0}^{L-1} \beta_{i,j}^s s^s(t - jT_c) \exp(j\gamma_{i,j}^s) \right] + \eta(t)$$

$$= \sum_{k=1}^{K} \sum_{s=1}^{S} \sum_{j=0}^{L-1} \sqrt{2P} \beta_{i,j}^s \cdot b_k(t - jT_c) \cdot \sum_{m=1}^{M} \lambda_{k,m}(s)c^k_m$$

$$\cdot \cos(\omega_m(t - jT_c)) \cos(\gamma_{i,j}^s) + \eta(t)$$  \hspace{1em} (7)

where $\eta(t)$ is the zero mean AWGN with two sided power spectral density $N_0/2$. Assuming that user 1 is the desired user, the desired signal at the front of FFT is given by

$$r_1(t) = \sum_{s=1}^{S} \sum_{j=0}^{L-1} \sqrt{2P} \beta_{1,j}^s b_1(t - jT_c)$$
\[
\cdot \sum_{m=1}^{M} \lambda_{1,m}(s)c_m^1 \cos (\omega_m(t - jT_c)) \cdot \cos (\gamma_{1,j}^s).
\]

From Eq.8, we can see that the phases of each subcarrier’s signal distorted by fading can be adjusted by using the pilot symbol received by different antennas. The detection process can be carried out in frequency domain after FFT. With this process, the mobile unit receives the transmitted signal and also achieves the path and the antenna diversity effect.

As shown in Eq.7, orthogonality between the codes can be maintained since the phases are identical for all users in each subcarrier. Therefore, if we apply an appropriate detection method, we can achieve a good performance by using the proposed system.

3 Simulation Results

Computer simulations is carried out to evaluate the BER performance of the proposed system in the forward link. We assume that the bandwidth is equal on both the forward and the reverse link. The simulation conditions are shown in Table 1. 64 subcarriers are used for the multicarrier modulation. The burst length used in both links is 12 bits which means 0.75 msec long in a 16 kbit/sec TDD. The maximum Doppler frequency \( f_d \) is set to 32 Hz.

<table>
<thead>
<tr>
<th>Table 1. Simulation parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission data rate</td>
</tr>
<tr>
<td>Spreading code</td>
</tr>
<tr>
<td>No. of sub-carrier</td>
</tr>
<tr>
<td>Modulation</td>
</tr>
<tr>
<td>Detection method</td>
</tr>
<tr>
<td>Maximum delay spread (( \tau ))</td>
</tr>
<tr>
<td>Maximum Doppler shift</td>
</tr>
<tr>
<td>Burst length</td>
</tr>
<tr>
<td>No. of antennas</td>
</tr>
</tbody>
</table>

3.1 Multiple Users Environment

Fig.4 shows the BER vs. \( E_b/N_0 \) for 1 ~ 32 users case under the condition of 2 paths. Equal Gain Combining (EGC) is used as a detection method. In the figure, we find that the performance does not degrade up to 32 users for both 1 and 2 antennas case (proposed system) and sufficient diversity effect is achieved for the proposed system. From this result it is found that the diversity gain increases as the number of antennas increases and the orthogonality of WH code can be kept up to around this number of users.
Fig. 4. BER performances for the proposed system under multiple users environment (2 paths)

Fig. 5. BER performances for various number of users (2 paths, $E_b/N_0 = 12dB$)
3.2 Various Number of Users

The system performance is also evaluated for various number of users. Fig.5 shows the BER result for the case of 2 paths and $E_b/N_0=12$dB. As a reference, we show the BER performance for 1 antenna system with EGC detection and the BER performance for the 2 antenna system using pre-phase equalizer shown in [7]. From the figure, it is found that the BER performance of the proposed system is greatly improved for 2 antennas overall number of users and outperforms the other conventional systems.

4 Conclusion

We have proposed a transmit antenna diversity system for TDD-CDMA with asymmetric modulation where the fading channel is estimated by pilot symbol. In spite of the asymmetric structure, the proposed system achieves space diversity gain without needing any reception antenna at the mobile unit. From the simulation results it is found that the BER performance of the proposed system is greatly improved for 2 antennas overall number of users and outperforms the other conventional systems.
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Abstract. This paper analyzes the performance of a base station layout for a UMTS network in a densely populated city. The study is carried out using snapshot simulations of an actual city (Barcelona, Spain) with specific traffic and propagation profiles. A first layout is proposed in order to guarantee good coverage with a minimum number of base stations. This layout is approached taking into account the link budget analytical calculations and the first simulation results for a single-cell environment. A second layout is then presented in an attempt to solve the problems that arise in the first (e.g. shadows, blind zones, etc.). This is carried out by finely tuning parameters from the first layout, adding new base stations and changing the locations of the existing ones.

1 Introduction

A new feature of UMTS is higher user bit rates: 384 kbps on Circuit-Switched (CS) connections, and up to 2 Mbps on Packet-Switched (PS) connections. At the beginning of the UMTS era, most of the traffic will be voice, but the share of data will grow progressively. It is necessary to study the 3G radio network planning carefully, in order to fulfill the requirements for coverage, capacity and quality of service [1].

Planning the Base Station (BS) layout in a city is a complex task since there are many constraints that make it difficult to locate antennas in the desired positions. This paper presents an approach to the layout problem by positioning BSs according to the Link Budget (LB) calculations carried out for the city of Barcelona. In a second step, the specific problems that arise from the first plan are taken into account. Only a long process of trial-and-error, which is beyond of the scope of this paper, can lead to an optimum trade-off between full coverage and low investment in BSs.

The goal of this study is to show the basics of the aforementioned trial-and-error process. Although only two steps are carried out in the paper due to space constraints, this two-steps-only approach gives good results. With regard to capacity planning, simulations show how a slight improvement can be obtained by finely balancing the

* This research has been funded by the Spanish Ministry of Science and Technology through CICYT project RUBI 2003-01748.
power share in the downlink (DL). However, the benefit obtained in terms of coverage does not carry through in terms of capacity.

The paper is structured as follows. In Section 2, we describe the LB evaluation process. Section 3 introduces the snapshot simulation tool that was used to analyze the network. The simulator is used to verify the coverage and capacity results presented in Section 2. According to the results, the first BSs location plan for the city of Barcelona is drawn in Section 4. Slight modifications to the first plan improve the overall coverage greatly, while capacity problems relating to DL power sharing and interference cannot be solved.

2 Analytical Evaluation of the Link Budget

This section presents UMTS radio network planning including capacity and coverage planning [2, 3]. In the dimensioning phase, the number of BS sites is estimated on the basis of the operator’s requirements for coverage, capacity and quality of service. Capacity and coverage are closely related in W-CDMA networks [4] and must be considered simultaneously in the study.

2.1 Coverage Plan

In order to guarantee sufficient coverage and to limit costs by using the lowest possible number of BSs, it is important to position BSs at an optimal distance from each other. One can estimate this distance by computing the maximum losses that the UMTS signal suffers. This first approach to radio network planning is based on the analytical estimation of radio signal propagation. This process is known as the link budget [5, 6] and is independent from the simulation results presented in the following sections. Note that the simulation tool carries out its own calculations by means of propagation models that are better suited to the environment analyzed, and are hence more complex. The LB estimation is carried out using the Okumura-Hata propagation model, in which the propagation losses ($L_{oh}$) in an urban scenario are computed as:

$$L_{oh} = 133.76 + 34.79 \log d,$$

where $d$ is the distance in kilometers. More details can be found in [7, 8].

Table 1 shows the cell coverage ranges (i.e. distance in meters) obtained from the uplink (UL) budget for an urban environment. A similar calculation is obtained (although it is not displayed in this paper) for different system loads and for different environments, since both have an impact on the cell range. Other parameters are set by the standard, e.g. the maximum power a Mobile Station (MS) can transmit depends on its class. The standard classifies four types of MSs, but Class 4, for which the maximum power is limited to 21 dBm, will be most used. Class 3 will be used for high data rate transmissions (384 kbps) only. Moreover, the bit rate of the communication directly settles the SIR target at the receiver and, consequently, has an impact on the sensibility of the BS. The fading margin groups a set of margins: log-normal and Rayleigh fading, soft handover and diversity gain, power-control, etc.
It can be observed that, when considering a service with a higher data rate, the cell coverage decreases, unless a higher transmission power is used as in CS384. Depending on the services to be provided, the operator must establish minimum cell coverage (i.e. the coverage for the most constraining service) required in order to guarantee good coverage to every user. In the DL, the transmission power of the BS (20 W) is shared between all users. As higher bit rate communications need more power than low rate ones, the coverage range is highly sensitive to the cell load: the UL is coverage-limited (i.e. distance from the BS) while the DL is capacity-limited.

<table>
<thead>
<tr>
<th></th>
<th>Voice</th>
<th>CS64</th>
<th>CS144</th>
<th>CS384</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MS tx power</strong></td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>24</td>
</tr>
<tr>
<td><strong>BS noise power</strong></td>
<td>-101.2</td>
<td>-101.2</td>
<td>-101.2</td>
<td>-101.2</td>
</tr>
<tr>
<td><strong>Bit rate</strong></td>
<td>12.2</td>
<td>64</td>
<td>144</td>
<td>384</td>
</tr>
<tr>
<td><strong>Sensibility</strong></td>
<td>-122.5</td>
<td>-115.6</td>
<td>-112.7</td>
<td>-109.6</td>
</tr>
<tr>
<td><strong>Total losses</strong></td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td><strong>Fading margin</strong></td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td><strong>Propagation losses</strong></td>
<td>136.46</td>
<td>132.6</td>
<td>129.7</td>
<td>131.58</td>
</tr>
<tr>
<td><strong>Cell coverage range</strong></td>
<td>1196</td>
<td>924</td>
<td>764</td>
<td>866</td>
</tr>
</tbody>
</table>

### 2.2 Capacity Dimensioning

W-CDMA systems are interference-limited: the link performance depends on the ability of the receiver to discern signal in presence of interference. The LB displayed in Table 1 is valid for 60% load only: in general, the coverage range depends on the cell load. It represents the capacity of the system to carry a specific traffic load (depending on the density of traffic and on the kind of services considered). In [3], the authors present simulations with different traffic densities for a single BS environment that show how coverage decreases when load increases.

The second phase of dimensioning is estimating the amount of traffic supported per BS: we have to find an agreement between the maximum load inside a cell (i.e. the maximum number of simultaneous users for each service) and the number of traffic channels allocated to the BS [9]. In this process, only CS traffic has been taken into account, since PS services do not need circuit reservation. By estimating the traffic carried with a given GoS, which is represented here by the blocking probability, one could visualize PS services being provided during idle periods of CS traffic.

Cell ranges for each environment and load are estimated in the UL budget. We must ensure that the BSs DL power can be shared between all users and that this leaves a sufficient margin for efficient performance.

### 3 The Simulation Tool

The simulation program performs coverage analysis from a set of antennas in a specific traffic and propagation environment, from which it is possible to determine the
coverage area of the layout under study. It also performs analysis of the traffic carried on maps that can be shaped by the user (i.e. the kind of services offered and traffic density for each service). By analyzing iterative snapshots of the system, the tool evaluates the average percentage of calls that the system can handle simultaneously.

3.1 Coverage Analysis

By working with propagation models that can be molded to the scenario, the simulator estimates the losses and generates a coverage map. In this way, it is possible to compute the BS coverage ranges by simulation [10]. In [3], the authors presented the propagation model used for these simulations. It is an adaptation of the classic Okumura-Hata model in which the parameters are tuned to the specific scenario and topography characteristics of Barcelona. By performing propagation analysis, the simulator can draw maps in which colors represent the signal strength around the BS.

Fig. 1. Coverage Map for a Tri-sectorial BS

Fig. 1 shows the coverage map around a tri-sectorial BS in the city of Barcelona. Black represents the signal of a power strength under -90 dBm. This corresponds to the out-of-coverage area for this BS. Dark grey is where the strength remains between -90 and -80 dBm. This area extends to the bottom right-hand side, where the sea begins. As the signal moves away from the BS, it finds obstacles which can weaken its strength. We must determine the limits of the power strength in order to receive the communication correctly (i.e. signal-to-interference target).

3.2 Traffic Analysis

The tool simulates a real environment in which each BS serves a specific number of users that request different services. It is possible to work with traffic maps in which the user specifies the Erlang quantity for each service and area. Table 2 shows the values that are commonly assumed in this kind of analysis.
Table 2. Traffic density for different environments

<table>
<thead>
<tr>
<th>Environment</th>
<th>Traffic density in the busy hour (E/km²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dense urban</td>
<td>10 – 90</td>
</tr>
<tr>
<td>Urban</td>
<td>1 – 30</td>
</tr>
<tr>
<td>Suburban</td>
<td>0.5 - 5</td>
</tr>
<tr>
<td>Vehicular</td>
<td>It depends on the environment</td>
</tr>
<tr>
<td>Rural</td>
<td>0 – 0.3</td>
</tr>
</tbody>
</table>

3.3 Monte Carlo Simulation

The simulator, based on the Monte Carlo approach, relies on the analysis of different snapshots of the system for a variety of conditions. For each snapshot, a number of users with various characteristics are planned in the system and randomly allocated throughout the area analyzed (with a uniform space distribution). Once the system has reached the desired convergence in terms of blocking probability (i.e. the number of dropped calls in the actual iteration converges to the average of all iterations), statistics and pictures describing the system are generated, since it is assumed that enough snapshots have been run in order to give a good statistical representation [2].

4 BS Layout in the City of Barcelona

When planning the BSs layout in a real environment, it is important to know the coverage that a BS can provide in order to establish the optimum distances between sites. The authors first ran simulations in a single tri-sectorial site in order to check that the results from the analytical LB of Section 2 were accurate. The results were presented in [3]. There is a good agreement between the cell range simulation and the values listed in Table 1. The multiple service case (i.e. voice and data users at all bit rates) was also analyzed. An important result is that high data rate services increase cell load and tend to decrease the GoS. In this paper, we present the results obtained when simulating a complete BS layout in Barcelona. Coverage problems can be solved by changing the layout, while capacity problems remain.

4.1 The First Layout

In the first plan, a regular pattern was followed when positioning BSs: the underlying is hexagonal with some necessary adjustments. Fig. 2 displays the position of the BSs in the city. Only two services, voice and CS64, were considered. The latter has a smaller coverage range, so this distance (i.e. the one for the most constraining service) was used in the plan. The area analyzed corresponds to the central area of the city of Barcelona, in which two different environments can be found: dense urban, corresponding to the center of the city, and urban, corresponding to the residential areas. In the first zone, we placed a greater number of BSs in order to carry a higher density of traffic. The related coverage map in Fig. 3 shows the signal strength for each point of
the city. The lower right-hand side is where the sea begins (see Fig. 2), which is why there is good coverage even though there are no sites.

The next step in the study is to analyze the system when giving service to voice users only. Table 3 shows the parameters used in this first simulation. The number of traffic channels is computed according to Erlang-B [11], in order to limit the GoS to 2%. An extra 30% of the channels is allocated for handover purposes only.

<table>
<thead>
<tr>
<th>Environment</th>
<th>Dense urban</th>
<th>Urban</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users</td>
<td>Voice</td>
<td>Voice</td>
</tr>
<tr>
<td>Offered traffic</td>
<td>40 E/km²</td>
<td>20 E/km²</td>
</tr>
<tr>
<td>Total area</td>
<td>11.28 km²</td>
<td>9.45 km²</td>
</tr>
<tr>
<td>Traffic channels</td>
<td>65 for each BS</td>
<td></td>
</tr>
</tbody>
</table>

The report provided by the simulator in Table 4 shows that 97.7% of users can be served. 99.9% of all dropped users (i.e. 2.3% of the users attempted) is due to the Mobile ERP Limit (Equivalent Radiated Power). These users are concentrated in areas where coverage is not good. A negligible quantity of users cannot be served due to the CPICH Power Limit (Common Pilot Channel). These users cannot receive the beacon sequences transmitted by the BSs correctly. In this first analysis, the limited power of the BSs can be efficiently shared between all users (i.e. 0% is dropped due to DPCH Power Limit, Dedicated Physical Channel). The simulator allows the user to set the power limits for both the CPICH and DPCH, according to the recommendations given by the operator (in Section 4.2, an example of tuning these values is provided).

The simulator analyzes snapshots of the system. By evaluating the power levels at each point, it can estimate the percentage of users that remain in one of the different handover (HO) situations. A high proportion of users (48.7%) is in a soft-HO with three different BSs (soft-soft HO); 29.2% is not in an HO, while 20.7% is in an HO.
with two BSs (soft \( HO \)). Small percentages of users remain in other soft-HO situations: 0.3\% in softer \( HO \), which is an HO involving two sectors of the same BS; 0.9\% and 0.1\% are in HO with two sectors of the same BS and another BS.

The next case study consists in the addition of 10\% of CS64 data traffic. The parameters are shown in Table 5.

**Table 4.** Report for voice traffic (first layout)

<table>
<thead>
<tr>
<th>Reason</th>
<th>No. of users</th>
<th>% of users (of the 2.3% / of the total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile ERP limit</td>
<td>14.4</td>
<td>99.9 / 2.3</td>
</tr>
<tr>
<td>Noise rise limit</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Primary CE limit</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CPICH power limit</td>
<td>0</td>
<td>0.1 / 0</td>
</tr>
<tr>
<td>DPCH power limit</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Code limit</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Dropped user statistics**

<table>
<thead>
<tr>
<th>Type of HO</th>
<th>No. of users</th>
<th>% of users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not in HO</td>
<td>182.1</td>
<td>29.2</td>
</tr>
<tr>
<td>Softer HO</td>
<td>2.0</td>
<td>0.3</td>
</tr>
<tr>
<td>Soft HO</td>
<td>128.8</td>
<td>20.7</td>
</tr>
<tr>
<td>Soft-soft HO</td>
<td>303.8</td>
<td>48.7</td>
</tr>
<tr>
<td>Softer-soft HO</td>
<td>6.6</td>
<td>1.1</td>
</tr>
</tbody>
</table>

**HO statistics**

**Table 5.** Parameters for the mixed-traffic case study

<table>
<thead>
<tr>
<th>Environment</th>
<th>Dense urban</th>
<th>Urban</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users</td>
<td>Voice CS 64</td>
<td>Voice CS 64</td>
</tr>
<tr>
<td>Offered traffic</td>
<td>40 E/km²</td>
<td>4 E/km²</td>
</tr>
<tr>
<td>Total area</td>
<td>11.28 km²</td>
<td>9.45 km²</td>
</tr>
<tr>
<td>Traffic channels</td>
<td>78 for each BS</td>
<td></td>
</tr>
</tbody>
</table>

**Table 6.** Report for mixed-traffic (first layout)

<table>
<thead>
<tr>
<th>Reason</th>
<th>No. of users</th>
<th>% of users (of the 6.9% / of the total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile ERP limit</td>
<td>32.9</td>
<td>68.4 / 4.72</td>
</tr>
<tr>
<td>Noise rise limit</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Primary CE limit</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CPICH power limit</td>
<td>2.2</td>
<td>4.5 / 0.3</td>
</tr>
<tr>
<td>DPCH power limit</td>
<td>13.1</td>
<td>27.2 / 1.88</td>
</tr>
<tr>
<td>Code limit</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Dropped user statistics**

<table>
<thead>
<tr>
<th>Type of HO</th>
<th>No. of users</th>
<th>% of users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not in HO</td>
<td>187.8</td>
<td>28.7</td>
</tr>
<tr>
<td>Softer HO</td>
<td>1.9</td>
<td>0.3</td>
</tr>
<tr>
<td>Soft HO</td>
<td>131.2</td>
<td>20.1</td>
</tr>
<tr>
<td>Soft-soft HO</td>
<td>324.8</td>
<td>49.7</td>
</tr>
<tr>
<td>Softer-soft HO</td>
<td>8.3</td>
<td>1.2</td>
</tr>
</tbody>
</table>
Table 6 reports a reduction to 93.1% of calls attended. The percentage of non-served calls due to coverage problems increases to the 4.7% of the users attempted. By simply adding a small percentage of data service, problems that are not directly related to the coverage range arise. About 1.88% of the users attempted fail due to the DPCH Power Limit, while 0.3% cannot be attended due to the CPICH Power Limit. A large proportion of users (49.7%) stays in an HO involving three BSs; 28.7% are not in an HO, and 20.1% remain in a soft-HO with two different BSs.

### 4.2 The Second Layout

The second layout (see Fig. 4) is an attempt to improve the system’s performance when combining voice and CS64 data traffic. The coverage problems in the first plan were solved by tuning down-tilt and orientation of antennas, and by adding new BSs when necessary.

![Fig. 4. Second BSs layout plan](image1)

![Fig. 5. Coverage map for the second BSs layout plan](image2)

Fig. 5 shows that signal strength improves with respect to Fig. 3 in most of the city area. With this new layout, voice and CS64 data services can be provided to 94.9% of the users (Table 7). The simulator reports that coverage problems were reduced (dropped calls due to the Mobile ERP Limit are now 0.4% of the dropped users, which in turn represent 5.1% of all attempted users), while problems with power sharing in the DL cannot be solved by merely changing the parameters of the antennas. Table 7 reports that 4.5% of users (88.8% of all dropped users) are dropped due to the DPCH power limit. This simulation also shows that a high proportion of users (55.1%) are in a soft-HO with three different BSs; 24.1% are not in an HO, while 18.7% are in a soft-HO with two BSs.
Table 7. Report for mixed-traffic (second layout)

<table>
<thead>
<tr>
<th>Reason</th>
<th>No. of users</th>
<th>% of users (of the 5.1% / of the total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile ERP limit</td>
<td>0.1</td>
<td>0.4 / 0.02</td>
</tr>
<tr>
<td>Noise rise limit</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Primary CE limit</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CPICH power limit</td>
<td>3.9</td>
<td>10.8 / 0.55</td>
</tr>
<tr>
<td>DPCH power limit</td>
<td>31.7</td>
<td>88.8 / 4.53</td>
</tr>
<tr>
<td>Code limit</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Dropped user statistics

<table>
<thead>
<tr>
<th>Type of HO</th>
<th>No. of users</th>
<th>% of users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not in HO</td>
<td>160.3</td>
<td>24.1</td>
</tr>
<tr>
<td>Softer HO</td>
<td>2.2</td>
<td>0.3</td>
</tr>
<tr>
<td>Soft HO</td>
<td>124.4</td>
<td>18.7</td>
</tr>
<tr>
<td>Soft-soft HO</td>
<td>365.6</td>
<td>55.1</td>
</tr>
<tr>
<td>Softer-soft HO</td>
<td>11.2</td>
<td>1.8</td>
</tr>
</tbody>
</table>

HO statistics

Table 8. Simulation report with changes in the power limits of DPCH and CPICH

<table>
<thead>
<tr>
<th>Reason</th>
<th>No. of users</th>
<th>% of users (of the 3.4% / of the total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile ERP limit</td>
<td>0.2</td>
<td>0.8 / 0.03</td>
</tr>
<tr>
<td>Noise rise limit</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Primary CE limit</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CPICH power limit</td>
<td>5.2</td>
<td>21.8 / 0.74</td>
</tr>
<tr>
<td>DPCH power limit</td>
<td>18.6</td>
<td>77.4 / 2.63</td>
</tr>
<tr>
<td>Code limit</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Dropped user statistics

<table>
<thead>
<tr>
<th>Type of HO</th>
<th>No. of users</th>
<th>% of users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not in HO</td>
<td>165.5</td>
<td>24.5</td>
</tr>
<tr>
<td>Softer HO</td>
<td>2.2</td>
<td>0.3</td>
</tr>
<tr>
<td>Soft HO</td>
<td>131.1</td>
<td>19.4</td>
</tr>
<tr>
<td>Soft-soft HO</td>
<td>366.0</td>
<td>54.1</td>
</tr>
<tr>
<td>Softer-soft HO</td>
<td>12.0</td>
<td>1.8</td>
</tr>
</tbody>
</table>

HO statistics

While it was not possible to solve the power sharing problem by changing the layout of the BSs, the authors tried to perform new simulations after changing the limits of the power dedicated to DPCH and CPICH. As reported in Table 8, it is possible to partially improve the performances: the system can now attend 96.6% of the users. We could try to tune these power limits further, but this would not be enough to solve the problems inherent to sharing a common resource between too many users and load. While providing the possibility for one user’s signal to be recovered from different receivers in the UL, macrodiversity creates an overload in the DL since more than one BS has to provide a part of its limited power to just one user.
5 Conclusions

The problem of distributing UMTS base stations in a densely populated area was addressed through simulation analysis in a realistic scenario (the city of Barcelona, Spain). The LB was computed and checked against the single-cell case with excellent results. This is useful to validate the simulator against the model and to gain confidence in the simulation results that follow.

To illustrate the trial-and-error process needed in this kind of planning, a first distribution of BSs following the classical hexagonal pattern was evaluated. Several problems in coverage (i.e. shadows) and capacity were observed. The second layout introduces slight changes to the first and improves coverage. However, capacity results are very difficult to improve in this process. It is foreseen that this trend will not improve even if more trials are carried out.
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Abstract. This paper considers traffic modelling and queueing delay estimation of different 3G packet network services. First, a general traffic model for conversational (voice) and streaming (video) services is presented. This model is subdivided into three levels: session level, burst level, and packet level. Based on the proposed model, the statistical behavior of the queueing delay is studied. It is shown that the queueing delay corresponding to voice and video streaming services follows an exponential distribution. Analytical modelling of the probability density function (PDF) of the queueing delay being untractable, we resort to simulated data and provide simple mathematical formulation of the different parameters that characterize the density functions of the different services. Indeed, we present useful equations which could be utilized, directly in network dimensioning, as a reference to satisfy a certain quality of service (QoS) and in the design of radio resource management algorithms.

1 Introduction

In third generation (3G) wireless networks [1], packet-based services have different requirements in terms of quality of service (QoS) and tolerance to delay. Thus, modelling the traffic and the queueing delay of these services is of extreme importance. Indeed, such models are needed in order to dimension practical networks and design efficient radio resource management strategies and communication protocols for these networks. In this context, the focus of this paper is to model the queueing delay of different packet services. For this purpose, a general traffic model is provided and used to derive the parameters that specify the queueing delay PDF (probability density function) corresponding to the services under consideration. Taking into account studies that have previously been made, our focus is on conversational and streaming services.

In 3G wireless packet networks, traffic modelling of the different classes of services is not finalized yet. In [2], a traffic model is provided for the web-browsing service only. In this paper, we generalize the model presented therein [2] to the other classes of traffic, namely, conversational service (voice), and streaming
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service (video streaming). This model is subdivided into three levels: session level, burst level, and packet level.

On the other hand, the air interface throughput in such networks is shared between different users. In order to increase the capacity of these systems, the capability of the network to carry packet-switched traffic is used along with multiplexing the traffics of different users. However, loading the network causes delay which, in turn, can cause degradation in the QoS of delay-sensitive applications and in the overall performance of the network. In order to avoid degradation, it is essential to model the queueing delay of the different services and use these models for the purpose of developing the communication strategies that ensure the increased capacity. Because of the complexity of the packet traffics involved, modelling the queueing delay in a packet-switched network through analytical computation is untractable. In [3], model fitting based on simulated data is used to model the queueing delay PDF for web browsing applications. In this work, with the use of the general traffic model that is proposed herein, we provide a general delay model for voice and video streaming traffic classes following the approach in [3] for web browsing. For each service, we provide the different parameters that characterize the queueing delay PDF as a function of the air throughput and the loading of the network. The latter being measured through a percentage utilization of this throughput.

The remainder of this paper is organized as follows. Section 2 describes the general traffic model with the parameters associated to each service under consideration. Our queueing delay modelling and results corresponding to these services are provided in Section 3. Finally, conclusions are drawn in Section 4.

2 Traffic Modelling

Based on the definition provided in [2] for the web-browsing service, the general traffic model, proposed herein, is divided into three levels:

- **Session level**: user sessions are modelled at this level. We suppose the arrival of each session to follow a Poisson distribution with the assumption that each user has only one session during the busy hour.
- **Burst level**: each packet session is formed by one or many bursts of packets. The distribution of the inter-arrival of these bursts depends on the class of traffic as will be presented later.
- **Packet level**: each packet burst is composed of a number of data packets. The distribution of the packet size and that of the inter-arrival time are specified at this level.

2.1 Voice Traffic Model

The voice service traffic model follows the representation shown in Figure 1. When a user is in an active voice session, its traffic generation pattern is modelled via two activity states which are called *High* and *Low* states [4]. Each state has its own packet generation characteristics with state durations assumed to be
exponentially distributed. In Table 1, we provide the different parameters and the values considered herein [4]. The choice of 3s, as an average value for the High and Low state durations, is motivated by a speech activity of 50% [1].

For the packet level, we use a deterministic model, with constant packet size and packet inter-arrival time. The packet size for the High state and the Low state correspond to a source rate of 16kbps and 2.8kbps, respectively. The Low state represents the transmission control when no speech is transmitted. The mean traffic of each voice session is approximatively equal to 9.6kbps.

2.2 Video Streaming Model

Due to the lack of detailed models for video streaming over wireless packet networks, we propose to adapt the traffic model used in fixed networks to the three-level model of communication (session, burst, packet). The adaptation of the traffic flow to the three-level model is shown in Figure 2. A video session consists of several packet calls, each composed of a number data blocks. Each block consists of a group of pictures (GOP) that is structured according to the MPEG standard [5]. Each GOP is composed of three types of frames: Intra-coded (I), Predictive (P), and Bidirectional (B). The I frames are those for which intra-frame coding is used (without motion estimation), the P frames are those for which inter-frame coding is used (with motion estimation), and the B frames specify the frames that can be predicted using forward and backward prediction.

Previous studies and measurements showed that the frame length follows a log-normal distribution (1) at the output of the encoder. In [6], measurements made show that the distribution of video traffic does not change, even after many wireless nodes. We therefore adopt the log-normal distribution in our modelling:

\[
f(x) = \begin{cases} 
\frac{1}{x\sigma\sqrt{2\pi}} \exp \left[ -\frac{(\log x - \mu')^2}{2\sigma'^2} \right] & x > 0 \\
0 & \text{otherwise}
\end{cases},
\]

with \(\sigma'^2 = \log \left( 1 + \frac{\sigma^2}{\mu^2} \right)\), and \(\mu' = \log \left( \frac{\mu^2}{\sqrt{\sigma^2 + \mu^2}} \right)\).

Video sessions are assumed to arrive as independent Poisson processes and their durations are assumed to be exponentially distributed. In the multiplexing of video sessions, we use direct multiplexing of the video frames (I, B and P) because of the relatively high air-throughput values (1Mbps or higher) in 3G wireless networks. The parameters corresponding to the proposed video traffic model are summarized in Table 2 along with the associated values considered in our simulations. These values are deduced from [5] and [7].

3 Delay Modelling: Results and Analysis

The previously described traffic models are now applied to model the queueing delay of the services under consideration, namely, voice and video streaming.
Table 1. Voice traffic parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Session arrival process</td>
<td>Poisson</td>
</tr>
<tr>
<td>Voice session duration</td>
<td>120s (exponential r.v)</td>
</tr>
<tr>
<td>High state duration</td>
<td>3s (exponential r.v)</td>
</tr>
<tr>
<td>Low state duration</td>
<td>3s (exponential r.v)</td>
</tr>
<tr>
<td>Packet inter-arrival time</td>
<td>20ms</td>
</tr>
<tr>
<td>Packet size: High state</td>
<td>40 bytes</td>
</tr>
<tr>
<td>Packet size: Low state</td>
<td>13 bytes</td>
</tr>
</tbody>
</table>

Table 2. Video traffic parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Session arrival process</td>
<td>Poisson</td>
</tr>
<tr>
<td>Video session duration</td>
<td>10mn (exponential r.v)</td>
</tr>
<tr>
<td>GOP size</td>
<td>12 frames</td>
</tr>
<tr>
<td>Inter-arrival time</td>
<td>between frames 40ms (25f/s)</td>
</tr>
<tr>
<td>Frame I: (μ, σ)</td>
<td>(3000 bytes, 42 bytes)</td>
</tr>
<tr>
<td>Frame P: (μ, σ)</td>
<td>(1000 bytes, 25 bytes)</td>
</tr>
<tr>
<td>Frame B: (μ, σ)</td>
<td>(500 bytes, 17 bytes)</td>
</tr>
</tbody>
</table>

Fig. 1. Voice packet service session

Fig. 2. Video packet service session

Specifically for each service, we provide the different parameters that characterize the queueing delay PDF as a function of the air throughput and the loading of the network. The latter is measured through the percentage utilization of the throughput during the busy hour [3]. For each class of traffic, the number of users is chosen so that the sum of the loaded traffic equals an average percentage $U$ of the air throughput $R$, given for the busy hour.

For each traffic case, a number of simulation runs, ranging between 30 and 100 runs were performed in order to provide precision to our delay modelling. In the same vein, unlike the approach adopted in [3] where delay is represented by average values computed on a per-second basis, our measurement of the delay was performed by collecting, for each packet in a session, the corresponding value in the queueing buffer. From our simulations, and for the voice and video streaming traffics, we found that the queueing delay follows a weighted exponential distribution, similar to the web browsing traffic as shown in [3], according to:

$$f_\tau(\tau) = p.\delta(\tau) + (1-p)\left(\frac{1}{\mu} \exp\left(-\frac{\tau}{\mu}\right)\right), \quad (2)$$

where $p$ is the probability that the queueing buffer is empty, and $\mu$ is the mean queueing delay when delay is non-zero:

$$E(\tau/\tau > 0) = \mu. \quad (3)$$

The mean queueing delay is hence given by

$$E(\tau) = \int_0^\infty \tau f_\tau(\tau) \, d\tau = (1-p) \mu. \quad (4)$$
In the following, we present a mathematical representation of $\mu$ and $p$, as a function of throughput $R$, in order to deduce the mean queueing delay from (4) for the voice and video streaming services.

3.1 Voice Traffic

The PDF of the delay corresponding to the voice traffic model described in Section 2.1 is represented in Figure 3. Analysis of these results along with the corresponding cumulative distribution shows that the delay PDF can be modelled using the weighted exponential distribution (2). In Figure 4, we show the variation of $\mu$ as a function of the utilization percentage $U$ for different values of the throughput $R$.

As for the probability of no-delay, $p = P_\tau(\tau = 0)$, we represent its variation with respect to $U$ in Figure 5 for different values of $R$. The bars in these figures represent standard deviations about the means.

Following an extensive comparison of our simulation’s results to different models (exponential, polynomial, logarithmic, linear and fractional), we found that the most suitable mathematical representation for $\mu$ and $p$ can be expressed as

$$\mu = \frac{c}{1 - U} \quad , \quad p = 1 - U^b$$

(5)

where $c$ and $b$ are constants that depend on $R$.

Indeed, using the results shown in Figures 6 and 7 representing $b$ and $c$ for specific values of $R$, and performing comparisons, in terms of the correlation coefficient, with other mathematical models, we found that the parameter $c$ is inversely proportional to the throughput $R$, and that the parameter $b$ is a linear function of $R$. Based on our analysis, we provide in the following the most suitable mathematical formulation we found for these parameters:

$$b = 9.48.10^{-4} \times R + 0.967 \quad , \quad c = \frac{283.11}{R}$$

(6)
3.2 Video Streaming Traffic

In this case, simulation results also show that the queuing delay can be modelled through an exponential distribution as for the voice traffic case. This can be seen in Figure 8 showing the queuing delay PDF corresponding to the video streaming traffic as modelled in Section 2.2.

Similarly to the previously studied traffic, we represent in Figures 9 and 10, the evolution of $\mu$ and $p$ with the utilization $U$ for different values of the throughput $R$. As can be seen, the variation of $\mu$ is not similar to that observed for the voice traffic, and therefore, finding a simple equation to model this parameter is not straightforward. Following an analysis of the results we obtained using dif-
different models (exponential, polynomial, logarithmic, linear and fractional), we found that a suitable function for the mean $\mu$ is a polynomial function of the second degree. In Table 3, we provide the expression of $\mu$, as a second-degree polynomial in $U$, corresponding to the values we considered for the throughput $R$. For other values of $R$, the corresponding value of $\mu$ can be found through interpolation.

![Fig. 9. The relationship between $\mu$ and $U$ for video streaming traffic](image1)

![Fig. 10. The relationship between $p$ and $U$ for video streaming traffic](image2)

![Fig. 11. Video traffic: variation of the parameter $b$ as a function of throughput $R$](image3)

<table>
<thead>
<tr>
<th>Throughput $R$ (kbps)</th>
<th>Mean $\mu$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>450</td>
<td>583.68$U^2$-287$U$+31.14</td>
</tr>
<tr>
<td>700</td>
<td>483.8$U^2$-201.45$U$+19.56</td>
</tr>
<tr>
<td>800</td>
<td>511.33$U^2$-175.3166$U$+18.14</td>
</tr>
<tr>
<td>1000</td>
<td>721.1$U^2$-444.7$U$+66.14</td>
</tr>
</tbody>
</table>

For the modelling of the variation of the probability of no-delay $p$ as a function of $U$ (Fig. 10), our analysis showed that the most correlated function to the simulation’s results is the linear function

$$ p = b(1 - U) \quad (7) $$

which, as can be seen, is not as simple as for the voice traffic case.

Next, we need to express the parameter $b$ as a function of $R$. Representation of the values of $b$, obtained from simulated data is provided in Figure 11. These results show that the parameter $b$ is a linear function of the throughput $R$. In this case, we found that the model that provides the best fit is given by
Based on the results provided in this section, we can directly use the curves to get the suitable combination of throughput value \( R \) and utilization \( U \) in order to get a desired average-delay value for a given class of traffic. For example, consider the voice traffic case, a pair \((R, U) = (125\, \text{kbps}, 80\%)\) yields an average delay value \( \mu \simeq 10\, \text{s} \). Hence, if we want to increase the number of users, the results of Figure 4 show that a choice of \((R, U) = (250\, \text{kbps}, 88\%)\) could be made to increase the number of users while keeping the same delay value \( \mu \simeq 10\, \text{s} \).

The proposed mathematical formulation can also be used to derive the exact combination of parameters that could be used to get a required delay value or a given QoS for a given class of traffic.

4 Conclusions

In the first part of this paper, we generalized the web-browsing traffic model presented in [2] to two classes of traffic: voice and video streaming. For each case, the traffic model is subdivided into three levels, namely, session level, burst level, and packet level. Then, based on the traffic models proposed, we provided a queueing delay model and showed that the queueing delay of these traffics is exponentially distributed as for the web browsing traffic considered in [3]. For each of the two studied traffics, we presented a mathematical formulation for the different parameters that characterize the queueing delay. The proposed formulae can be used to deduce different density functions of queueing delay as a function of the traffic parameters and of the air throughput. In addition, direct use of our curves can provide the combinations of values (throughput, utilization) that allow to obtain a required value for the mean queueing delay.
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Abstract. With the mobile computing evolution, portable devices have emerged in the market with the possibility of connection to IP networks using wireless technologies. The migration from fixed terminals to wireless mobile devices and the increasing availability of information for such devices impose new challenges in the development of applications. The security and the portability are examples of these challenges that constitute the motivation for this work. Our main goal is to introduce a solution, called MobiS (Mobility and Security), to the development of secure applications for data transmission using wireless technologies.

1 Introduction

A great diversity of mobile devices has appeared in the market with the possibility of IP network connection using wireless medium, for example, cellular phones with WAP support, GPRS, i-Mode (in Japan), as well as notebooks, Palms and Pocket PCs with Bluetooth and IEEE 802.11. The possibility of changing from fixed access terminals to mobile devices imposes new challenges in the development of applications. The mobility and storage capabilities, the low power processing, the compact size and the possibility of wireless communication with other devices connected to the Internet are examples of these challenges. Moreover, the increasing availability of information for such devices causes serious risks to the security. It is worth mentioning that these devices offer security mechanisms less powerful than the ones offered in the fixed networks.
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In this context, the main focus of this paper is to present an approach, called MobiS (Mobility and Security), that allows the development of secure applications for mobile devices. As a case study, we describe the development of an application named MobileMulta, which makes the transmission of infraction tickets in a secure way, from the mobile device to an application server located in the Internet.

The rest of this paper is divided as follows. In Section 2, we present a generic view of applications for mobile devices as well as risks and current security strategies to emphasize the motivation of this work. In Section 3, we introduce MobiS for the development of secure applications for mobile devices. In Section 4, we describe the development of a MobiS case study, the MobileMulta application. Finally, in Section 5, we present our conclusions and future works.

2 Applications for Mobile Devices: Risks and Solutions

Corporative Applications developed for mobile devices are usually inserted in a scenario like the one illustrated in Fig. 1. These applications, in general, are executed in an off-line state that allows insertion and other operations in a local database (called LDB) of a mobile device. At any time, they can establish a connection using a wireless technology and send data to the application server that treats these data with its business rules. When the application server sends the confirmation that the transmitted information had been received successfully, the mobile device application deletes the LDB registers. The connection is then released by the application that returns to the off-line state.

![Image](image_url)

Fig. 1. A generic scenario for mobile devices transmitting information to an application server

In this generic scenario, it is necessary to worry about risks caused by, for example: non-authorized access to the application in the mobile device; limitations of the wireless communication medium; and external attacks to the application server. We present more details about these risks and current solutions to overcome them as follows.

First, we should consider that mobile devices can be lost and non-authorized accesses to the application as well as to the stored information in the device can happen.
A complete security solution against this access must combine the protection against non-authorized accesses to the device itself with the protection to the application using password.

Second, when developing applications for mobile devices, we should pay attention to the wireless communication media that not only have limitations of bandwidth but also are vulnerable to signal variations (e.g., external interferences). Moreover, it is difficulty to protect them against passive and active attacks that put in risk the confidentiality, integrity and authenticity of the transmitted information. Then, considering also computational limitations of the mobile devices and the security demanded by each application, adaptations in the existing security protocols to transmit information over these media have been presented in the literature. For example, [3] has identified and reported security failures in WEP (Wired Equivalent Privacy). Cellular systems, such as GSM/GPRS (Global System for Mobile Communications/General Packet Radio Service), also need additional mechanisms for security. In short, the existing solutions make impracticable their use for applications in mobile devices either due to computational power demanded (e.g., VPN – Virtual Private Network [4] and SSL/TLS – Secure Socket Layer/Transport Layer Security [5]) or due to the non-availability of resources in the applications (e.g., TCP for applying KSSL [6]). However, mobile device applications can get an independent protection from the wireless communication medium used (e.g., IEEE 802,11, GSM/GPRS and Bluetooth) if developers apply cryptography in the application layer.

Finally, an application server that is connected to the Internet is exposed to external attacks that can cause service interruptions. These attacks are called DoS (i.e., Denial of Service [7]). According to [8], the implementation of a firewall can protect an application server against certain attacks.

3 Developing Secure Applications for Mobile Devices

As a result of our research in the literature, [1] is the only work directly related to our proposed approach. The authors present an end-to-end security solution in the application layer for applications developed in J2ME platform. This security solution uses Java components to provide data authentication and confidentiality between a customer implemented in J2ME platform and a server implemented in J2EE platform. They apply Rijndael’s AES algorithm, which is a version implemented by the Legion of the Bouncy Castle [2], for the user authentication process and for the cryptography of data to be sent. However, this solution does not guarantee the integrity of the transmitted information that can be modified during the transmission. On the other hand, our approach, called MobiS, guarantees authenticity, confidentiality and integrity of the transmitted information.

Fig. 2 shows the MobiS architecture that focuses on the mobile device access, the wireless communication medium and the application server. MobiS applies the solutions detailed in Section 2, for example, the user access to the application is protected by login and password, which have their digest stored in the device during the application installation. The digest is calculated using a hash function that brings more security to the user authentication. Although there are reported failures in some cur-
rent hash functions (for example, in [9], a failure in MD4 is presented), the choice of the hash function to be used in our approach must have criteria, taking into account algorithm performance and security.

In Fig. 2, a mobile device is used to have access to the application information stored in a local database (LDB). When the user sends the information stored in the LDB, the application creates a XML document (Extensible Markup Language) that contains all stored data. The XML Document (called docXML) is created to facilitate the data exchange between the mobile device and the application server.

In our approach, the security mechanism used to protect LDB accesses depends on the storage resources used by the application. For instance, depending on the mobile device, the operational system and the development platform, an application can neither have access to the data files of the operational system (e.g., pdb in the Palm OS) nor have access to the mobile users of database. The LDB security, therefore, is dependent of the application, as presented in the case study implementation (see Section 4).

Section 2 also introduces solutions, such as VPNs, SSL/TLS and KSSL, for protecting application data transmissions using wireless communication technologies. When there is a need to guarantee the portability of the application, however, the use of these solutions are not suitable since some devices have limitations (e.g., processing power) imposed by hardware that make impracticable their use. Although KSSL presents acceptable performance, it needs TCP support in the devices, what is not always available. Thus, for this last security problem, we propose the specification and the implementation of a security protocol in the application layer that is independent of the communication infrastructure used to transmit data. This protocol, which is the MobiS protocol shown in Fig. 2, assures confidentiality, integrity and authenticity of the transmitted information. The MobiS protocol is based on adaptations of WEP, SSL and PGP (Pretty Good Privacy) presented in the literature. These adaptations take in consideration hardware limitations, which make the original protocols not suitable for mobile devices, and the possibility of bringing more portability to the application.

The docXML document is ciphered using the MobiS protocol (e.g., a Symmetrical MobiS protocol as illustrated in Fig. 3). The docXMLC transmission is executed using HTTP (HiperText Transfer Protocol). When the application server receives the
docXML, it deciphers the message using also the MobiS protocol that verifies its authenticity and its integrity. If the verification is successful, then the XML parser is instantiated and data are recovered from the docXML and inserted in the remote database (RDB).

The MobiS protocol includes three different specifications: Symmetrical MobiS, Anti-symmetrical MobiS and Hybrid MobiS. These specifications refer to the type of cryptographic algorithms used. For example, Symmetrical MobiS uses symmetrical cryptography algorithms, Anti-symmetrical MobiS algorithms apply anti-symmetrical cryptography and, finally, Hybrid MobiS combines the use of these two types of algorithms. For this paper, we present only the symmetrical implementation. The other versions have been specified, but we are still working on implementation and tests.

The symmetrical MobiS protocol is based on the WEP version used in IEEE 802.11b networks to provide data confidentiality. Despite the reported failures, WEP presents a strong security scheme. As mentioned in [3], the protocol failures are related to the RC4 cryptography algorithm and to the key size used. Fig. 3 illustrates the symmetrical MobiS protocol. In I), we describe the operations applied by the protocol before sending a message. In II), we describe the operations applied by the protocol when receiving the message.

The sending process, presented in Fig. 3.I, is detailed as follows. A digest, called $H(M)$, is calculated using a hash function, $H$, in the message to be sent, $M$. The digest is then concatenated to the message and the resultant text is generated, $M \parallel H(M)$. The resultant text is ciphered using a symmetrical cryptography algorithm block cipher CS (e.g., Triple DES) using the KS session key, thus, $Mc = CSKS [M \parallel H(M)]$. The session key can be generated in the following ways: concatenating the symmetrical key KPa present in the device with a Rand calculated for each transmission ($KS = KPa \parallel Rand$) or running an operation Xor (or exclusive) between KPa and the generated Rand ($KS = KPa \oplus Rand$).

After ciphering the message, a conversion algorithm, called $Mp$, is applied over $Mc$ (e.g., Base64) transforming invalid characters generated in the cryptography into acceptable characters for the transmission ($Mm = Mp(Mc)$). This mapping process must be executed since the cryptography algorithms generate characters that are not transmitted correctly using certain protocols, such as MIME and HTTP. Mapping
algorithms transform bytes (256 possible characters) into a table of fewer characters. Base64 is one of these algorithms that transform byte in alphanumeric characters according to a table using only 64 characters. The final message increases around 30%.

A header, named CAB, is added to the Mm and contains the size of the original message (TAM), the device identification (ID), the identification of algorithm combinations (ICA) (e.g., an identification for the Triple DES + MD5 + HexEncoder combination) and the generated Rand. The transmission of TAM in the CAB is necessary since the block cipher symmetrical cryptography algorithms require that the input size is multiple of the block size that the algorithm works (e.g., the Rijndael works with blocks of 16 bytes). Thus, before cryptography, a padding to the end of the message is executed to make its size multiple of the block size of the algorithm.

The receiving process, shown in Fig. 3.II, is detailed as follows. After receiving a message, the CAB is read and the inverse mapping process (Mp-1) is done over the rest of the message. It is possible to recover the KPa symmetrical key in the key database (DB) using ID. KPa is concatenated (or, as explained previously, a Xor is executed) with the sent Rand, generating KS that is used to decipher the message (DS). The hash function is applied in the deciphered data, generating a digest that is compared to the sent digest. If they are equal, message integrity is assured.

One of the problems in the symmetrical cryptography is the vulnerability of known ciphered text attacks. In the symmetrical MobiS, this problem is solved using a random number, Rand, in the composition of the session key KS. Symmetrical MobiS guarantees data confidentiality, since only the parts that communicate (i.e., mobile device and application server) in the architecture can recover the original data. Data integrity is assured using the hash function. In case of modified data, the digest calculated in the receiving process does not match to the digest sent. Finally, data production is prevented using symmetrical cryptography; therefore, only the ones who possess the key are able to produce a valid message. Reply attacks can still happen and they should be solved by the application. A possible solution would be the addition of an incremental code that identifies only the sent data. Thus, the server is able to discard the received data with the same code.

Another existing problem in the use of symmetrical cryptography is related to the key distribution. However, the MobiS protocol does not worry about it, during the development of the application, the software engineer is responsible for choosing one of the existing key distribution mechanisms. In the next section, we detail the key distribution mechanism used in our case study.

Thus, the robustness of the symmetrical MobiS protocol is directly related to the algorithm combinations as well as to the size of the cryptographic key.

4 MobileMulta Application: A Case Study

We develop an application, called MobileMulta, to register traffic infraction tickets as a case study. The system user (i.e., the traffic warden) uses a mobile device (e.g., Palm) to register infractions in the LDB. Data transmission to the server (i.e., the
The sending process of the infractions to the traffic central office is executed using an infrared (IrDA) connection with a cellular phone, which can use GSM/GPRS systems.

The sending process of infraction tickets, which are registered in the LDB, to the application server using a wireless communication medium requires data confidentiality, integrity and authenticity. Thus, the use of a MobiS protocol is necessary in the MobileMulta application to guarantee these security requirements.

For the implementation of the MobiS protocol in the MobileMulta, we use the following combination of symmetrical algorithms: AES (Advanced Standard Encryption) block cipher, which is a cryptography algorithm based on the Rijndael [11], with 128 bits key, SHA1 hash function (digest of 160 bits) and the Base64 mapping algorithm. The KS session key is generated from the concatenation of KPa and Rand (KS = KPa || Rand). KPa contains 96 bits and Rand is 32 bits, composing 128 bits that are necessary to constitute a key for the AES algorithm. The use of Rand and KS composition makes impracticable the application of crypto analysis techniques such as known cipher text (see more details in Section 3, receiving process).

The key distribution occurs as follows: in the MobileMulta installation, KPa key is generated in the server and synchronized with the mobile device using a data cable. KPa copy is stored in the key database (DB) located in the server and it is associated to the device identification ID. Therefore, the key is protected against eavesdropping. KPa is exchanged every week, period where the traffic warden goes to the central office for system maintenance. This period is determined according to the application business rules, since it is possible force brute attacks as presented in [12].

For the implementation of the MobileMulta application, we choose J2ME CLDC/MIDP platform for its portability to cellular systems (with support to MIDP 1.0) and Palm OS e Windows systems CE [13]. We also use Sun One Studio IDE for development [14] integrated to Wireless ToolKit 1.0 [13], which are widely used free tools for the J2ME development.

J2ME CLDC/MIDP 1.0 platform does not contain APIs for the treatment of security aspects (e.g., support to SSL). A development group, called Legion of the Bouncy Castle [2], maintains APIs J2ME freely available that implements the most known cryptography algorithms. We use, therefore, AES, SHA1 and Base64 implementations of this group to compose the symmetrical MobiS protocol.

MobileMulta has been tested using the Sun virtual machine in the M130 and M515 Palms (both 33 Mhz processors) with 8MB and 16MB of memory, respectively. We use Siemens S45 cellular phone to allow the communication with the server using a GSM dialed connection. We have run another test using the Motorola A388 cellular phone (2 Mb memory, 10 Mhz processor and support to J2ME MIDP 1.0) using GPRS system to transmit infraction. In the simulation tests, we have got a satisfactory performance. The use of symmetrical MobiS protocol by the application caused a 250 ms delay, in average, for sending each infraction.

5 Conclusion and Future Work

This paper presents the MobiS approach that is a solution for the development of secure applications for mobile devices. We introduce MobiS architecture and apply a
case study, called MobileMulta, to validate the architecture. MobiS guarantees authenticity, confidentiality and integrity of the transmitted information in contrast to [1], a related work that presents a solution only for integrity of the transmitted information. In [1], information can be still modified during the transmission. MobileMulta application uses the Symmetrical MobiS protocol to provide confidentiality, integrity and authenticity of the transmitted infractions.

As future work, we can point out: implementation and tests of the Asymmetrical and Hybrid MobiS protocol versions; performance evaluation of the Symmetrical MobiS protocol compared to other combinations of algorithms (e.g., TripleDES + MD5 + HexCodec) and tests of the solution using other transmission medium (e.g., IEEE 802.11b).
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Abstract. Due to its ability to combat multipath effects, COFDM is now part of some well known digital broadcasting standards. However, COFDM can be seriously affected by nonlinear distortion caused, mainly, by the power amplifier at the transmitter. In this paper, an investigation on the nonlinear effects in a DVB-T link is reported. To minimize the nonlinear effects on link performance, a linearization subsystem is applied before the power amplifier. Simulation results for bit error rate, signal constellations, and power spectral densities for the received signal are included.

1 Introduction

The DVB-T (Digital Video Broadcasting - Terrestrial) standard is specified by ETSI EN 300 744 v1.4.1 recommendation [1] which describes the channel coding/modulation system intended for digital multi-programme terrestrial services.

The DVB-T system digital transmission is based on the multicarrier modulation principle called COFDM (Coded Orthogonal Frequency Division Multiplexing). It is a modulation system well suited for VHF and UHF terrestrial broadcasting in a frequency selective response propagation environment. Typically hundreds (or even thousands) of carriers are used, each one carrying a small part of the coded data stream. The frequency spacing is carefully defined to ensure orthogonality among the subcarriers.

The small data rate per subcarrier decreases the multipath susceptibility. A guard time interval is used to increase the COFDM signal robustness to the multipath. Channel coding and data interleaving are essential processes that contribute to a good performance of this technique.

The OFDM signal resembles a gaussian random process. This characteristic implies a large dynamic range, therefore making it vulnerable to nonlinear distortions.

To improve energy efficiency, the power amplifier is required to operate as close to its saturation point as possible. This condition makes the system vulnerable to nonlinear distortion.
2 System Model

A block diagram of the transmission system used in the simulations is illustrated in Figure 1. The nonlinear amplifier and the predistorter blocks are dashed to indicate they are removable components during the simulations. The abbreviation R/S stands for Reed/Solomon and l=12 is the block length used by the interleaver. The transmitter works in the ”2k” mode, that is, 1705 subcarriers are used for the transmitted signal. The receiver consists of a 64-QAM demapper that performs smooth decisions, resulting in a set of six real numbers for each complex number in the input. These six numbers represent smooth decisions over the real and imaginary components of the first, second and third bits. The Viterbi decoder works together with a punctured convolutional encoder of rate 3/4, that is important for applications with limited bandwidth availability, as in digital television transmission [2].

3 Power Amplifier Model

Using baseband representation for the signals involved ([3], Chapter 4), let \( y(t) \) represent the complex envelope of the waveform at the power amplifier input, with \( r_y \) and \( \theta_y \) being the time-varying magnitude and argument, respectively. The signal complex envelope, \( z(t) \), at the power amplifier output can be written as

\[
z(t) = y(t)G[r_y(t)]
\]

where

\[
G[r_y(t)] = \frac{A[r_y(t)] \exp\{j\Phi[r_y(t)]\}}{r_y(t)}.
\]

Functions \( A[\cdot] \) and \( \Phi[\cdot] \) represent AM/AM and AM/PM conversions [4], respectively. According to the Saleh model [5] for the travelling wave tube amplifier (TWTA), the functions \( A[r] \) and \( \Phi[r] \) are:

\[
\begin{align*}
A[r] &= \frac{\mu r}{(1+\beta_\mu r^2)} \\
\Phi[r] &= \frac{\alpha \phi r^2}{(1+\beta_\phi r^2)}
\end{align*}
\]
where \( \nu \) is the small-signal gain, and \( A_{\text{sat}} = 1/\sqrt{\beta_\alpha} \) is the input saturation voltage. The maximum output amplitude is \( A_0 = \max_r \{ A[r] \} = \nu A_{\text{sat}}/2 \). In addition, \( \phi_\infty = \alpha_\phi / \beta_\phi \) is the maximum phase displacement that can occur in the amplified signal. A set of values for the above parameters are:

\[
\nu = 2.00 \quad \beta_\alpha = 1.00 \quad \alpha_\phi = \frac{\pi}{3} \quad \beta_\phi = 1.00 .
\]  

(4)

Nonlinear distortions depend on the output backoff (OBO), see reference [4].

4 Power Amplifier Linearization

The power amplifier linearization method used in the system model is based on that described in reference [6].

According to equation (1), and considering the values given in (4), the magnitude and argument of the complex envelope at the power amplifier output can be written as:

\[
\begin{align*}
    r_z &= A(r_y) \\
    \theta_z &= \theta_y + \Phi(r_y)
\end{align*}
\]  

(5)

where dependence upon time has been dropped for simplicity. Recalling that (1) is a function of the squared input amplitude \( r_y^2 \), it is convenient to express (5) as follows:

\[
\begin{align*}
    r_z^2 &= A_2(r_y) \\
    \theta_z &= \theta_y + \Phi(r_y)
\end{align*}
\]  

(6)

where \( A_2(r_y) \triangleq A^2(r_y) \).

Let \( A_2^{-1} \) denotes inverse transformation of \( A_2 \), and \( r_x \) and \( \theta_x \) represent magnitude and argument, respectively, of the complex envelope \( x \) at the predistorter input. To obtain an exact linearization of the power amplifier, the input-output
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Fig. 3. 64-QAM signal constellation for OBO equal to a) 6.4 dB and b) 5.4 dB over an ideal channel.

The response of the predistorter should be equal to the inverse response of the power amplifier. Then, the ideal predistorter output is:

\[ y = A^{-1}_{2} \left( r_{x}^{2} \right) \exp \left[ j \theta_{x} - \Phi \left( r_{y} \right) \right] = xB \left( r_{x}^{2} \right) \exp \left[ -j \Theta \left( r_{x}^{2} \right) \right] \]

where

\[ \begin{align*}
    B \left( r_{x}^{2} \right) & \triangleq A^{-1}_{2} \left( r_{x}^{2} \right) / r_{x} \\
    \Theta \left( r_{x}^{2} \right) & \triangleq \Phi \left[ A^{-1}_{2} \left( r_{x}^{2} \right) \right].
\end{align*} \]

In practical realization, the real-valued functions \( B(r^2) \) and \( \Theta(r^2) \) can be approximated by polynomials over the interval \( r \in (r', r'') \), as follows:

\[ \begin{align*}
    B_{N_B} \left( r^2 \right) & \triangleq \sum_{i=0}^{N_B} \alpha_i r^{2i} \\
    \Theta_{N_{\Theta}} \left( r^2 \right) & \triangleq \sum_{i=0}^{N_{\Theta}} \beta_i r^{2i}.
\end{align*} \]

The coefficients of the above polynomials are determined by considering a finite number \( N_s \) of uniformly-spaced samples \( A(r_i) \) and \( \Phi(r_i) \), \( i = 1, 2, \ldots, N_s \) of the functions \( A(r) \) and \( \Phi(r) \), over the interval \( r \in (r', r'') \). Reference [6] has the details on how to obtain these coefficients.

Assuming \( N_B = N_{\Theta} = 2 \) and using \( N_s = 20 \) samples of responses in (3) with uniform spacing in \( r \in (0, 1) \), for 64-level QAM, (9) yields

\[ \begin{align*}
    B_2 \left( r^2 \right) & = 0.2813 \cdot r^4 + 0.0207 \cdot r^2 + 0.5078 \\
    \Theta_2 \left( r^2 \right) & = 0.1995 \cdot r^4 + 0.2065 \cdot r^2 + 3.2 \cdot 10^{-3}.
\end{align*} \]

5 Simulation Results

A program in MATLAB© to interact with the DVB-T system simulator of Figure 1, has been developed. The program executes the simulator 28 times. For each iteration a different \( E_b/N_0 \) value for the AWGN channel is taken, and the corresponding value of the bit error rate is evaluated, both at the link end and between the inner and outer coding layers. The results are presented in Figure 2.
A sizable difference between the performances for these two situations has been found. In the case of a single layer of coding, the link only achieves a reasonable bit error rate for $E_b/N_o = 16\ dB$. When using a double layer of coding, a quasi-error-free transmission can be reached with no more than approximately $E_b/N_o = 13.5\ dB$. At this point the curve tends to a 90° slope as seen in Figure 2.

In order to isolate the effects of the power amplifier, an ideal channel has been used. Due to the insertion of the amplifier model described in section 4, large amplitude and phase distortions have been observed in the COFDM signal. This is illustrated in Figure 3. A bit error rate of $10^{-1}$, much greater than the maximum tolerable practical value [7], has been obtained. Setting the amplifier operating point closer to saturation, that is, using $OBO = 5.4\ dB$ (Figure 3b) instead of $OBO = 6.4\ dB$ (Figure 3a), a greater distortion is verified in the detected signal. Thus, the signal distortion must be traded off against the power efficiency of the amplifier.

Now, concerning the COFDM signal spectrum, an out-of-band amplification has been observed as in any practical amplifier. In Figure 4 the spectra for two values of output backoff ($OBO = 6.4\ dB$ and $OBO = 5.4\ dB$) are presented. This undesirable amplification gives rise to a difference between the in-band and out-of-band power levels, for $OBO = 6.4\ dB$ and $OBO = 5.4\ dB$, of about 23 dB and 20 dB, respectively.

To alleviate the nonlinear power amplifier effects, the predistortion model described in section 4 is inserted before the power amplifier block, as shown in Figure 1. For the worst case studied ($OBO = 5.4\ dB$), the application of the predistortion technique resulted in a quasi-distortion-free constellation, as illustrated in Figure 5a. This confirms the usefulness of the linearization method.

Another benefit of the predistortion technique is the decrease of adjacent channel interference caused by intermodulation products generated in the power amplifier. The out-of-band amplification is considerably reduced, as can be seen in Figure 5b. The spectrum has been plotted for an output backoff equal to 5.4 dB.

6 Conclusion

In this paper, the importance of using two layers of channel coding, instead of just one, has been confirmed. Transmission quality is either high (quasi-error-
Figure 5. a) 64-QAM signal constellation and b) Power spectrum of the COFDM signal, both using the predistortion technique for $OBO = 5.4 \, dB$.

Free transmission for $E_b/N_o$ approximately greater than or equal to $13.5 \, dB$ or very low (high bit error rate for $E_b/N_o$ approximately less than or equal to $12.5 \, dB$).

A considerable amplitude and phase distortion has been observed in the received COFDM signal. An undesirable out-of-band amplification is also present. This effect may originate adjacent channel interference on other stations. By choosing an amplifier operating point closer to saturation, that is, using $OBO = 5.4 \, dB$ instead of $OBO = 6.4 \, dB$, a greater distortion is verified in the detected signal. Thus, signal distortion must be traded off against amplifier power efficiency.

A predistortion technique has been used to mitigate the transmission impairments generated by the power amplifier. The linearization method employed is efficient, for the amplitude and phase distortions have been almost completely eliminated. The predistorter also plays the role of an RF filter, as the out-of-band amplification is now almost negligible. Finally, we can conclude that, according to our simulations, the chosen predistortion technique is an adequate approach to mitigate the nonlinear power amplifier effects on a DVB-T link.
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Abstract. In this paper a multimedia satellite platform called EuroSkyWay and the IntServ Controlled Load Services (CLS) have been considered. The behavior of the system loaded with Controlled Load (CLS) traffic and Guaranteed (GS) traffic has been evaluated. The management of CLS is important in order to manage the category the traffic called “better than best-effort” and to guarantee a full interoperability with the terrestrial network. In particular, Call Admission Control phase for CLS in the satellite network has been studied. Different simulations have been outlined and the conformance to QoS parameters for the approaches have been verified. Furthermore, the satellite utilization and the average end-to-end delay bound for different values of bandwidth levels declared in satellite admission phase have been evaluated.

1 Introduction

The recent development in telecommunication networks has revealed two important tendencies. The first one is the huge drive in Internet traffic. Many applications like browsing the World Wide Web (WWW) or Electronic Mail (Email) have become a part of everyday life. Secondly, the demand for wireless services has caused wireless networks to extend at an enormous rate. With the introduction of satellite system for wireless networks, operating with the global terrestrial system, network providers aim at closing the gap between these two trends.

The new applications which make use of enormous amounts of bandwidth it has pushed the community to study new architecture for adapting the current internet technologies to multimedia services, since it does not provide adjustable quality of service (QoS).

Several concepts for QoS at the IP level have been proposed, in particular the Internet Engine Task Force (IETF) has been proposed integrated services (IntServ) [1] and differentiated services (DiffServ) architectures [2].

In our work we have considered a QoS architecture inside a geostationary satellite network [7]. The satellite architecture considered is EuroSkyWay platform in which a GEO satellite in Ka band with On Board Processing (OBP) payload can interface with heterogeneous broadband networks [5].

We have considered the QoS architecture defined by IETF: Integrated Services (IntServ) and we have study in particular the class of service Controlled Load and the
behaviour of the system loaded with Controlled Load (CLS) traffic and Guaranteed (GS) traffic [4].

The rest of this article is structured as follows. Section II describes the reference EuroSkyWay [5] satellite system chosen as an example of next generation broadband satellite platform. Section III reports Guaranteed and Controlled Load services[3]; in section IV the performance evaluations have been considered and at then in section V, the conclusions have been summarized

2 Satellite Platform

The GEO satellite system architecture we take as a reference in this work is Euro Sky Way (ESW) [5], which is an enhanced satellite platform for multimedia applications. The satellite system, with the its main elements, is presented in fig.1. It is composed mainly of the following parts:

- a multi-spot beam geostationary Ka-band satellite with multi-frequency TDMA (MF-TDMA) access on uplink and onboard processing (OBP) capability;
- a gateway earth station which interfaces the terrestrial network through protocol adapting interfaces (ISDN, ATM, PSTN, etc.) and inter-working functionality;
- Satellite user Terminals (SaT) of different types (SaT-A, SaT-B, SaT-C);
- a Master Control Station (MCS) which is responsible for the overall ESW system super visioning and control. In particular, the MCS is responsible for Call Admission Control (CAC). The reference system uses statistical CAC to increase satellite resources utilization.

![Fig. 1. Geostationary Satellite Reference Network](image)

The satellite has OBP capability and implements traffic and resource management functions (TRM). Functionality of traffic and resource management is distributed in different modules of the overall system. Call Admission Control and resource management functions are distributed in the satellite user terminal and earth stations. The satellite network can be seen as an underlying network, aiming to interface a wide user segment based on different protocols, such as IP, asynchronous transfer mode (ATM), X.25, frame relay, narrowband integrated services digital network (N-ISDN), and MPEG-based ones (so called overlying networks, OLNs).
Two channel assignment modes are provided in the satellite network: permanent and semi-permanent connections. According to the permanent mode, resources are assigned for the whole duration of the connection and released only following the reception of an explicit connection-end notification. In the case of semi-permanent connections, the TRM module on-board allocates satellite resources for a fixed time interval (multiple of frame period). In other words, available resources are dynamically allocate by the TRM to semi-permanent connections each time the relevant sources generate a new information burst.

2.1 Call Admission Control and Resource Management

Call Admission Control and resource management functions are distributed in the satellite user terminal and earth stations [6].

Call Admission Control (CAC) represents a module of Network Operation Center (NOC) disposed on a terrestrial station. Its task is to regulate the access to satellite segment. It permits a flexible handling of the bandwidth and avoids the a priori partitioning of the resources among different types of service. The CAC algorithm has been designed also to fulfil the objectives of minimizing the signalling exchange between the on-board and on-earth segments of the system. In order to reduce delays due to the processing of the call requests on board, the parameters relevant to the processed calls are stored and elaborated within the ground segment.

The Traffic Resource Manager (TRM) is the satellite entity which manages transmission resources. It is equipped with different databases and with a calculator for an optimum resource management. The calculator, for each frame time (26.5 ms), memorizes the arrived requests. In the next frame time, it analyses the requests and checks the possibility of satisfying the requests through the consulting of the occupation resources table. If it is possible to satisfy the requests, TRM sends a resource assignment message to the terminal requesting satellite channels. For more details see [6].

3 IntServ on Satellite Network

The Integrated Services (IntServ) have the advantage of providing quantitative guarantees on traffic. This architecture [7] is suitable for a satellite network capable of offering guaranteed services with control on the flow basis. Reference is made to the Euro Sky Way (ESW) network [5] where it is possible to use permanent and semi-permanent connections and it is important to define the mapping of IntServ classes on satellite connections.

3.1 Guaranteed Services

Guaranteed service (GS) guarantees that datagrams will arrive within the guaranteed delivery time and will not be discarded due to queue overflows, provided the flow's traffic stays within its specified traffic parameters. This service is intended for
applications which need a firm guarantee that a datagram will arrive no later than a
certain time after it was transmitted by its source.

The flow's level of service is characterized at each network element by a
bandwidth (or service rate) $R$ and a buffer size $B$. $R$ represents the share of the link's
bandwidth the flow is entitled to and $B$ represents the buffer space in the network
element that the flow may consume [4].

In [7] the rate $R$ requested by the receivers for permanent and semi-permanent
connections has been computed. $R$ is determined by starting from the value of the
requested end-to-end delay bound (DB) which is:

$$DB = \frac{b-M}{R} \cdot \frac{p - R}{p - r} + \frac{M + C_{tot}}{R} + D_{tot}$$  \hspace{1cm} \text{if } p > R \geq r \hspace{1cm} (1)$$

$$DB = \frac{M + C_{tot}}{R} + D_{tot}$$  \hspace{1cm} \text{if } R \geq p \geq r \hspace{1cm} (2)$$

In (1) and (2) $C_{tot}$ and $D_{tot}$ are two error terms, which represent how the network
elements' implementation of Guaranteed Services (GS) deviates from the fluid model
[7].

The two connection modes present different $D$ values which impact terrestrial
network in terms of a different requested rate in order to obtain the same end-to-end
maximum delay. So we have:

\begin{itemize}
  \item $D_{perm} = 26.5$ ms (frame delay) for permanent connections.
  \item $D_{semiper} = 250$ ms (round-trip delay) + 26.5 ms (maximum processing time onboard
        the spacecraft) + 26.5 ms (frame duration) = 303 ms for semi-permanent
        connections. For $C_{tot}$ values see previous works [6-7].
\end{itemize}

Only semi-permanent connections have been considered in this work.

### 3.2 Controlled Load Services

The end-to-end behavior provided to an application by a series of network elements
providing controlled-load service tightly approximates the behavior visible to
applications receiving best-effort service “under unloaded conditions” from the same
series of network elements. Assuming the network is functioning correctly, these
applications may assume that:

\begin{itemize}
  \item A very high percentage of transmitted packets will be successfully delivered by the
        network to the receiving end-nodes.
  \item The transit delay experienced by a very high percentage of the delivered packets
        will not greatly exceed the minimum transmit delay experienced by any
        successfully delivered packet.
\end{itemize}

To ensure that these conditions are met, clients requesting controlled-load service
provide the intermediate network elements with an estimation of the data traffic they
will generate; the $TSpec$.

It guarantees a QoS similar to those achievable by best effort traffic in an unloaded
network, with low queuing delay and low dropping probability.
The controlled load service is intended to support a broad class of applications which have been developed for use in today's Internet, but are highly sensitive to overloaded conditions. Important members of this class are the "adaptive real-time applications" currently offered by a number of vendors and researchers. These applications have been shown to work well on unloaded nets, but to degrade quickly under overloaded conditions. A service which mimics unloaded nets serves these applications well.

The controlled-load service does not accept or make use of specific target values for control parameters such as delay or loss. Instead, acceptance of a request for controlled-load service is defined to imply a commitment by the network element to provide the requestor with service closely equivalent to that provided to uncontrolled (best-effort) traffic under lightly loaded conditions.

Differently from [8] in which the CLS services are served to bandwidth level corresponding to the peak value \( p \), now it is proposed the reduction of bandwidth more CLS traffic because it can be more tolerant to maximum end-to-end delay. So the CLS traffic is discriminated not only on TRM trough the queue priority, but is discriminated also in admission phase. The CAC module requests two parameters for admitting a call: burstiness value for regulating the statistical multiplexing of traffic sources and a bandwidth requests for assigning a certain number of satellite channels [6]. For CLS it is given a bandwidth level in this way:

\[
p_{\text{smoothed}} = k \times p
\]

where \( k \) is a reduction factor called smoothing factor and \( p \) is the token bucket peak value. \( k \) can vary between 0 and 1. Reducing \( k \), less satellite channels are given to CLS services an this means more time consumed to serve CLS traffic but more traffic managed on satellite connections.

4 Performance Evaluation

In order to evaluate the performance of the satellite system introducing the smoothing factor, different simulation trials have been lead out. Only semi-permanent satellite connections have been evaluated. In Table 1 are summarized the most important considered and fixed parameters in the simulation scenario.

The parameters considered for performance evaluation are:

- Total Satellite Utilization: \( r/R \) where \( r \) is the average token bucket data rate and \( R \) represents the bandwidth requested by the satellite receiver for GS service.
- CLS Satellite Utilization: \( r/R \) where \( r \) is the average token bucket data rate and \( R \) represents the bandwidth requested by the satellite receiver for CLS service.
- Average CLS End-to-end Delay bound: it is the average delay bound registered by satellite receivers.

The simulation campaign has been conducted considering different traffic conditions. In Scenario 1 there are high requests of CLS traffic and low requests of GS traffic. In Scenario 2, instead, the inverse situation has been evaluated. The different percentage have been simulated through the introduction a traffic load percentage. There is the assumptions that for each traffic source there is a satellite
receiver that requests a service to the traffic source considered. In Table 2 the percentage values of the traffic load have been showed.

**Table 1. Simulation Parameters**

<table>
<thead>
<tr>
<th>Source Parameters</th>
<th>Traffic Sources</th>
<th>Real time variable bit rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of terrestrial sources</td>
<td>256</td>
<td></td>
</tr>
<tr>
<td>Burstiness $\beta$</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Bucket size $b$</td>
<td>512</td>
<td></td>
</tr>
<tr>
<td>Peak rate $p$</td>
<td>$\beta \times r$</td>
<td></td>
</tr>
<tr>
<td>Rate $r$</td>
<td>128</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Receiver parameters</th>
<th>Number of satellite receivers</th>
<th>256</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satellite receiver type</td>
<td>SaT-C</td>
<td></td>
</tr>
<tr>
<td>Delay Bound (DB) requested</td>
<td>500, 600, 700, 800, 900, 1000 ms</td>
<td></td>
</tr>
<tr>
<td>Smoothing Factor $k$</td>
<td>1, 0.9, 0.8, 0.7, 0.6</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Satellite parameters</th>
<th>Round Trip Time</th>
<th>540 ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medium Access Protocol</td>
<td>MF-TDMA</td>
<td></td>
</tr>
<tr>
<td>Timeout $n_{gs}$ for GS requests in OBP</td>
<td>1 frame time (26.5 ms)</td>
<td></td>
</tr>
<tr>
<td>Timeout $n_{cls}$ for CLS requests in OBP</td>
<td>13 frames time (344.5 ms)</td>
<td></td>
</tr>
<tr>
<td>$DB_{min}$</td>
<td>477 ms</td>
<td></td>
</tr>
<tr>
<td>Satellite Link Bandwidth</td>
<td>16 Mbit/s</td>
<td></td>
</tr>
<tr>
<td>Atomic satellite channel</td>
<td>16 Kbit/s</td>
<td></td>
</tr>
<tr>
<td>Target burst loss probability ($\varepsilon$)</td>
<td>0.01</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2. Traffic Load**

<table>
<thead>
<tr>
<th>Scenario</th>
<th>GS Traffic Percentage</th>
<th>CLS Traffic Percentage</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>80%</td>
<td>20%</td>
<td>High CLS traffic</td>
</tr>
<tr>
<td>2</td>
<td>20%</td>
<td>80%</td>
<td>Low CLS traffic</td>
</tr>
</tbody>
</table>

### 4.1 Scenario 1

Fig. 3 demonstrates the better utilization of satellite link for CLS class of service. This is due to increasing number of CLS calls for lower values of smoothing factor. The simulations have showed the reduction of GS utilization (not presented here) but this reduction is minimal in respect of the improvement of CLS utilization. This produces a better total satellite utilization as shown in fig.2.

The simulation in fig.2-fig.3 shown how the smoothing factor can give improvement in terms of satellite link utilization for different DB requested by satellite GS receivers.

So, it is suitable to use a reduction of bandwidth requested by CLS calls through the smoothing factor $k$, in order to admit more calls CLS that can tolerate more delay before being served on TRM module. For $k=1$, the satellite receivers request a bandwidth corresponding to the token bucket peak value of traffic source [8]. This values is the maximum bandwidth request that can be given to CLS requests. The
simulation shows that for different DB and burstiness values $\beta$ (only the case of $\beta=4$ is reported in this paper) it is possible to declare in admission phase a bandwidth for CLS traffic proportional to smoothing factor $k$ and peak value $p$, preserving the EDP of 1% for both GS and CLS traffic classes (the EDP is not showed in this work for space limitations but it is verified).

Fig. 2. Satellite Utilization versus smoothing factor for $\beta=4$

In fig.4 the average end-to-end delay requested by satellite receivers is showed. It is possible to observe as for increasing values of smoothing factor $k$, the average delay increase. This is due the increasing number of CLS admitted calls that can be managed on TRM module on satellite system. For $k=0.6$ the maximum delay bound is greater than 500ms but the average delay bound is limited to 500ms. This is important for CLS services because also if the maximum delay bound is specified only by GS services, the CLS can not wait in the queues indefinitely.

4.2 Scenario 2

In fig.5 and fig.6, as for the scenario 1 case, the reduction of smoothing factor $k$ reduces the satellite bandwidth improves the bandwidth utilization of satellite system
Fig. 4. Average Delay Bound requested by satellite receivers versus smoothing factor for $\beta=4$.

Fig. 5. Total Satellite Utilization for GS and CLS classes of traffic versus smoothing factor for $\beta=4$.

Fig. 6. Total Satellite Utilization for CLS class of service versus smoothing factor for $\beta=4$.

and CLS traffic. Fig. 5 shows that the improvement of overall satellite system is more effective (8-10%). The improvement of CLS utilization is more effective because the high traffic of CLS sources use the satellite channels for more time and the admitted CLS sources
are maximized. In scenario 1, instead, reducing the bandwidth request of GS services the queue on TRM module is not enough fill up offering a lower overall utilization.

The average delay bound requested by satellite receivers is not reported for scenario 2 because its behavior is similar to that reported in fig.4.

5 Conclusions

In this paper the management of Controlled Load services has been addressed. A policy based to priority queues on TRM satellite module has been considered and a reduction of bandwidth for CLS services has been proposed. The simulations show the improvement given by smoothing factor for high CLS traffic but they give also an idea of how the smoothing factor impact on overall system performance. The light traffic of CLS sources does not give effectiveness to bandwidth level reduction. The average end-to-end delay bound is limited to 500ms for different smoothing factor values preserving the DB requested by satellite receivers. So reduction of bandwidth levels for CLS services improves the total satellite utilization without delaying indefinitely the CLS services.
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Abstract. This paper proposes a method of fast authentication for inter-administrative domain handover between two foreign mobile or wireless communication network domains. It is based on mutual trust and agreement between the two foreign domains and can be used as a complement of full authentication to reduce delay in handover phase.

1 Introduction

The IMT-2000 (International Mobile Telecommunications) system, usually called 3rd Generation (3G) mobile communication system, provides high bandwidth data communication over large areas. With technologies like Wireless Local Area Network (WLAN), much higher data rate can be achieved in relatively small spots. In the future, the Beyond 3rd Generation (B3G) mobile communication systems will encompass heterogeneous radio and network technologies to provide user seamless access to network and services, even when the networks are owned and managed by different operators. To support seamless mobility, inter-domain and vertical handover should be performed without much delay and packet loss.

Inter-domain handover in this paper means inter-administrative-domain, i.e. an active communication session changes its attachment point from one network domain to another, in which the two domains are managed by different operators. As part of most public networks' security policy, Mobile Node (MN) must be authenticated when it handovers from other administrative domain. On the other side, MN also requires authentication of the network in order to avoid connecting to a rogue Base Station or Access Point (AP).

When inter-domain handover happens between foreign administrative domains, a full mutual authentication as performed for 3G roaming can hardly fulfill the requirement of short delay [16]. A study on Mobile IP (MIP) authentication performance shows that the delay of a full authentication for inter-domain MIP handover is one order of magnitude longer than that for intra-domain handover [4]. Though MIP handover is different from the handover concept of B3G systems, some of the analyses also apply to the inter-domain handover studied in this paper. The reasons of the long delay are: full authentication involves MN’s Home Network (HN), and the end-to-end delay between foreign network and HN becomes the main part of the total delay.

This paper proposes a fast authentication method for seamless inter-domain handover to reduce the delay. In Section 2 the handover domain model and security re-
requirements are studied. The proposed method is described in Section 3, and a proposal to combine the authentication method with handover is given in Section 4.

2 Background

This section describes background study of inter-domain handover, including its domain model, security requirements on authentication and related works.

2.1 Domain Model of Inter-domain Handover

Domain model of inter-domain handover is studied in [16] and given in Fig. 1. The involved network domains are MN, HN, SN (Serving Network), TN (Target Network) and CN (Corresponding Node) (see Table 1). An administrative organization controls one or many networks, thus forms an administrative domain. In this paper the said network domains are assumed to be controlled by different administrative organizations, which may be service providers, network operators, or persons. Therefore, this paper is studying handover between two foreign domains. The reference points are identified in Fig. 1, which represent various relation and interaction (e.g. service provision, signalling) between a pair of domains.

<table>
<thead>
<tr>
<th>Table 1. Administrative domains involved in inter-domain handover</th>
</tr>
</thead>
<tbody>
<tr>
<td>MN</td>
</tr>
<tr>
<td>HN</td>
</tr>
<tr>
<td>SN</td>
</tr>
<tr>
<td>TN</td>
</tr>
<tr>
<td>CN</td>
</tr>
</tbody>
</table>

2.2 Security Requirements on Authentication

Security requirements on authentication of inter-domain handover are studied in [16] and summarized here:

- It must be a mutual authentication between MN and TN.
- Fast authentication should be built on minimal trusts between SN and TN. To be specific, the old security keys shared by MN and SN must not be known by TN, and the new security keys shared by MN and TN must not be known by SN. However, depending on TN’s security policy, part of the information may be disclosed to SN in order to smooth the handover (see Section 4).
- MN’s identity must be protected.
- Authentication must be resistant to various attacks, such as man in the middle, denial of service, session hijacking and replay attack.
2.3 Related Works

Inter-domain handover is not well studied in both academia and industry due to a very low demand among mobile users. Besides few proprietary solutions, it is not supported in most mobile networks. In 3GPP’s latest technical specification of 3G mobile system, inter-domain handover remains to be an optional feature with only the basic requirements identified [9] – there it is called inter-PLMN (Public Land Mobile Network) handover. On the other side, the present distribution of WLANs is so sparse that inter-domain handover can hardly make any sense. It is a technology for future mobile communication systems.

IETF Seamoby Working Group is working on seamless IP mobility within one network domain. A technique to smooth network layer handover is context transfer: to transfer context of QoS, AAA, security, header compression, etc., from previous access router to new router in order to avoid the lengthy process of setting up the states from scratch [10-11]. The ideas of reusing existing state and processing in a distributed way inspired this proposal of fast authentication. Besides, some security issues of context transfer are also relevant [8].

IEEE 802.11f study group proposed a protocol called IAPP (Inter-Access Point Protocol) to support interoperability between WLAN APs. Transferring and sharing context parameters to APs to which mobile station might handover is standardized in [5] to support Layer 2 fast handover. Though their scope is limited to WLANs of one network operator, some ideas like proactive key distribution [12] are valuable to inter-domain handover, too.

MIP is usually regarded as a macro-mobility solution for IP networks [1-2]. The authentication of MIP handover is not a fast authentication. However, the MIP architecture is similar to the inter-domain handover model given in Fig. 1. Therefore, an evaluation of MIP authentication performance [4] is adopted for the analysis of handover delay, as discussed in Section 1.

The general authentication mechanisms used for mobile and wireless networks are discussed in many references, like [13-15]. However, only with them the inter-domain handover cannot be seamless.
3 Fast Authentication for Inter-domain Handover

In B3G systems, seamless mobility of mobile terminal requires short delay, low or no packet loss of handover between access networks, even for inter-domain vertical handover. A full authentication that involves MN’s HN usually implies a long delay, especially when handover happens between two foreign networks; thus, communicating with HN should be avoided in the time critical parts of the handover. On the other hand, mutual authentication of MN and TN must be performed for every inter-domain handover.

To achieve the goal of seamlessness, a third party is preferable, which can play the role of HN in the authentication, but introduces much less delay to the handover. In this proposal SN is selected as the third party. In brief, the proposal is to setup a temporary trust relation between MN and TN in the phase of inter-domain handover based on the existing trust relations between SN and MN, and SN and TN, instead of the trust to MN’s HN. This section discusses prerequisites of the proposed method at first. Then the authentication method is described with some remarks.

3.1 Prerequisites and Trusts

The proposed authentication method for inter-domain handover between two foreign domains has a few prerequisites that should be sufficed before start the handover.

- SN and TN provide similar level securities in their networks, e.g., mutual authentication and secure communication.\(^1\)
- MN and SN are mutually authenticated and their bilateral trust relations are ensured by security context of the session, such as a session key. The authentication might have been performed with help of HN or a trusted third party; however, this is out of the scope of the inter-domain handover.
- SN and TN have the trust relations and a secure channel established beforehand.
- To be independent of access technology, a universal naming scheme of User / MN should be adopted or methods to relate different formats are supported. Candidates include Network Access Identifier and International Mobile Subscriber Identity.

The trust relations existing before handover are given in Fig. 2:

- **t1.** Trust between MN and HN is a long-term relation established when subscriber signed a contract to HN.
- **t2.** Trust between HN and SN could be a long-term relation or be dynamically setup, e.g. with help of third parties like AAA brokers. It is established at latest before the handover happens.
- **t3.** Trust between MN and SN is a short-term trust relation (usually valid for the ongoing session) and is established with (either direct or indirect) help of the HN.
- **t4.** Because SN and TN are close to or overlap each other, they could have the trusts built beforehand in order to support inter-domain handover of a roaming MN. The trusts may be: TN trust that SN handover only the MNs belonging to a pre-defined set of HNs; and SN trust that TN will treat those MNs according to the agreement.

\(^1\) To handover a MN from a hotspot WLAN not supporting mutual authentication to a 3G network with mutual authentication enforced is dangerous and insecure. Technologies like IEEE 802.1X could solve the problem of WLAN to some extent.
3.2 Fast Authentication Method

In this proposal, MN’s HN is excluded from the authentication in order to reduce delay. The security context built between MN and SN are used to generate cryptographic keying material for the authentication. The trust between SN and the TN is employed, too. However, there is no violation of any domain’s security policy, e.g. the session keys used for the SN are not known to the TN and vice versa. The method is described here (see Fig. 3).

![Fig. 3. Fast authentication for inter-domain handover (1)](image)

1. The method starts after handover decision is made by MN, SN or both of them cooperatively.
2. SN generates a cryptographic keying material $k_m$ for MN and TN. It must be unpredictable to any others including MN and TN, and should be only used for the upcoming handover authentication. An exemplary construction is:

   $$k_m := r_0 \ XOR \ k_s$$

   in which $k_s$ is a session key used between MN and SN, and $r_0$ is a random number generated by SN to mask $k_s$. XOR is bit operation of logic exclusive OR.
3. SN sends MN the identity of TN – ID$_{TN}$, which could be its Mobile Network Code, domain name or other format; the temporary identity of MN – TID$_{MN}$, which is only used in the handover in order to hide the identity to eavesdroppers; and the keying material $k_m$. The message is encrypted with the shared secret key of MN and SN: $k_{\_SM}$. 
4. SN sends MN’s temporary and real identities and the keying material to TN. The message is encrypted by the shared secret key of SN and TN: $k_{ST}$.

$$SN \rightarrow TN: \{TID_{MN} | ID_{MN} | k_M\}_{k_{ST}}$$

Based on this information, TN can create a quaternion $(ID_{SN}, TID_{MN}, ID_{MN}, k_M)$, in which $ID_{SN}$ is SN’s identity, and store it in a list ‘inbound-HO-waiting’. $ID_{SN}$ is known to TN since they trust each other.

5. MN generates a random number $r_1$, creates a piece of message, and sends the message with a keyed hash digest to TN as fast authentication request. Hash function like Secure Hash Algorithm can be used here.

$$msg_1 := ID_{SN} | TID_{MN} | r_1$$
$$MN \rightarrow TN: msg_1 | Hash( msg_1 | k_M )$$

6. Based on the received message, TN looks up in its inbound-HO-waiting list. If it matches one entry and the hash digest is verified, the MN is then identified; otherwise the authentication is failed. If success, TN generates a random number $r_2$, creates a piece of message, and sends it together with a keyed hash digest to MN.

$$msg_2 := ID_{SN} | TID_{MN} | r_1 | r_2$$
$$TN \rightarrow MN: msg_2 | Hash( msg_2 | k_M )$$

7. From the received message, MN can authenticate TN by verifying the hash digest. If success, MN sends a confirmation message to TN.

$$msg_3 := ID_{SN} | TID_{MN} | r_2$$
$$MN \rightarrow TN: msg_3 | Hash( msg_3 | k_M )$$

8, 8’. Based on the received message, TN can authenticate MN by verifying the hash digest. If success, a new security context for MN and TN can be created and data transportation can be resumed through TN.

It can happen that MN loses its connection to SN before it decides to handover. In this case the keying material generated by SN cannot be delivered to MN. A slight revision of the method in Fig. 3 can solve the problem (see Fig. 4).

1. SN generates cryptographic keying material $k_M$ before handover decision.

2. SN sends a temporary identity together with the keying material to MN:

$$SN \rightarrow MN: \{TID_{MN} | k_M\}_{k_{SM}}$$

3. MN confirms SN the reception of the message.

4. In a later time MN decides to start an inter-domain handover to TN. However, if handover does not happen within the lifetime of the keying material $k_M$, SN will regenerate and send to MN again.

5. MN generates a random number $r_1$, creates a message, and sends the message with a keyed hash digest to TN as fast authentication request.

$$msg_1 := ID_{SN} | TID_{MN} | r_1$$
$$MN \rightarrow TN: msg_1 | Hash( msg_1 | k_M )$$
6. TN cannot find the entry in its inbound-HO-waiting list. The message is forwarded to SN requesting for necessary information:

   TN → SN: { msg1 | Hash( msg1 | k_M ) }_{k_{ST}}

7. SN can verify the hash digest. If failed, SN should inform TN about it. If success, SN will provide MN’s identity and the keying material to TN:

   SN → TN: { TID_{MN} | ID_{MN} | k_M }_{k_{ST}}

   The steps 8 – 10 and 10’ are similar to those steps 6 – 8 and 8’ in Fig. 3.

3.3 Remarks

As part of the method’s objective, the random numbers r1 and r2 can be used as input to the Diffie-Hellman key agreement [7], to agree on a temporary session key between MN and TN without disclosing to SN. The key agreement provides perfect
forward secrecy; however, if it is not required in TN’s security policy, other key agreement can be used, too. The random numbers generated in the method should only be used for the present inter-domain handover.

SN, as a trusted third party, generates the keying material based on the security context between MN and itself. Other ways of generating keying material are not excluded, supposing that TN can not deduce the original security context from the generated material, because it compromises MN and SN’s security policies. The keying material generated by SN must have a short lifetime because it is only used for the handover and must be invalidated after the temporary security context is created. The lifetime could be specified by SN and enforced by MN and TN.

TN may cover a large geographic area that requires multiple inbound-HO-waiting lists distributed in its network. However, SN can provide TN the location information of MN in order to ease TN’s decision of which list to use.

In Fig. 3 the message 4 and 5 must be synchronized otherwise it may fail to authenticate a legal MN. A possible way of synchronization is to let TN to send a request to SN when MN’s request can not match any entry in the waiting list.

When the fast mutual authentication is successfully done, MN and TN have established trusts between themselves. TN can then start to provide service to MN and MN can accept the TN as new SN. The trust relations existing after fast authentication are shown in Fig. 5. The new trust relation established after the fast authentication is t5. It is based on the trusts t3 and t4 and is not comparable to t3, because:

- t3 depends on t1 (long term trust) and t2 (could be long term trust)
- t5 depends on t3 (short term trust) and t4 (could be long term trust)

![Fig. 5. Trust relations existing after fast authentication](image)

According to the agreement between SN and TN, connection of MN will be resumed when the fast authentication succeeds. In order to keep a same or similar security level after inter-domain handover, a full mutual authentication between MN and TN, with involvement of HN must be performed. However, it can be done after the handover, and the end-to-end transmission delay between HN and TN is avoided during the inter-domain handover phase.

- After the inter-domain handover is complete, any logical / physical connections between MN and SN are disrupted. Therefore, the trust relation t3 is invalid.
- Trust relation between TN and HN is not necessary to be setup during the fast authentication, this is the design objective: do not involve HN during the authentication in order to reduce delay. This trust could be setup either dynamically or statically; it is out of the scope of this paper.
4 Inter-domain Handover

One form of integrating fast authentication to inter-domain handover is given in Fig. 6. Before handover, the communication between MN and CN is going through the route a-b. Then MN and SN decide to handover (1). The secrecy is generated by SN and distributed to MN (2) and TN (3). A fast authentication is performed between TN and MN (4). If successful, SN will relay the data (5), which then goes through a-c-d. A full authentication (6) and MIPv6 Binding Update (7) are then performed. If successful, the communication will be rerouted to e-d. Then the handover is completed. The full authentication (6) could be performed in parallel and start after the procedure 4. Nevertheless, the influence of full authentication delay is avoided by the fast authentication method.

![Diagram](image_url)

Fig. 6. Integration fast authentication method with inter-domain handover.

In this proposal, data is relayed by SN after fast authentication (Fig. 6-ii). Thus the perfect forward secrecy provided by Diffie-Hellman agreement may be unnecessary. Nevertheless, the security context built after a full authentication of MN and TN must not be disclosed to SN (Fig. 6-iii).

5 Conclusions

This paper presents a fast authentication method for inter-domain handover. Trust between two adjacent network domains, SN and TN, is used to establish a temporary trust between MN and TN. SN – as a trusted third party – generates keying materials for MN and TN, based on which a mutual authentication can be performed without involving MN’s HN. The exclusion of HN in time critical part of handover can reduce delay dramatically.

The method is fast, secure, and does not compromise security policy of any administrative domain. It is flexible and allows to be used for heterogeneous networks. However, the proposal is far from mature. Issues like prerequisites, integration with B3G system’s authentication and authorization architecture, adaptation to heterogene-
ous technologies, performance evaluation and synchronization, etc. need to be studied in the future.
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Abstract. In this paper, we have extended our earlier works related to service-specific label switching in the context of campus wide wireless networks. The extension is to support session and service mobility. The session mobility is exemplified by the mobile users carrying out their work while on move and the service mobility is illustrated by multiple servers (mirror servers) offering the same service. We have provided a brief description of the various algorithms related to session and service mobility.

1 Introduction

Session continuity in wireless networks during handoff is increasingly gaining importance with a wide verity of services being provided in these networks. In a scenario such as that in a university campus, which consists of multiple WLANs, typically users of specific services at any given time are spread across different WLANs while the service providing servers are attached to a particular WLAN. In this scenario, both the micro and macro mobility have specific effects with respect to the session continuity. For the discussions in this paper, we consider a campus network, which has multiple WLANs and are inter-connected by WLAN routers. We focus on the session continuity during macro mobility, that is, when a mobile terminal (MT) travels across the boundary from one WLAN to other neighboring WLAN.

Session continuity requires that an effective session transfer mechanisms to be in place. A typical session transfer involves (i) identification of the router to which the session is to be transferred; (ii) establishing the path between the new router and the application server; and (iii) provisioning for the resources across the selected path for the session.

We consider that the identification of the router to which the session is to be transferred is quite crucial for fast and effective session transfer. In this paper, we consider this to be a mobile assisted identification based on the relative signal strengths received by the MS. The path establishment and resource provisioning are proposed based on label switching mechanism. Further, we also present an approach for session transfer between multiple mirror servers that simultaneously offer the same service.
2 Related Work

Ensuring the session continuity during the mobility of an MT across the WLAN boundaries is a challenging task. Efficient transfer of sessions across the network with minimum disruption of QoS has been the subject of many recently reported research activities. Session transfer across heterogeneous platforms is addressed in [4] and the work focuses on application session handoff between heterogeneous platforms. It considers a typical scenario where multiple users are running typical applications continuously across client platforms which communicate with application server acting as a data repository. These clients could be any devices including desktops, laptops, or handheld devices such as PDAs. A session handoff mechanism is proposed which facilitates user to move an application’s session seamlessly from one machine to another running the same application.

One of the significant experiences a mobile terminal will have during migration is in terms of resource availability. Therefore, a terminal needs to monitor the resource availability continuously during the migration and if necessary, need to switch from obsolete resources to new resources to maintain continuity in service provision. This calls for customized resource discovery and selection mechanisms as requirements are application specific. Ohata et.al [2] propose an adaptive terminal middleware that performs policy-based dynamic resource selection and host based session management to hide session failures and resource changes from applications and users. The proposed middleware realizes a virtual socket, on top of a real socket, which employs a seamless session handoff mechanism for resource changes and a resume and retransmission mechanism against disconnection of the wireless link.

Our present work is in the context of management of session continuity during mobility between different WLANs in a campus scenario. [1] considers a similar network scenario and proposes a wireless mobility framework for a university campus. The objective of this framework is to let a mobile user, equipped with a PDA device, experiences real wireless IP mobility while moving on a large spatial scale. It is proposed that this is achieved by means of middleware that leverages from three main wireless access technologies: Bluetooth, WiFi, and GPRS. These are managed as a hierarchy of spatially overlapping access domains. During the mobility of the user the client side of the middleware triggers smart switching between the currently best available and more appropriate wireless access path. This further facilitates the continuity of sessions during the mobility of the mobile stations between disjunct WiFi access domains by temporarily relaying on GPRS access domains.

A scheme for seamless handoff of mobile terminals in an MPLS-based Internet is proposed in [3]. This scheme consists of a mobile label switched tree architecture that is used for dynamic location tracking of a mobile terminal and adaptive re-routing of traffic to the mobile terminal during the bi-directional packet forwarding over MPLS paths. The current BS with which mobile terminal is associated and the neighboring BSs, which are potential handoff BSs, form the members of this tree. Further, the scheme consists of a Robust Fast Reservation Protocol to support per-flow reservation along the MPLS paths.
In a recent work [6], we have proposed a scheme for service-specific label switching for managing data traffic due to various services in a campus network. And the same is extended in [5] to support service-specific QoS and is achieved by identifying an SSP Tree (a collection of Service Specific Paths (SSPs)) rooted at the WLAN router connected to the server hosting the service. Further, the service QoS parameters are distributed across the SSP Tree for network resource reservations purposes. This reserved SSP Tree is used to set up bi-directional QoS supported session-specific paths. Refer to Appendix –A for additional details.

### 3 Session Mobility

Let a mobile terminal MT be associated with a WLAN router WR1. When a mobile terminal moves, there is a possibility of the terminal coming within the range of additional WRs. Subsequent mobility could cause the terminal to go out of range of
Session Handover

{  
  Source: HWR; Target: AWR; Mobile terminal: MT;
  Mobile assisted handoff initiated by MT;
  MT sends a handoff request to HWR and AWR;
  HWR: On receiving a handoff request from MT:
    {  
      Determines alias ID that is taking over as HWR;
      Alias point between HWR and AWR is determined as APWR;
      APWR is requested to swap Alias ID and 00 in its sLlB;
      This request is propagated downwards along both the paths and labels are changed appropriately
      // If WR has 00 as alias id, then it is made AId and similarly, if WR has Alias ID as alias id, then it is set 00;
    }
  AWR: On receiving handoff request form MT:
    {  
      Sets aTTL to a large value so that buffered data is not dropped;
      Waits for label swap to get completed;
      Establishes session with MT;
      Receive info about last packet received by MT via HWR;
      Avoid duplicate delivery of packets and deliver the remaining packets in the buffer;
      Establishes normal session with MT;
    }
  // On session handover, in a typical case when MT is still within the range of both AWR and HWR, the original live session becomes an alias session and an alias session becomes a live session;
}

Fig. 2a: Session handover procedure.

Fig. 2b: Illustration of session handover

WR1. Under this condition, it is necessary to support continued interaction with the server without any interruption. Furthermore, mobility should not lead to any loss of data. In order to achieve these objectives, we suggest that mobility of a terminal needs to be tracked and whenever there is a possibility of the terminal moving away from its associated WR into a different WR, some prior preparation should reduce the handover latency. An approach to achieve this is depicted in Fig. 1. Observe that whenever a terminal is within the range of a WR, an alias path is setup to deliver packets simultaneously with the delivery to Home WR. As described in the figure, Home WR is the WR to which the terminal is presently associated to interact with the service and alias WRs are those WRs to one of which there is a possibility of the
terminal getting associated with. The packets received by alias routers are buffered in anticipation and are discarded once aTTL (alias TTL) expires. The appropriate value for aTTL depends on the typical handoff latency value and can be configured. Fig. 1a provides a brief overview of the alias setup procedure and Fig. 1b illustrates the same with an example. Observe that, in Fig. 1b, two alias paths are indicated: WR1, WR2, WR4, and WR1, WR3, WR6 with alias ids 01 and 02 respectively. The sLIBs at these WRs are suitably altered to enable multicasting at WR1 and WR2 as shown in Fig. 1b. This updation of sLIBs is done during alias path setup. Fig. 1c provides a logical view of alias sessions and Fig. 1d provides a portion of sLIB at an intermediate router When a mobile terminal is within the range of multiple WRs, it is required to determine at what point handoff is initiated. An obvious mandatory handoff occurs when the terminal loses connection with its Home WR. In a related paper [7], we have discussed various possible handoff and how point of handoff can be used to achieve certain objectives such as QoS. On handoff, it is required to establish a session from the new WR and this is achieved as follows: Observe that, on service launch, every WR that is part of CAN would have established an SSP and these collections of SSPs form an SSP Tree [5]; further, on account of alias path, a handoff candidate WR would already have been part of an ongoing session. Based on this observation, a brief procedure for handoff is provided in Fig. 2a while an illustration is provided in Fig. 2b. Observe that the handoff procedure discussed is an example of a mobile assisted handoff and in the illustration, it is assumed that while MT stays within the range of WR4 while moving closer to WR5, it is no longer within the range of WR6. As a consequence, the sLIB entries in WR6, WR3, and WR1 are suitably updated to eliminate the alias path. Further, WR2, WR5, and WR4 are suitably updated to reflect the alias id swap (this is indicated in Fig. 2b in blue color while the dropped entries are shown in red color).

AWR receives packets along the alias path and buffers them. On timer, the aTTL field of the buffered packets are updated and expired packets are dropped. This is done as alias sessions are set up in anticipation of handoff and, in reality, handoff may not take place at all. Hence, a suitable value for aTTL is chosen so that it does not consume too much of AWR’s resources.

Typically, the life of an alias session is determined based on mobile terminal handoff latency. Hence, as soon as a mobile terminal goes out of range of a particular AWR, both MT and AWR initiate a procedure to remove the information related to the alias session. AWR clears the alias buffer, updates its sLIB, and communicates alias clear message to its parent until Alias Point WR is reached. Under certain situations, however, it is useful to keep the alias session alive even after the corresponding mobile terminal has moved out of the range of AWR. This helps, for example, to suitably address ping-pong effects. In this case, a pre-defined time elapses before the alias information is removed by both MT and AWR.
In a campus like environment, thousands of students and faculty members access various services such as Library information services. Accessing a service with more number of hops results in a degraded quality of service and may even unnecessarily load the network. In such cases, it is appropriate to locate mirror servers at various points on the campus so that load can be distributed across these multiple mirror servers. This also provides a benefit of offering uninterrupted availability of a service even if one or more servers hosting the service fail. In this section, we discuss how
SSPs are set up when there are multiple mirror servers and address the issues related to session mobility.

Mirror Services and Session Mobility

Launching of a service results in the identification of an SSP Tree that covers all the WRs of the CAN [5]. If the same service is launched from multiple (say, K) mirror servers, K different SSP trees are formed. In one approach, each WR is made part of only the SSP Trees. In other words, launch of K mirror services results in splitting the original SSP tree into K subtrees as described in Fig. 3. Alternatively, each WR can be part of multiple SSP trees related to mirror servers and at any point in time, gets associated with only one of the servers. Observe that this latter approach is advantageous when multiple servers are launched and brought down quite frequently. Note that, in either of the approaches, a WR always obtains service from a nearest server there by reducing the latency and distributing the load on the network.

Fig. 3 provides a brief overview of session mobility when there are multiple mirror servers. Note that whenever a WR supports an alias path, there is a possibility of that WR becoming part of two SSP trees as indicated in Fig. 3. While AWR1 receives alias packets from S1, if MT gets associated with AWR1 on handoff, it establishes a session on behalf of MT with MS1 and receives further packets from MS1 instead of from S1. As a consequence, most of the packets get delivered from a nearest server. Also, the temporary link between AWR1 and WR1 is released once AWR1 establishes a session with MS1.

5 Simulation Setup

We are currently simulating the proposed scheme as part of an ongoing project that studies various aspects of Service Specific Label Switched Wireless Networks. We are in the process of building a larger simulation framework representing the campus network considered in some of our recent work [5,6]. The simulation setup is being implemented in ns2 and consists of about 20 WLANs each with a WLAN Router. Typically, we consider about 25 to 50 mobile users associated with each WLAN at any given time. A typical scenario we have considered for simulation is as follows:

- 10 services are launched simultaneously from 10 servers;
- 5 of the above services have varying number of mirror servers

One of objectives of the ongoing simulations is to study the service specific traffic flow in the network from the point of view of network and service throughput.
6 Conclusion

In this paper, we have extended our earlier works related to service-specific label switching in the context of campus wide wireless networks. The extension is to support session and service mobilities. The session mobility is exemplified by the mobile users carrying out their work while on move and the service mobility is illustrated by multiple servers (mirror servers) offering the same service. We have provided a brief description of the various algorithms related to session and service mobilities, and are presently working towards setting up a simulation environment to achieve (a) defining multiple interconnected WLANs; (b) multiple, mobile and stationary users distributed over the campus; (c) label manager to distribute unique service and session labels; (d) setting up and tearing down of service specific and session specific paths; (e) setting up and tearing down of alias paths; (f) setting up of multiple service specific trees to account for multiple mirror servers; and (g) simulation of session and service mobilities.
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Abstract. In this paper, a performance comparison among three main procedures for mobility management (MM) in a cellular framework for the 3.5 generation and beyond is presented. The MM procedures integrate and improve two mobility protocols: Mobile IP for macro mobility and Cellular IP for micro mobility. Specifically, version 4, version 4 with routing optimization, and version 6 of the said protocols have been compared by means of simulations performed with Network Simulator II. The experimental results show that version 4 with routing optimization is effective in terms of Quality of Service (QoS), since it offers optimized routing, faster handoff procedures, and a very low packet loss rate. In addition, it supports real time communications.

1 Introduction

In many fields of telecommunications, Internet has become the main infrastructure. The reason of this success is its flexibility that allows network integration among systems with different characteristics of lower layers, and transport of flows generated by a variety of applications with different requirements over a common infrastructure. One of the most challenging aspects in designing tomorrow’s Internet-based communication systems is an access network that can guarantee an acceptable Quality of Service (QoS) in an environment requiring great capacity, capillary distribution, and global accessibility.

Global access can be obtained thanks to wireless LAN and mobile cellular networks. In this framework, the mobility management (MM) is one of the most important functionalities to be provided in the next generation of Internet. At this aim, the Internet Engineering Task Force (IETF) has introduced a reference network architecture based on access domains representing different sub-networks, managed by Mobile IP [1]. This architecture is based on the concept that most of the mobility can be managed locally within one domain without overloading the core network [1]-[8].

Presently, the working version Mobile IP v.4 (MIPv4) is based on IP v.4 with some modifications to adapt a wired born protocol to the mobility needs, namely routing optimization. Nevertheless, during the handoff, a certain amount of packets can be lost. The consequent latency affects the QoS. To effectively reduce this delay, it is necessary to improve the existing mobility protocols by ad hoc extensions supporting seamless delivery of voice, video, and data with high quality.
The main problem is to preserve the service continuity while a user moves from one cell to another. At this aim in [9] the authors proposed a solution for managing a Cellular Intranet (see Fig. 1) based on the integration of the Mobile IP (MIP) v.4 and the Cellular IP (CIP) v.4 protocols. A Cellular Intranet is a set of subnets able to supply to a mobile host (MH) a framework similar to the one available in cellular systems (GSM, DCS, and PCS). Recently, the IETF has defined the next version of MIP, denoted as Mobile IP v.6 (MIPv6), specifically designed to support MM. Being based on IPv6, it will also solve the problems associated with the size of the address space, and consequently, to the limitation on the number of possible Internet users. The diffusion of this protocol is directly related to the effective spread of IP v6.

The aim of this paper is to compare the performances of MIP v.4, MIP with routing optimization (MIPRO) and MPI v.6 with respect to handoff. The paper is organized as follows. In Section II the Cellular Intranet is described, in Section III a brief description of the simulation framework is reported. Section IV describes the simulation results and finally conclusions are drawn in Section V.

2 The Cellular Intranet

A cellular intranet is a system that integrates two MM levels: the local and the global component. This architecture uses the standard IP for the core network. MIP is used as an inter-subnet mobility protocol for macro MM; while CIP is employed for the intra subnet mobility as support to the micro-mobility and paging management (see [9]-[16]). Compared to version 4 of the aforementioned protocols, CIPv6 introduces control packets that are localized inside the access network, so that updating of the IP Router is not required. As shown in Fig. 2, the third layer ensures the internal cellular mobility and Internet visibility. The interface between the wireless and the wired world is constituted by the gateway (GW/FA) node.

By operating as a Foreign Agent (FA), the gateway filters the micro-mobility traffic within the cellular IP network. In macro MM management the MH directly exchanges datagram with its FA and is indirectly engaged with the Home Agent (HA)

![Fig. 1. Wireless-Wired Scenario](image-url)
via FA. In this configuration, the MH is globally visible only if it is registered with the HA (macro-mobility) and the route cache maps of the cellular IP nodes serving the MH are updated. Simulation results validated our choice to separate the two protocols to efficiently utilize the pair CIP/MIP simultaneously: it is equivalent to consider an intranet with heterogeneous cellular access subnets.

Since the CIP architecture is centralized, the MH macro-MM can be left within GW operations. In this situation the MH utilizes only CIP and the GW performs the FA function with some modifications in the access network interface. The GW/FA also represents the interface between CIP and MIP. IP packets within the cellular network are processed by the layer 3 entities of GW/FA depending on their IP address. Generally, the GW/FA can manage two states of the mobile station: the active state with consequent priority on operation management on the core and then access network, and the idle state without priority needs for the MH.

### 3 The Simulated Framework

To compare the performances of the three protocols, a cellular network has been simulated by means of the Network Simulator version 2.1b7a. In Fig. 3, a scheme of the simulated network is presented. In the figure each link is labeled with the corresponding delay (in milliseconds). The considered scenario is composed by a core Internet network based on wired links, (composing of 8 routers, one corresponding host, and one home agent) and two cellular networks.

When the simulation starts, the corresponding host sends packets to the MH through the Internet network and the Cellular network #1. The MH is already registered in the Foreign Router 1 (FR1) that manages the cellular subnet CIPv.6) and the Home Agent has the bind cache updated and knows the present Care of Address (CoA) of the MH. The session starts at \( t = 0 \) sec when the bind cache, paging cache and route cache timer start. At \( t = 2 \) sec the corresponding node (CN) starts sending packets to MH with a bit rate of 160 Kb/s. At time \( t = 7 \) sec, the mobile host moves towards the cellular network number two, and after \( t = 15.7569 \) sec it detects the new Foreign Agent (FA2), by receiving the Router Advertisement sent from the FA2: at this time the handoff procedure starts.
4 Experimental Results

In the following, we present the simulation results of the performance assessment of the mobility protocols MIP, MIPRO, MIPv6, CIP, and CIPv6. In this simulation, we assumed a transmission length of 30 secs, a packet emission frequency from the CN of 100 packets/sec, and a packet length of 520 bytes, including IP header. In addition, the DSDV ad-hoc routing protocol has been employed, while the time needed for the execution of Duplicate Address Detection procedure has been set equal to zero. In Fig. 4 for each packet the transmission time for the three different versions of the MM protocols, for a maximum core network reserved link capacity of 1Mb/s, is reported.

The MIP protocol loses 12 packets, starting from the number 9 and ending to 21. When MIP-RO is employed the number of lost packets is equal to 5. The two packets (15, 16) are received out of sequence and then throw out in absence of a procedure to recover the packets order. The delay is due to the packet encapsulation during the forward procedure among the old and the new GW/FA.

MIPv6 presents the best performances showing only a loss of 2 packets. With respect to the IPv.4 based protocols (MIP, MIPRO), the MIPv6 protocol does not require to encapsulate packets: in fact, the presence of a co-located CoA allows processing the packets directly to the MH than to the network Foreign Agents.
By increasing the internet bandwidth to 100 Mb/s, there is an improvement for MIP (10 packets lost) and for MIPRO (3 packets lost), while the performances do not change for the MIPv6. This fact confirms that by increasing the network congestion, the number of packets lost during the handoff procedure also increases.

In the Fig. 5 the delay associated to the three protocols in the case of 1Mb/s and 100Mb/s Internet bandwidth is reported. In the 1Mb/s case, the MIP transmission delay is approximately constant with an average value of 87 msec. With MIPRO the average delay reduces to 56 msec, presenting a peak in correspondence of the handoff, due to encapsulating procedure performed by FA1. For MIPv6 the average transmission delay is about 43 msec, which is lower than in the other cases, because it does not tunnel the packets towards the new network.

In Fig. 6.a we report how the available bandwidth affects the packet loss with a source throughput of 160 kb/s. The advantage of the MIPv6 with respect to the previous version of protocols is evident. Nevertheless, by increasing the bandwidth, the gap between MIPv6 and MIPRO is reduced, while it remains noticeable if the network congestion increases. This behavior is due to the piggyback feature used in MIPv6 to transmit control messages inside data packets, limiting network congestion.

In Fig. 6.b, we present the behavior of a unidirectional transmission from CN to the MH (sink transmission). In this case, MIPv6 performance decreases faster than MIPRO by decreasing the bandwidth. This is due to control packets whose size is bigger than in IPv4.
5 Conclusions

As illustrated in the previous section, although MIPv6 outperforms MIPRO, in presence of heavy symmetric traffic, thanks to the piggybacking feature, the two protocols present almost the same performances when the network congestion decreases. Nevertheless the improvements introduced by MIPRO are rather effective, so that it appears a viable solution if we consider the actual possibility of IPv6 to impose itself as a standard. On the other hand MIPRO outperforms MIPv6, especially at low bit rates when the traffic is asymmetric and the source bit rate is constant (i.e. ftp transfer), independently from the congestion rate.
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Abstract. In this paper, we analyze and compare the handoff delays for several architectures such as MIP-only, SIP-only, MIP/CIP and SIP/CIP, which are expected to be most promising solutions to support IP mobility management. For the analysis, we make the detailed message flows of those architectures in handoffs, and then make an analytical model to compute the handoff delay for each scheme. Numerical results showed that the SIP/CIP outperforms other schemes in the viewpoints of the handoff delay.

1 Introduction

Mobility support is one of the most important functions to provide seamless data transfer of real-time multimedia traffic in wireless networks. For the mobility support, as a standard track, Mobile IP (MIP) has been proposed[1]. However, it has the triangle routing problem that all packets sent to the mobile host(MH) should be delivered through its home agent(HA). To overcome the triangle routing problem of MIP, routing optimization solutions (MIP-RO) have been proposed[2]. It is known that the MIP-based approaches show inefficient performances when handoffs occur within an administrative domain. For reducing the complexity when mobility occurs within an administrative domain, various micro-mobility support schemes have been proposed. Cellular IP(CIP) is one of those schemes, and operates at layer-2[2][8]. Since MIP is designed operating at network layer, it can provide transparent communications regardless of all applications above the network layer. However, if the mobility solution were to be implemented at a higher layer, it would be inefficient. Session Initiation Protocol(SIP) is an application layer protocol for signaling and controlling a session consisting of multiple streams[3], and can support mobilities at application layer using redirect server. An architecture for supporting terminal, personal, session and service mobilities using SIP has been proposed[4]. Unlike other MIP-based schemes, SIP does not require the triangle routing and the overhead due to IP encapsulation as in MIP. Kwon et al.[5] analytically computed and compared the handoff delays for MIP and SIP-based approaches without adopting any micro-mobility schemes. According to their result, MIP outperforms the SIP approach in most situations.
The results are mainly due to the IP address assignment from DHCP in SIP approach\cite{6}\cite{10}. Gatzounas et al.\cite{9} proposed an mobility management architecture with the integration of SIP and CIP. However, they did not provide detailed performances of the architecture. Likewise, in order to support IP mobility management, much of schemes have been proposed. It is a question that among those, which scheme can be a most useful solution for delivering real-time multimedia traffic in the hybrid of wired and wireless environments. In this paper, we analyze and compare handoff delay performances for various promising mobility support architectures such as MIP-only, MIP/CIP, SIP-only and SIP/CIP. MIP-only and SIP-only are schemes using MIP with route optimization and SIP only, respectively, without adopting any micro-mobility scheme, while MIP/CIP and SIP/CIP denote those adopting CIP as a micro-mobility scheme. For the handoff delay analysis, we make explicit message flows for those promising mobility support schemes. With comparisons between MIP-only and SIP-only, we can find the intrinsic properties of MIP and SIP for the mobility support. While, with comparisons between MIP/CIP and SIP/CIP, we can recognize the role of MIP and SIP for macro-mobility support.

The rest of the paper is organized as follows. In Section 2, we discuss on four comparable architectures such as MIP-only, SIP-only, MIP/CIP and SIP/CIP, and give message flows to deal with handoff for those architectures. In Section 3, we analyze handoff delays for those architectures. Section 4 gives some experimental results, and finally, we conclude the paper in Section 5.

2 Mobility Architectures

2.1 Mobile IP with Route Optimization (MIP-RO)

MIP\cite{1} allows a MH to move between IP subnets, while keeping communications with its corresponding host(CH). In MIP, home agent(HA) and foreign agent(FA) located in home network(HN) and foreign network(FN), respectively, play a key role in supporting the mobility. When a MH moves to a FN, it gets a temporary IP address called a care of address(CoA) from a DHCP server, and informs the HA of its CoA. After this step, with the route optimization, packets are re-routed from CH to MH directly without going to HA first\cite{2}. In Fig.1(a), it is shown a message flow for MIP-only architecture when macro-mobility occurs. After a MH acknowledges that the domain has been changed by receiving a beacon signal, it gets a CoA from the new FA [flow 1 to 3]. Then, the binding tables maintained in HA and old FA are updated [flow 4 to 8]. Finally, by sending re-INVITE message, the path between MH and CH are re-established[flow 9 to 10]. Message flows of 5, 6 and 7 are not required when intra-domain handoff occurs.

2.2 SIP-Based Mobility Support (SIP-Only)

SIP is an application layer protocol for signaling and controlling a session consisting of multiple streams\cite{3}. SIP basically supports not only personal mobility
but also the terminal mobility using home redirect (HR) and visited redirect (VR) servers. Such ability of SIP can be used for finding and updating the location of MH. The location information of MH is registered in SIP redirect server instead of HA as in MIP, and a SIP proxy server provides functions as similar as FA in MIP. In Fig.1(b), a SIP message flow in macro-mobility is shown. After a MH acknowledges that the domain has been changed by receiving a beacon signal, it gets a CoA using DHCP mechanism [flow 1 to 5]. Then, MH re-establishes a session with CH by sending re-INVITE message through new VR [flow 6 to 7]. After this, MH registers its modified location information to HR for the next time calls.

2.3 MIP-RO Interworking with CIP (MIP/CIP)

Cellular IP (CIP) [7] supports micro-mobility at layer-2. In CIP, when handoff occurs in an administrative domain, MHs are not required to register their CoAs in the HA. Instead, the decision to reroute packets are performed by using routing and paging caches that each CIP node maintains. For handoffs between CIP domains, normal MIP procedures are used. Any MH in CIP networks does not
need to use DHCP to obtain a temporary IP address. So the integration of MIP and CIP can reduce the delay overhead for the frequent registrations. Fig.1(c) depicts a message flow to support macro-mobility in MIP/CIP. In MIP/CIP, functions of HA and FA are implemented in CIP gateways on the home and foreign networks, respectively. MH receiving a beacon signal sends a Route Update message to CIP gateway through BS, and a new routing path along the path delivering the message is established [flow 1 to 2]. After this, MH updates its location information in HA, and the path between new FA and CH is established [flow 3 to 7]. After the registration is successfully performed, MH setup call to CH again by sending re-INVITE message [flow 8 to 9]. In case of micro-mobility, MH can re-establish a connection to CH without registration process such as 3, 4, 5, 6, and 7 because the MH’s CoA is not changed though the routing path is changed.

2.4 SIP Interworking with CIP (SIP/CIP)

To integrate SIP with CIP, SIP proxy server functions, such as home redirect (HR) and visited redirect (VR) servers, can be implemented within CIP gateways. By adding a new type of control information in CIP route/paging-update packets, an email-like SIP user identifier of the form "user@home" can be used in CIP domain [9]. SIP HR server maintains the binding information of SIP URL with CIP gateway address, and it provides SIP proxy server with the information for the next calls to the MH. In SIP INVITE message, there exists a Contact field containing the current location information, and the field can be used for supporting handoff. By referencing the field, CH can send packets to MH directly. A possible mobility support scenario for inter-domain handoff is shown in Fig.1(d). MH receiving a beacon signal sends a Route Update message to CIP gateway through BS, and a new routing path along the path delivering the message is established [flow 1 to 2]. Then, the session between MH and CH are updated by sending re-INVITE message to the CH via the new VR server [flow 3 to 4]. For next calls, MH registers its new location information in HR [flow 5 to 6]. It is noted that in MIP/CIP, the registration process must be completed before MH sends a re-INVITE message to CH in order to eliminate the triangle routing problem. On the contrary, in SIP/CIP, since the location information of MH is included in the Contact field in SIP re-INVITE message, the handoff can be completed by sending the message. The registration process after this is only for next calls, which are regardless of the current session. From the facts, we can intuitively perceive that the routing update by SIP/CIP can be done much faster than that by MIP/CIP.

3 Handoff Delay Analysis

In this Section, we give an analytical model to compute the handoff delay, which is the delay for re-establishing a new path in a handoff. For the analysis, we make a simple network model as shown in Fig.2, which is as similar as in Kwon...
et al. [5]. While Kwon et al. assumed that all domain and core networks use MIP-only or SIP-only, we extend it to the hybrid use of CIP for micro-mobility within each domain. In the network model, only message flow is considered. That is, security and authentication mechanisms are not considered. We assume that the CH is located in the CN that is the home network of the CH.

Let \( t_s \) be the delay for delivering a message through the wireless link between MH and BS. The delay corresponds to the delay for MH to receive a beacon signal through the wireless link. Let \( t_f \) and \( t_h \) be the delay between MH and FN and between MH and HN, respectively. Let \( t_{hc} \) be the delay between CH and HN, and \( t_{fc} \) be the delay between CH and FN. Let us define \( t_{up} \) the delay between FAs. Let \( T_{mip-inter} \), \( T_{sip-inter} \), \( T_{mip/cip-inter} \) and \( T_{sip/cip-inter} \) be the inter-domain handoff delays for MIP-only, SIP-only, MIP/CIP and SIP/CIP, respectively.

We can obtain \( T_{mip-inter} \) from Fig.1(a). It takes \( t_s \) for MH to receive a beacon message, \( 2t_f \) for MH to send Solicitation message to FA\textsubscript{new} and to receive Advertise message that contains a new IP address, \( t_h \) for MH to send a Registration Request to HA, and \( t_{hc} \) for HA to send Registration Reply to FA\textsubscript{new}. It takes \( 2t_{up} \) for FA\textsubscript{new} to send Binding update message to FA\textsubscript{old} and to receive ACK message from FA\textsubscript{old}. It takes \( t_{hc} \) requiring for that FA\textsubscript{old} sends Binding Warning to HA, and that HA sends Binding update message to CH, respectively. Then, it takes \( t_f \) in which HA sends Registration Reply to FA\textsubscript{new}. At this time handoff procedure is completed. Then, it additionally takes \( t_f + t_{fc} \) for MH to send re-INVITE message to CH via FA, and \( t_f + t_{fc} \) for CH to reply OK message to MH via FA for call setup. To sum up the above delay times, we can easily obtain \( T_{mip-inter} \) given by

\[
T_{mip-inter} = t_s + 3t_h + 3t_f + 2t_{up} + t_{hc} + 2t_{fc} \tag{1}
\]

From Fig.1(b), \( T_{sip-inter} \) can be calculated. It takes \( t_s \) for receiving a beacon message, \( 2t_f \) for exchanging DHCP DISCOVER and DHCP OFFER messages between MH and VR\textsubscript{new}. Then, \( t_f \) for MH to select one DHCP server and to send DHCP REQUEST to the selected server, \( t_f \) for the DHCP server sends DHCP
ACK to confirm the assignment of the address to MH. Then, it additionally takes \(2(t_f + t_{fc})\) for MH to send re-INVITE message to CH via VR, and then for CH to reply OK message to MH via FA for call setup. It takes \(2t_h\) to send a REGISTER message to HR and to reply a OK message to MH. Then, we have

\[ T_{\text{sip-inter}} = t_s + 2t_h + 6t_f + 2t_{fc} \]  

(2)

Similarly, \(T_{\text{mip/cip-inter}}\) can be obtained from Fig.1(c). It takes \(t_s\) for MH to receive a beacon message, \(t_f\) for MH to send a Route Update to FA\(_{new}\) according to CIP mechanism, \(t_h\) for MH to send a Registration Request to HA, and \(t_h - t_f\) for HA to send Registration Reply to FA\(_{new}\). It takes \(2t_{up}\) for FA\(_{new}\) to send Binding update message to FA\(_{old}\) and to receive ACK message from FA\(_{old}\). It takes \(t_{h-t_f}\) and \(t_{hc}\) requiring for that FA\(_{old}\) sends Binding Warning to HA, and that HA sends Binding update message to CH, respectively. Then, it takes \(t_f\) in which HA sends Registration Reply to FA\(_{new}\). At this time handoff procedure is completed. Then, it additionally takes \(2(t_f + t_{fc})\) for MH to send re-INVITE message to CH via FA, and then for CH to reply OK message to MH via FA for call setup. To sum up the above delay times, we can easily obtain \(T_{\text{mip/cip-inter}}\) given by

\[ T_{\text{mip/cip-inter}} = t_s + 3t_h + 2t_f + 2t_{up} + t_{hc} + 2t_{fc} \]  

(3)

Finally, we can compute the handoff delay in SIP/CIP, \(T_{\text{sip/cip-inter}}\), according to the message flow shown in Fig.1(d). It takes \(t_s\) for MH to receive a beacon signal, \(t_f\) for sending a Route Update according to CIP mechanism. It also takes \(2(t_f + t_{fc})\) for delivering re-INVITE message from MH to CH via VR, and then for replying OK message from CH to MH via VR\(_{new}\). By doing so, the actual handoff procedure is completed. For next calls, it takes \(2t_f\) for exchanging REGISTER and OK messages between MH and HR. Then, we have

\[ T_{\text{sip/cip-inter}} = t_s + 2t_h + 3t_f + 2t_{fc} \]  

(4)

For intra-domain handoffs, since a registration with HA or HR is not needed, we can obtain the intra-domain handoff delays \(T_{\text{mip-intra}}\), \(T_{\text{sip-intra}}\), \(T_{\text{mip/cip-intra}}\) and \(T_{\text{sip/cip-intra}}\) for MIP-only, SIP-only, MIP/CIP and SIP/CIP, respectively, as following

\[ T_{\text{mip-intra}} = t_s + 6t_f + 2t_{fc} \]  

(5)

\[ T_{\text{sip-intra}} = t_s + 8t_f + 2t_{fc} \]  

(6)

\[ T_{\text{mip/cip-intra}} = t_s + 3t_f + 2t_{fc} \]  

(7)

\[ T_{\text{sip/cip-intra}} = t_s + 3t_f + 2t_{fc} \]  

(8)

4 Experimental Results

4.1 Handoff Delay Performance

For the analysis of the model described in Section 3, we used the values given in [5] for the delay time parameters. That is, 10ms for \(t_s\), 12ms for \(t_f\), and 17ms for \(t_h\). And, we assumed that the delay within each network is constant at 5ms, and that MH is moving from HN to FN.
Inter-domain handoff delay performance: The inter-domain handoff delay performances varying the delay between MH and CH, $t_{fc}$, the delay between HN and CH, $t_{hc}$, and the delay between MH and HN, $t_h$, are depicted in Fig.3(a), (b), and (c), respectively. It is noted that the increase of delays between those nodes and networks means the increase of the distance or the decrease of available bandwidth between them. It is also noted that the delay within a network can be caused by the decrease of available bandwidth due to the increase of traffic within the network.

As shown in Fig.3(a), schemes with CIP such as SIP/CIP and MIP/CIP show better delay performances than MIP-only and SIP-only. This is because MIP-only and SIP-only have some complicate steps to get a temporary IP address in a new FN. Without CIP, MIP-only outperforms SIP-only because MIP-only uses an advertise message only or an advertise with a solicitation message, but SIP-only requires four additional DHCP messages to get a temporary IP address as shown in Fig.1(b). In the whole, SIP/CIP outperforms other schemes. As illustrated in Fig.3(b), as the delay $t_h$ increases, the handoff delays of MIP-only and MIP/CIP increase while those of SIP-only and SIP/CIP keep at a constant level. This is because that the SIP-based handoff delay is independent of $t_{hc}$ as illustrated in Section 3, while the MIP-based is not. From Fig.3(c), we can see that the schemes adopting CIP have better handoff delay performances than those schemes without CIP, and that SIP/CIP outperforms MIP/CIP.

In general, SIP-only shows larger inter-domain handoff delay than MIP-based schemes. However, by integrating CIP with SIP, it can get much better handoff delay performances than other schemes including that of SIP-only.

Intra-domain handoff delay performance: In Fig.4, the intra-domain handoff delay performances are shown. As shown in Fig.4(a), the handoff delay keeps a constant level regardless of the variance of the delay between FN and HN. This is because they do not need to register with a HA or a HR. While, in Fig.4(b), the handoff delays tend to increase as the delay between FN and CH increases, since there exists message exchanges between MH and CH though in intra-handoffs. In overall, SIP-only shows the largest intra-domain handoff delay,
and the handoff delay of MIP-only is larger than both MIP/CIP and SIP/CIP. This is because SIP-only has very complicate temporary IP address assignment mechanism using DHCP, and MIP-only has a next complexity for it as shown in Fig.1(b). The delay of MIP/CIP and SIP/CIP show same values because they use the same CIP operation at the intra-domain handoff.

4.2 Real-Time Data Delivery Performance

In the previous subsection, we show that the architectures adopting CIP out-performs those without CIP. Here, for MIP/CIP and SIP/CIP, we carried out the following simulation using ns-2[11], in order to show how the handoff delay performances evaluated by the analysis model can affect the actual delivery of real-time data. Fig.5 depicts the network model for the simulation as similar as in [12]. In the network model, there are three separate wireless networks such as HN, FN1 and FN2 with different administrative policy each other, and those wireless networks are interconnected through wired IP network. HN is the home network for MH. It is assumed that the link delays between networks are same as 5 ms and their bandwidths are 5Mbps. We also assumed that the size of each wireless network is 75m, and there is no overlap between the wireless networks. We let CH send packets at constant rate of 500 Kbytes/sec by using UDP. And, we let MH start from HN, then move to FN2 through FN1, so two handoffs occurs.

Fig.6 plots each packet’s end-to-end delay from CH to MH when MH’s moving speed is 6m/sec and the cells are very closed to each other but not overlapped. Handoffs from HN to FA1 and from FA1 to FA2 occurred at about 24 and 50 second, respectively. Fig.6(a) corresponds to MIP/CIP case, and Fig.6(b) to SIP/CIP case. As we can see, handoff delays of SIP/CIP are much smaller than those of MIP/CIP. We have shown the similar analytical results in the previous subsection. In addition, we can see the severe delays of packets just after handoffs are completed in MIP/CIP, while the phenomenon is not appeared in SIP/CIP. Fig.7 shows the average packet loss ratio varying the distance between wireless network cells. The average packet loss ratio is defined as the number of lost...
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Fig. 5. Network model for evaluating real-time data delivery performance

Fig. 6. End-to-end delay characteristics (moving speed of MH=6m/sec)

Fig. 7. Average packet loss rate varying the distance between cells

packets over the number of total packets sent. It is noted that the environment of handoff is getting worse as the distance between wireless networks increases. From Fig.7, it is shown that as the distance between cells increases, the average packet loss ratio also increases. However, the average packet loss ratio of SIP/CIP is much lower than that of MIP/CIP. This is because the handoff delay by SIP/CIP is much smaller than MIP/CIP as shown in Fig.6.
5 Conclusion

In this paper, we analyzed and compared handoff delay performances for several mobility support architectures such as MIP-only, SIP-only, MIP/CIP and SIP/CIP. For the analysis, we described the detailed message flows of those architectures in handoffs, and then made an analytical model to compute the handoff delay for each scheme. Numerical results showed that SIP/CIP can reduce the handoff delay significantly compared to other mobility support architectures. We also showed that SIP/CIP can achieve much improved loss and throughput performances in delivering real-time multimedia traffic by using simulation.

Much of works have been done for supporting IP mobility management. It is questionable that among those, which scheme can be a most useful solution for delivering real-time multimedia traffic in the hybrid of wired and wireless environments. The schemes considered in this paper such as MIP-only, SIP-only, MIP/CIP and SIP/CIP are expected to be most promising solutions to support IP mobility. From our experimental results, we showed that SIP/CIP can be a good solution to support both micro- and macro-mobilities. In addition, SIP is getting widely accepted as a signaling protocol for real-time multimedia services in both the Internet and wireless networks. We think that if SIP can be used for a signaling protocol to support IP mobility management as well, the control of real-time services can be done at one framework, from the start of a session to the end of the session though handoff occurs, which makes it easier and more efficient to manage application services as well as networks.
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Abstract. The purpose of this paper is to evaluate the state of the art in standard video coding technologies in what regards to its use in the B-BONE project. The B-BONE project aims to define the technological approaches, such as the usage of Multimedia Broadcast Multicast Services (MBMS), highly efficient modulation and spectrum allocation schemes, necessary to the delivery of high quality video streams to Enhanced Universal Mobile Telecommunications System (E-UMTS) end-users. With this paper the authors intend to present the MPEG-4 Simple Profile and the H.264 Baseline standard and examine both in terms of rate-distortion efficiency via objective quality metrics assessment.

1 Introduction

Presently, MPEG-4 is considered the state of the art standard for video compression. MPEG-4 is an ISO/IEC standard developed by Moving Pictures Expert Group (MPEG). The Advanced Video Coding (AVC) is the outcome of Joint Video Team (JVT) and the standard final draft for International Organization for Standardization (ISO) approval was submitted only as recently as July 2003 [1]. These standards maintain the same motion compensated approach of previous video standards such as H.261, H.263 and MPEG-2 [2].

Enhanced-Universal Mobile Telecommunications System (E-UMTS), in the scope of B-BONE, will allow bit-rates in the order of megabits per second. Novel approaches will be adopted to enhance end-user applications and minimize network resources consumption thus allowing the delivery of Multimedia Broadcast Multicast Services (MBMS) if suitable video coding and proper distribution technologies are adopted.

The intent of this paper is to give a comparative rate-distortion analysis between these two standards and is organized as follows. Section 2 presents a brief overview

---

1 This work was supported by the EU through the Sixth Framework Programme, http://fp6.cordis.lu/fp6/home.cfm.
2 In this paper it shall be used the ITU-T designation, H.264, AVC is the common term used by the MPEG community.
of the encoding features for MPEG-4 Simple Profile (SP) and H.264 Baseline (BL). The rate-distortion efficiency is discussed in Sect. 3.

2 Standards Overview

Lossy video coding standards intend, at cost of some visual information loss, to reduce the amount of bits required to represent the input signal. Although the block-based hybrid motion compensated approach for video coding is conceptually the same for MPEG-4 and H.264, different coding methods are employed, particularly in the motion prediction, transform and entropy coding. Being specifically designed for CPU power constrained devices, MPEG-4 SP [3] and H.264 BL [4], were considered for the trial because the expected target platforms for B-BONE are low end computer devices such as cell phones. The Simple Profile in MPEG-4 uses rectangular frames based on 16x16 samples macroblocks, supporting half-pixel accuracy with bilinear interpolation. A Discrete Cosine Transform (DCT) is applied to 8x8 blocks, followed by scalar quantization and variable length entropy coding [5]. The H.264 Baseline uses an integer transform with similar proprieties as DCT, applied to different block sizes intended to reduce the prediction error signal. H.264 BL quantization is made using scalar quantization followed by context-based adaptive variable length entropy coding [6].

3 MPEG-4 and H.264 Visual Performance

A metrics evaluation for MPEG-4 SP and H.264 BL is presented in this paper in terms of rate-distortion efficiency. The comparison is performed in the YUV colour space. The study focuses the analysis on the luminance component with 8 bit per sample signals, thus assuming 255 as the peak signal. The visual quality is indicated through the Peak-to-Signal-Noise Ratio (PSNR). The PSNR measures the cumulative square error between reference and reproduction frame in relation to peak signal. The image distortion is presented in terms of average PSNR, that is, the PSNR per frame. The formula comes as,

$$PSN_{\text{perframe}}(x, y) = \left( \frac{20}{\log_{10} 255} \right) \left( \log \left( \frac{1}{nm} \sum_{i=0}^{m} \sum_{j=0}^{n} [V_i(x,y) - V_j(x,y)]^2 \right) \right),$$

where:

- $V_i(x,y)$, luminance values for each pel $[0, 255]$
- $m$, horizontal pels
- $n$, vertical pels
- $N$, number of frames

The rate-distortion analysis is oriented for videoconferencing and video streaming scenarios. Key issues in the evaluation were setting the input image sequences and
video coder bit-rate control. Appropriate content was selected to represent each scenario, vide Table 3, and video coder bit-rate control was achieved tuning the quantization parameter using variable bit-rate control mechanism.

3.1 Videoconferencing Scenario

Low resolutions are typically used in videoconferencing applications, thus Quarter-Common Intermediate Format (QCIF) at 10 Hz was adopted for the assessment. An Intra period of ten was adopted for both MPEG-4 and H.264 encodings. Some reference bit-rates were specified according to UMTS downlink common channels capacity [7]. The metric was computed for PSNR per frame as in Eq. (1). The rate-distortion curves were attained modelling a power function. The resulting rate-distortion curves are depicted in Fig.1, from which it is possible to observe that H.264 BL outperforms MPEG-4 SP in all selected sequences.

**Fig. 1.** Rate-distortion curves for videoconferencing scenario.
The rate-distortion curves allowed computing PSNR values for the target reference bit-rates, summarized in Table 1. An intra scenario analysis indicates that the disparity between PSNR values for H.264 BL and MPEG-4 SP diminishes when bit-rate increases. For the 8 kbps, the H.264 BL has an average PSNR 3.4 dB higher than MPEG-4 SP. The average gain of H.264 BL relatively to MPEG-4 SP continuously decreases along the range of reference bit-rate values, until 1.3 dB for 64 kbps. The overall average gain of H.264 BL facing MPEG-4 SP is 2.3 dB. It should be noted that MPEG-4 SP has a higher PSNR standard deviation for the bit-rate interval than H.264 BL, being 4.2 dB and 3.4 dB respectively.

Table 1. MPEG-4 and H.264 PSNR for the videoconferencing reference bit-rates.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>8 kbps</th>
<th>16 kbps</th>
<th>32 kbps</th>
<th>48 kbps</th>
<th>64 kbps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suzic</td>
<td>24.4</td>
<td>30.6</td>
<td>28.2</td>
<td>33.2</td>
<td>32.6</td>
</tr>
<tr>
<td>Mother</td>
<td>29.2</td>
<td>31.1</td>
<td>31.7</td>
<td>33.5</td>
<td>34.4</td>
</tr>
<tr>
<td>Grandma</td>
<td>31.0</td>
<td>32.3</td>
<td>33.8</td>
<td>34.9</td>
<td>36.7</td>
</tr>
<tr>
<td>Carphone</td>
<td>23.3</td>
<td>27.6</td>
<td>26.6</td>
<td>30.1</td>
<td>30.3</td>
</tr>
</tbody>
</table>

3.2 Video Streaming Scenario

For the video streaming scenario Common Intermediate Format (CIF) sequences at 30 Hz were used. Encodings were made with an Intra period of 30. Rate-distortion curves were fitted in order to represent the PSNR in terms of bit-rate. As for videoconferencing scenario rate-distortion curves, the power model function revealed to be the best fit with the exception of H.264 BL rate-distortion curve for Akiyo that was modelled as a linear interpolation. These curves are depicted in Fig. 2.

Again H.264 BL achieved better rate-distortion efficiency than MPEG-4 SP in all tested sequences. In average terms PSNR gain for H.264 BL is 3.8 dB compared to MPEG-4 SP. This gain relation has a decreasing behaviour, attaining the maximum value at 128 kbps, 4.9 dB, and the minimum value at 768 kbps, 3.1 dB. The PSNR standard deviation is higher for MPEG-4 than for H.264, 2.0 dB and 1.3 dB respectively. The Table 2 shows the results for the PSNR for the reference bit-rates specified according to expected bit-rates in UMTS downlink shared channels [8].

Table 2. MPEG-4 and H.264 PSNR for the video streaming reference bit-rates.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>128 kbps</th>
<th>256 kbps</th>
<th>384 kbps</th>
<th>512 kbps</th>
<th>768 kbps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hall</td>
<td>33.9</td>
<td>36.2</td>
<td>35.4</td>
<td>37.0</td>
<td>36.3</td>
</tr>
<tr>
<td>Mobile</td>
<td>21.5</td>
<td>30.0</td>
<td>23.7</td>
<td>30.9</td>
<td>25.1</td>
</tr>
<tr>
<td>Akiyo</td>
<td>39.0</td>
<td>41.2</td>
<td>40.5</td>
<td>43.0</td>
<td>41.4</td>
</tr>
<tr>
<td>Tempete</td>
<td>25.0</td>
<td>31.4</td>
<td>27.2</td>
<td>32.3</td>
<td>28.7</td>
</tr>
</tbody>
</table>

3 A composite analysis for a specific application.
Fig. 2. Rate-distortion curves for video streaming scenario.

Table 3. Test sequences for videoconferencing and video streaming scenarios.

<table>
<thead>
<tr>
<th>Name</th>
<th>Resolution</th>
<th>Frames</th>
<th>Duration</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carphone</td>
<td>QCIF</td>
<td>129</td>
<td>12.9 sec.</td>
<td>Fast head movements with some content background motion</td>
</tr>
<tr>
<td>Grandma</td>
<td>QCIF</td>
<td>290</td>
<td>29 sec.</td>
<td>Still camera with low movement 'talking head'</td>
</tr>
<tr>
<td>Suzie</td>
<td>QCIF</td>
<td>50</td>
<td>5 sec.</td>
<td>Still camera with rapid head movements</td>
</tr>
<tr>
<td>Mother</td>
<td>QCIF</td>
<td>320</td>
<td>32 sec.</td>
<td>An adult and a child talking with head and hand movements</td>
</tr>
<tr>
<td>Akiyo</td>
<td>CIF</td>
<td>300</td>
<td>10 sec.</td>
<td>Still camera newscast with synthetic background</td>
</tr>
<tr>
<td>Tempete</td>
<td>CIF</td>
<td>260</td>
<td>8.67 sec.</td>
<td>Fast random motion with detailed background and camera zoom-out</td>
</tr>
<tr>
<td>Mobile</td>
<td>CIF</td>
<td>300</td>
<td>10 sec.</td>
<td>High picture detail with camera movements and complex motion</td>
</tr>
<tr>
<td>Hall</td>
<td>CIF</td>
<td>300</td>
<td>10 sec.</td>
<td>Static camera, lighting change and localized motion</td>
</tr>
</tbody>
</table>
4 Conclusions

The results reveal that H.264 BL achieved better rate-distortion than MPEG-4 SP for the analyzed application scenarios. Therefore H.264 BL appears like an important candidate for near future multimedia applications. The results turn evident the theoretical premises that point to H.264 BL as an improved coding approach due to the embracement of novel coding algorithms and a built-in deblocking filter.

When comparing the obtained standard deviation values for both standards H.264 BL performs particularly better than MPEG-4 SP for lower bit-rates in the two analysed application scenarios.

Forthcoming this analysis it would be of particular interest to conduct some subjective quality assessment on the same test sequences in order to correlate with the results that are presented in this paper. This is a very time consuming and resource demanding task which is already being conducted and results are expected in the near future.

Furthermore in wireless video communications, the ability of the video standard to provide robust error resilience is of utmost importance. Since H.264 BL proved to have higher rate-distortion efficiency for the studied application scenarios, one can question whether H.264, low redundancy bitstream, will not be specially affected in error-prone channel conditions. Performing quality metrics tests to infer the level of the H.264 bitstream robustness to the expected channel operation bit error rates for E-UMTS scenarios, in relation to MPEG-4, could be decisive on which video standard should be considered for trial and field tests within the scope of B-BONE objectives.
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Abstract. The Resilient Packet Ring IEEE 802.17 is an evolving standard for the construction of Local and Metropolitan Area Networks. The RPR protocol scales to the demands of future packet networks and includes sophisticated resilience mechanisms that allow the reduction of equipment costs. Network processors are a new opportunity for the implementation of network nodes offering a high flexibility and a reduced time to markets. This paper describes the implementation of a Resilient Packet Ring line card for a SDH/Sonet add-drop-multiplexer using the Motorola C-5 network processor. We show the novel system architecture of the ring node influenced by the use of the network processor. System simulations and field-trial measurements verify the performance of the implemented protection and fairness mechanisms. Even with the usage of a protection steering mechanism implemented on flexible network processor hardware we were able to achieve reconfiguration times well below 50 milliseconds.

1 Introduction

The Resilient Packet Ring (RPR) is a draft standard to transport data traffic over ring-based media with link data rates scalable up to many gigabits per second in Local or Metropolitan Area Networks. The RPR standardization (IEEE 802.17) working group of the Institute of Electrical and Electronic Engineers (IEEE) started to work on the specification in December 2000 with the intention to create a new Media Access Control layer for RPR.

Two counter-rotating buffer-insertion rings build up an RPR [1,2], as shown in Figure 1. Adjacent nodes are interconnected via a (fiber) link pair. The link bit-rate of an RPR can take values in the range from 155 Mbit/s up to 10 Gbit/s [2].
Among many other deployment areas, RPR rings are especially attractive for the use within SDH/Sonet Add-Drop Multiplexers in Metropolitan Area networks. Here SDH/Sonet paths constitute the links between the RPR nodes.

The RPR line card described in this paper offers on the tributary-interface side the choice between 10/100 Mbps and 1 Gbps Ethernet. On the (SDH) ring side, either VC-4 paths or VC-4-4v paths can be supported. To achieve this flexibility a network processor (NP) was selected for the task of data processing [3]. The network processor C-5 from C-Port/Motorola proved to be appropriate for this kind of application [4].

In principle, several solutions exist for protecting RPR ring networks. These solutions differ in their protection speed and bandwidth efficiency. In our implementation we selected a steering mechanism for the ring protection and implemented it in the software of the NP and its controlling General Purpose Processor (GPP).

![Fig. 1. RPR topology on the basis of SDH links](image)

The rest of the paper is organized as follows: Chapter 2 describes the architecture of the RPR card and the SDH add-drop multiplexer it is connected to. Chapter 3 gives a small overview of the C-5 network processor and shows the main features of this processor. Ring protection and the steering mechanism are presented in chapter 4 together with the measurement results from a field trial with a lead customer. Additionally, we carried out some system simulations of the RPR ring. Chapter 5 describes the simulator and presents various results of system measurements and simulation.

## 2 RPR Card and SDH Add-Drop Multiplexer

The SDH/Sonet add-drop multiplexer is a multi-service system that is configured in a rack with multiple flavors of line cards. A SDH/Sonet back plane provides the inter-
working among the cards across a switch fabric. A control processor card manages the operation of the system. The line cards run with OC-3, OC-12 and OC-48.

As shown in Figure 2 the RPR card mainly consists of the NP, a GPP, and some interface and memory chips. The GPP controls the network processor and consists of a Power-PC processor connected via a PCI bridge to the network processor. The GPP takes care about the generation of the routing table, the alarm handling and bandwidth reservation. Via the PCI bridge the GPP can access a part of the data memory of the NP, e.g. for downloading routing tables to the NP or reading of some statistical data. A control processor core (XP) within the NP handles the access of the GPP to the data memory on the NP chip.

The RPR implementation supports stream and best effort traffic. A fairness algorithm on top of the ring guaranties the reserved bandwidth for the stream traffic and distributes the remaining bandwidth between the ring nodes in a fair manner for the best effort traffic. An input rate control at the tributary Ethernet interfaces regulates the throughput of added packets on the ring. A feedback mechanism of the fairness algorithm influences the settings of the input rate control and can back press the Ethernet packets in case of ring congestion.

3 Network Processor Architecture

The C-5 network processor from Motorola contains 16 parallel channel processors (CP). Each of them consists of a RISC core together with a Serial Data Processor (SDP) for the bit and byte processing [5]. Additionally to the XP block mentioned above, there are also four other special-purpose units on the C-5 for the buffering (BMU), queuing (QMU), table lookups (TLU), interconnection to a switch fabric (FP), as shown in Figure 2.

The 16 parallel channel processors (CP) are ordered into four clusters of four processors each. The four processors in one cluster can run the same application and share an instruction memory of 24 kByte that also can be subdivided so that each CP gets a
dedicated 6kByte sub-array. Three independent data buses (Figure 3) provide internal communication paths between the different internal processors.

Each of the sixteen CPs contains a Reduced Instruction Set Computer (RISC) Core controlling cell and packet processing in its channel via the execution of a MIPS™ instruction set (excluding multiply, divide, floating point).

Packet buffering and queuing in the C-5 is handled as follows: The payload of the incoming packet is stored in the external memory, which is controlled by the Buffer Management Unit (BMU). The BMU controls the storage of the payload and returns a descriptor of the memory block for the payload storage to the CP. After the lookup at the Table Lookup Unit (TLU) the CP sends the descriptor of the payload buffer to the Queue Management Unit (QMU) and enqueues it into the queue of the transmitting CP.

For the programming and configuration of the special entities like the BMU, QMU and TLU exists a library of service functions [6], which is part of the C-Ware Software Toolset (CST). The XP, being the only processor with no linkage to the data path, controls the operation of the other processors and downloads the configuration onto them and the special units. During runtime the XP generates control messages or table entries within the TLU.

4 Ring Protection Measurement and Field Trial

As mentioned in the introduction several alternatives exist for the protection of RPR rings. A pure protection on the SDH level - below the RPR protocol - is surely the fastest way but occupies a lot of protection bandwidth and does not cover failures of the packet node or on the Ethernet level.
The IEEE 802.17 protocol itself will support wrapping and steering for ring protection, which allows the spatial re-use of bandwidth.

The faster alternative is wrapping being less bandwidth effective due to the wrapping loops. Wrapping occurs locally and requires two nodes to perform protection switching. As shown in Figure 4 the two nodes neighbouring the failed span have to loop the traffic onto the other ring. The dashed line is the original traffic flow, whereas the solid line symbolizes the protection path. Fast wrapping generates the lowest packet loss on the cost of higher bandwidth consumption.

![Fig. 4. Wrapping for ring protection](image)

Steering reacts to the failure by modifying the routing tables in all nodes. Therefore it is more bandwidth efficient but also slower due to the messaging and the generation of the tables. In the RPR layer the two neighboring nodes would signal to other nodes span-status changes via control messages carried on opposite ring. Instead of wrapping the ring each node then independently reroutes the traffic it is sourcing onto the ring using the updated topology (see Figure 5).

The RPR foresees a recovery time of 50 milliseconds in event of fibre/node failure on the ring. Steering will be the lowest common denominator when both steering and wrapping nodes are on the ring.

For the wrapping mechanism the outgoing node has to store a high number of packets in case of a switch back to the original link after the failure recovery to avoid packet disorder. The original link is shorter then the protection link and therefore the transmission from the incoming node to the outgoing node includes more hops. The total number of stored packets in a C-5 NP is limited to 16000. The number of packet
descriptors is needed for the proper operation of the fairness algorithm. Due to the limited number of packet descriptors we selected a steering mechanism and implemented it in the GPP and NP software.

Fig. 5. Steering for ring protection

Link failures are detected by SDH alarming in the SDH overhead or frame. The physical layer device (PHY in Fig. 2) for SDH analyzes the SDH overhead and the SDH framer within the C-5 NP controls the frame errors. The GPP collects all failure alarms and generates an alarm message. The nodes neighboring the failure inform all other nodes via alarm messaging on the RPR level. To reduce the transmission time of the alarm messages, the control packets got the highest priority (above stream traffic).

In the GPP of each single node the routing tables are recalculated according the collected routing information in the received alarm message and then downloaded into the NP via the PCI Bridge. Due to the limited instruction memory in the XP in the C-5 NP the routing generation is part of the GPP software. In [7] the authors describe a solution for the speed up of the interconnection between a NP and GPP, which will lead to a shorter rerouting time. For the C-5e a faster rerouting would be feasible by the inclusion of the routing table generation code into the XP, since the C-5e has twice the instruction memory capacity.

System measurements with different SDH failures verified ring protection times well within 50 milliseconds. Table 1 presents the results for the failure insertion and the failure removal on a 1200 km ring with 12 nodes. In all cases of failures removal
the protection switching time stays below 20 milliseconds. All error detections have no integration time to keep the delay as low as possible.

Table 1. L2 protection times for different SDH faults

<table>
<thead>
<tr>
<th>Failure</th>
<th>L2 Protection Switching time (msecs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Failure Insertion</td>
</tr>
<tr>
<td>LOS</td>
<td>44</td>
</tr>
<tr>
<td>AU4-AIS</td>
<td>44</td>
</tr>
<tr>
<td>UNEQ</td>
<td>20</td>
</tr>
<tr>
<td>LOM</td>
<td>20</td>
</tr>
</tbody>
</table>

The Loss of Signal (LOS) alarm is raised when the synchronous signal (STM-N) level drops below the threshold at which a BER of 1 in $10^3$ is predicted. This could be due to a cable cut, excessive attenuation of the signal, or equipment fault. The LOS state will be cleared as soon as two consecutive framing patterns are received and no new LOS condition is detected.

The Alarm Indication Signal (AIS) for STS-3c (AU4) is an all-ONES characteristic or adapted information signal. It is generated to replace the normal traffic signal when it contains a defect condition in order to prevent consequential downstream failures being declared or alarms being raised.

The Loss of Multi-frame (LOM) state occurs when the incorrect H4 values for 8 frames indicate lost alignment.

The unequipped (UNEQ) alarm is raised when z consecutive frames contain the all-ZEROS activation pattern in the unequipped overhead.

After the system integration followed a field trial at a lead customer side. Delay measurements in a 12 nodes ring in Austria (Vienna, Salzburg, Klagenfurt) make up the main part of the trial. For the delay and packet loss measurements we used frame-sizes according to RFC 2544. We observed no packet loss and delays between 6.33 and 6.98 milliseconds depending on the frame size.

5 Simulations During System Development

The C-5 tool environment includes a cycle-accurate simulator together with a performance analyzer. Via this tool we made a first rough estimation of the workload on the network processor and were able to trace internal components of the C-5 like the buses and special units like the QMU.

Additionally to the cycle-accurate simulations the overall system behavior had to be verified. The cycle-accurate simulations deliver a very detailed picture of the in-
ternal operation of the C-5 running the RPR protocol. But for exact statements on the protocol behavior itself a separate simulator had to be developed since the system of several RPR nodes had to be observed for larger time intervals. Running these simulations with the cycle-accurate simulator was not possible due to the CPU time requirements: The maximum number of packets that could be observed during reasonable CPU times is around 100 to 1000. This short time frame was not sufficient to check the system behavior of a complete RPR ring concerning fairness and delay behavior.

The system simulator is programmed in C++; the libraries of CNCL (Communication Networks Class Library [8]) were used. The simulator is event based and is built in a very modular manner. The protocol and also the simulator are specially adapted to the behavior of the C-5 NP. To simulate different scenarios it is possible to use different sources with different distributions of packet length and destination addresses. Meters can be attached to points of interest in the investigated network to accomplish the behavior and performance investigation of the protocol by collecting data while the simulation is running.

As an example the following drawings show the priority handling in an eight-node topology where first node #4 at time=0sec sources 100 Mbps of low-priority traffic onto the ring (link capacity: 150 Mbps) for forwarding further downstream towards node #6 (see Figure 6). At the time=0.5sec node #5 sources 100 Mbps of high-priority traffic also destined to node #6.

For the simulations we used different traffic sources. The destination addresses are fix or have a uniform distribution. The packet length is fix or distributed negative exponential or like a so called bath tube (30% 64 bytes, 60% 1540 bytes). The sources are switched on and off after a duty cycle of 0.5sec. In this example the destination address is fix and the source are sending with a constant bit rate.

**Fig. 6.** Eight node network with traffic meter
Figure 7 shows the resulting throughput in the form of forwarded low-priority traffic originated by node #4. Figure 8 shows the amount of high-priority traffic sourced by node #5.

When the high priority traffic is switched on the throughput of the low-priority traffic is reduced to remaining ring capacity of 50 Mbps.

As it can be seen from the diagrams above the ring fairness protocol preserves the strict priority between high and low-priority traffic. Exactly the same result was also measured in the experimental setup.
We repeated comparable simulations with different traffic sources and different ring topologies. During the system test we verified the fair distribution of the ring capacity with similar test scenarios.

In conjunction with the steering mechanism the fairness algorithm guarantees a proper behaviour also in case of ring protection. The additional sourced packets in case of ring protection is controlled and the input of low-priority traffic reduced to keep the guarantees of the high-priority traffic.

6 Conclusion

During the system development phase it was very helpful to have both the cycle-accurate and the system-level simulators at hand. Especially the system-level simulations delivered important details on the operation and optimization of protocol features that otherwise could not be verified in advance.

The system tests verified the fast protection switching with the usage of SDH alarms despite the steering mechanism. The generation of the rerouted tables in the GPP and the PCI transfer into the NP showed to be sufficiently fast without the need any additional special hardware. Additionally the fairness algorithm guaranties the appropriate subdivision of the link bandwidth between the single flows even in protection state.

The field trial provided us with long-time measurements and asserted the smooth system behavior of the RPR line card. Since some months the system is delivered to customers.
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Abstract. The indiscriminate use of mobile communications technology has given rise to a quarrel about possible effects on the population health. The transmembrane ionic channels have been considered as a crucial site of electromagnetic (EM) fields interaction with the exposed living tissue. An overview in the literature was made and a membrane channel model was simulated. The model response to sinusoidal EM field in the ELF range, for a voltage-dependent channel, was analyzed and variations at around 10 % in the open probability have been observed. This study is important to evaluate hereafter the possible impacts due to the use of new technologies.

1 Introduction

Since the beginning of bioelectromagnetism (BEM) studies the cellular membrane has been considered as the primary site of interaction. Experimental observations have shown some effects at this target and different examples can be found in the literature [1]. This is reasonable, since the physiological - biophysical and biochemical-equilibria are managed at cell membrane level.

The cellular membrane is composed by several pores called ionic channels. The bioelectrical cell membrane phenomenon is regulated by these channels, so they are extremely important for the vital functions of the living organism.

The EM field generated by some radiation sources used in mobile communications can be interpreted as an additive perturbation to the membrane potential [2], modifying the channels’ conductivity. This may even affect the cell’s integrity.

Several ionic channels interaction mechanism models have been proposed. We discuss here, the biophysical Hodgkin-Huxley (HH) membrane channel model, associated to a Markovian stochastic process. We have used this model to simulate possible EM effects at cell level.
2 Modeling

The ionic flow through the membrane channels (transmembrane current) gives rise to a potential gradient across the membrane. This potential difference is called transmembrane potential.

From analysis of an experimental single-channel current pattern, obtained by a patch-clamp measurement technique, we can observe two well-defined states of the channel: a permissive state - in which the current flow is allowed - that is, the channel is open; and a non-permissive state - the channel is closed (there is no current flow). What we understand by state here is the conformational situation of the channel (the structural shape assumed by the channel protein due to the EM field distribution produced by the transmembrane voltage). Measurements reveal that the states transition, and the time during which the channel remains in a given state, present a stochastic behavior. Most channels can actually exist in three states, namely closed, open and inactivated. Hence, the channel can be considered as a non-deterministic state-machine. Therefore, we can define two random variables [4]:

1. the occupancy, that defines the probability of finding the channel in a given state, at a certain instant of time;
2. the dwell-time, $T_d$, that means the time a channel remains in one of the two states - open or closed.

The states are randomly generated and the interevent time between each generation is also random. We must then choose a stochastic model to represent correctly the channel behavior. From the probabilities measurements, we can obtain an accurate information about the electrophysiological features of the channel.

The transition rates among the channel states was studied by Hodgkin and Huxley (HH) [3]. They have obtained a successful equation systems that describe the access rate of states (the gating). These equations show that the gating depends on the transmembrane voltage and temperature.

Experimental data have demonstrated that the channel kinetics holds a short range memory step, that is, it depends on its actual state, no matter which was its prior state [5]. A suitable model, encompassing this memoryless property, and that can be governed by the HH transfer rates, could be represented by a continuous-time Markov chain (CTMC) [6]. This mathematical model has a one-step memory: given the present state at a specified time, and the state at a previous instant of time, the system is completely defined.

To explain their model, Hodgkin and Huxley speculated on the ion conductance mechanism. They supposed the existence of “charged” particles which allow the ions to flow when they occupy particular sites in the membrane [3], determining its conformational state. Thus, we need to insert in our model a counting process of these particles in order to determine the current state.

A classical counting process is the Poisson process. Keeping with this we choose a sort of Markov chain called regenerative structure [6].
This structure has an embedded uniform Markov chain associated to a homogenous Poisson process (HPP). The HPP is called the clock of the chain. If a Markov chain is a regenerative structure, it follows that:

1. \( \{X_n\}_{n \geq 0} \) is a discrete-time HMC with a transition probability matrix \( P = \{p_{ij}\} \) given by:
   \[
   p_{ij} = \frac{q_{ij}}{q_i} \quad \text{if} \quad q_i > 0 \quad \text{and} \quad j \neq i, \quad \text{where the transition rate} \quad q_i = -q_{ii} \;
   \]
2. Given \( \{X_n\}_{n \geq 0} \), the interevents time sequence \( \{\tau_{n+1} - \tau_n\}_{n \geq 0} \) is independent; furthermore, \( \forall n \geq 0 \) and \( \forall T_d \in \mathbb{R}_+ \),
   \[
   P[(\tau_{n+1} - \tau_n) \leq T_d | \{X_k\}_{k \geq 0}] = 1 - e^{-(q_{X_n} T_d)} \quad (1)
   \]

The most important ionic channels was simulated: potassium, with a two-states CTMC; sodium and calcium, both with three-states CTMC. The HH equations for the transition rates to the potassium and sodium channels can be found in [3], whereas the calcium transition rates was taken from [4]. The results obtained show that this modeling can be used to describe the channel kinetics, in a voltage clamp situation without exposure condition (see Fig. 1(a)-1(c)).

3 Implemented Simulation Technique

In order to get the occupancies for each state at each instant of time, it is necessary to find the dwell-time distribution in a voltage-clamp situation. As Equation 1 represents a cumulative function distribution (cfd), we can generate the desired distribution, with a uniform random number \( r \), by using the inverse transform method, resulting in:

\[
T_d = -\frac{1}{q_{ij}} \ln(r) \quad 0 < r < 1 \quad (2)
\]

where \( q_{ij} \) is the transition rate from state \( i \) to \( j \). For each state generated by the Markov chain, the dwell-time in that state is decided through Equation 2. Each time a transition occurs, the system configuration - the transmembrane voltage and temperature - is considered, the transition rate values are updated, resulting in a pattern which simulate the single-channel record.

As in experimental measurements, we obtain the ionic membrane current, in a voltage clamp situation, by the ensemble average of each patch-clamp record. Then, repeating the simulation \( N \) times, we build up a random process composed of \( N \) realizations of that event. Summing up the records of each event and dividing by \( N \) we obtain an ensemble average. Since the opening probability is linked to the channel conductance, we can obtain the current response of the simulated channel.

4 The Electromagnetic Stimulation

The external EM field penetrates into the surroundings of biological tissues, until it reaches the ionic channels of a particular cell. That EM field, then, induces
a coherent voltage signal on the cell’s membrane, which could be treated as an additive noise to the transmembrane voltage [2].

We have then an oscillating voltage signal superimposed to the usual voltage level associated to normal electrophysiological conditions. The channel’s protein will respond to this external stimuli, gating the channel at the wrong instants of time. This could result in a complete modification of the whole living organism, for long term exposures to EM fields [7].

The existing studies on membrane relaxation times lead us to consider EM fields in the extremely low frequency range (ELF) [7]. As a result, the membrane is able to register and react to the stimulus, almost instantaneously.

A quantitative analysis of the EM coupling to cells has been presented in the specialized literature [1]. In our simulation we use the voltage variation induced on a spherical model of cell membrane (radius $R = 40 \mu m$, relaxation time $\tau = 1ps$), for a sinusoidal signal stimulus [1]. This voltage variation will modify the transition rates, altering the opening or closing time, therefore causing an abnormal behavior of the cell.

We can evaluate the degree of perturbation imposed to the cell through a parameter called “relative effect factor” [4], defined as the rate between the variation of the open probability under and without exposure, in a voltage clamp situation, and the opening probability without exposure, in the same voltage clamp situation, that is:

$$\text{Effect} = \frac{p_{\text{exp}} - p_{o}}{p_{o}}$$

(3)

5 Results

As we are just interested in the voltage dependence, in the following we have fixed the membrane temperature value at 6°C [3].

A time response to the potassium channel can be seen in Fig. 1(d). The channel was voltage clamped at -40mV for 5ms, so a voltage step of 80mV is applied - clamping the channel at 40mV (for simplicity, we made $V_{r} = 0mV$). The response to a voltage step in the sodium and calcium channels is a little bit different, since the potassium channel does not have an inactivated state [3].

After a transient period, the open-state probability shows a short fluctuation around an average value, for the three kinds of channels. That means the channel reached a steady state. Thus we can calculate the steady state probability by ensemble averaging for several voltage-clamps (see Figs. 1(a) - 1(c)). These waveforms were compared to the experimental voltage-current results. The experimental data were obtained in [4].

Since our results without EM exposure have shown such a good agreement with the experimental data, we are able to use our model to predict biological effects under EM exposure as well. We simulated a 100Hz external continuous wave (CW) sinusoidal EM signal with a very short amplitude of the order of 20mV/m (with an incident angle $\delta = 0$). This amplitude field is capable to induce an oscillating voltage signal of 1.2μV at membrane surface (Fig. 1(e)). By
Fig. 1. Results: (a) The open steady state occupancy versus transmembrane voltage clamp values for potassium channel; (b) Sodium channels occupancy versus transmembrane voltage; (c) Calcium channels occupancy versus transmembrane voltage; (d) The instantaneous open-state probability in a potassium channel simulation without exposure; (e) Potassium channels response to a 100Hz, 20mV external voltage signal; (d) Potassium channels response to a 100Hz, 200V external voltage signal.
increasing the external amplitude of the EM field to 200V/m (capable to induce a 12mV transmembrane voltage signal) we can see that the channel follows the EM induced signal (Fig. 1(f)). Similar results were obtained to both sodium an calcium channels.

6 Conclusions

Markov chain models provide a real-time evaluation of the single-channel’s conductance of voltage-dependent membrane channels under both unexposed and EM field exposure conditions, in a voltage clamp situation. Moreover, due to the instantaneous sensitivity of the HH transition rates to transmembrane voltage and temperature changes, this model can be used to study the effect of EM perturbations at the level of an individual channel.

The simulation reveals a really important feature of the ionic channels: the existence of a proportional link between the current flowing through the channel and the opening channel probability.

We have shown here that even external EM signals with very small amplitudes (the so called non-thermal EM fields) are able to induce a variation of about 10 % on the normal channel conductance. This probability variation produces transitions among the channel states at instants in which it was not supposed to happen (Fig.1(e)), and can result in drastic changes in the cell’s functionality. We also noted that the opening channel probability follows the imposed external signal. Examples of several modes of synchronism between an imposed ELF field and neuronal patterns were experimentally demonstrated [1], but we are showing here that this kind of synchronism occurs at channel’s level.
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Abstract. This paper presents a new multiobjective multicast routing algorithm (MMA) based on the Strength Pareto Evolutionary Algorithm (SPEA), which simultaneously optimizes the cost of the tree, the maximum end-to-end delay, the average delay and the maximum link utilization. In this way, a set of optimal solutions, known as Pareto set, is calculated in only one run, without a priori restrictions. Simulation results show that MMA is able to find Pareto optimal solutions. They also show that for the constrained end-to-end delay problem in which the traffic demands arrive one by one, MMA outperforms the shortest path algorithm in maximum link utilization and total cost metrics.

1 Introduction

Multicast consists of concurrently data transmission from a source to a subset of all possible destinations in a computer network [1]. In recent years, multicast routing algorithms have become more important due to the increased use of new point to multipoint applications, such as radio and TV, on-demand video and teleconferences. Such applications need an important quality-of-service (QoS) parameter, which is the end-to-end delay along the individual paths from the source to each destination.

Another consideration in multicast routing is the cost of the tree. It is given by the sum of the costs of its links. A particular case is given with unitary cost. In this case, a multicast tree with minimum number of links is preferred, such that bandwidth consumption is minimized. To improve the network resource utilization and to reduce hot spots, it is also important for a multicast routing algorithm to be able to balance traffic. In order to improve load balancing, minimization of the maximum link utilization is proposed [2].

Most algorithms deal with two metrics: cost of the tree and end-to-end delay. They address the multicast routing as a mono-objective optimization problem, minimizing the cost subjected to a maximum end-to-end delay restriction. In [3], Kompella et al. present an algorithm (KPP) based on dynamic programming that minimizes the cost of the tree with a bounded end-to-end delay to each destination. For the same problem, Ravikumar et al. [4] present a method based on a simple genetic algorithm. This work was improved in turn by Zhengying et al. [5] and Araujo et al. [6]. The main disadvantage with this approach is the necessity of an a priori upper bound for the end-to-end delay that may discard good solutions.
Lee et al. [2] present a multicast routing algorithm which finds a multicast tree minimizing the maximum link utilization subject to a hop-count constraint. In contrast to the traditional mono-objective algorithms, a MultiObjective Evolutionary Algorithm (MOEA) simultaneously optimizes several objective functions; therefore, they can consider the maximum end-to-end delay, the average delay, the cost of the tree and the maximum link utilization as simultaneous objective functions. MOEAs provide a way to solve a multiobjective problem (MOP), finding a whole set of Pareto solutions in only one run [7]. This paper presents a Multiobjective Multicast Routing Algorithm (MMA), a new approach to solve the multicast routing problem based on a MOEA with an external population of Pareto Optimal solutions, called the Strength Pareto Evolutionary Algorithm (SPEA) [7].

The remainder of this paper is organized as follow. A general definition of a multiobjective optimization problem is presented in Section 2. The problem formulation and the objective functions are given in Section 3. The proposed algorithm is explained in Section 4. Experimental results are shown in Section 5. Finally, the conclusions are presented in Section 6.

2 Multiobjective Optimization Problem

A general Multiobjective Optimization Problem (MOP) includes a set of \( n \) decision variables, \( k \) objective functions, and \( m \) restrictions. Objective functions and restrictions are functions of decision variables. This can be expressed as:

\[
\begin{align*}
\text{Optimize} & \quad y = f(x) = (f_1(x), f_2(x), \ldots, f_k(x)) \\
\text{Subject to} & \quad e(x) = (e_1(x), e_2(x), \ldots, e_m(x)) \geq 0
\end{align*}
\]

where \( x = (x_1, x_2, \ldots, x_n) \in X \) is the decision vector, and \( y = (y_1, y_2, \ldots, y_k) \in Y \) is the objective vector. \( X \) denotes the decision space while the objective space is denoted by \( Y \). The set of restrictions \( e(x) \geq 0 \) determines the set of feasible solutions \( X_f \subseteq X \) and its corresponding set of objective vectors \( Y_f \subseteq Y \). The problem consists in finding \( x \) that optimizes \( f(x) \). In general, there is no unique “best” solution but a set of solutions. Thus, a new concept of optimality should be established for MOPs. In the minimization context of the present work, given two decision vectors \( u, v \in X_f \),

\[
\begin{align*}
    f(u) = f(v) & \quad \text{iff} \quad \forall i \in \{1, 2, \ldots, k\}: f_i(u) = f_i(v) \\
    f(u) \leq f(v) & \quad \text{iff} \quad \forall i \in \{1, 2, \ldots, k\}: f_i(u) \leq f_i(v) \\
    f(u) < f(v) & \quad \text{iff} \quad f(u) \leq f(v) \land f(u) \neq f(v) .
\end{align*}
\]

Then, they comply with one of three conditions: (i) \( u \) dominates \( v \) iff \( f(u) < f(v) \); (ii) \( u \) and \( v \) are non-comparable iff \( f(u) \not< f(v) \) \( \land \) \( f(v) \not< f(u) \); or (iii) \( v \) dominates \( u \) iff \( f(v) < f(u) \). \( u \triangleright v \) denotes that \( u \) dominates or is equal to \( v \). A decision vector \( x \in X \) is non-dominated with respect to a set \( V \subseteq X \) iff: \( x \) dominates \( v \) or they are non-comparables, \( \forall v \in V \). When \( x \) is non-dominated with respect to the whole set \( X \), it is called an optimal Pareto solution. The Pareto optimal set \( X_{true} \) may be defined as \( X_{true} = \{ x \in X | x \text{ is non-dominated with respect to } X \} \). The corresponding set of objective vectors \( Y_{true} = f(X_{true}) \) constitutes the Optimal Pareto Front.
3 Problem Formulation

A network is modeled as a direct graph \( G = (V, E) \), where \( V \) is the set of nodes and \( E \) is the set of links. Let \( (i, j) \in E \) be the link from node \( i \) to node \( j \). For each link \( (i, j) \), let \( z(i, j), c(i, j), d(i, j) \) and \( t(i, j) \) be its capacity, cost per bps, delay and current traffic, respectively. Let \( s \in V \) denote a source, \( N \subseteq V - \{s\} \) denote the set of destinations, and \( \phi \in R^+ \) the traffic demand (in bps) of a current multicast request. Let \( T(s, N) \) represent a multicast tree with \( s \) as source node and \( N \) as destination set. At the same time, let \( p_T(s, n) \) denote a path that connects the source node \( s \) with a destination node \( n \in N \). Clearly, \( p_T(s, n) \) is a subset of \( T(s, N) \).

The multicast routing problem may be stated as a MOP that tries to find a multicast tree that minimizes:

1- Maximum Delay: \[ D_M = \max_{(i,j) \in N} \left\{ \sum_{i \neq j \in T} d(i, j) \right\} \]  

2- Cost of the tree: \[ C = \sum_{(i,j) \in T} c(i, j) \]

3- Maximum link utilization: \[ \alpha_T = \max_{(i,j) \in T} \left\{ \frac{\phi + t(i, j)}{z(i, j)} \right\} \]

4- Average delay: \[ D_A = \frac{1}{|N|} \sum_{i \neq j \in T} \sum_{(i,j) \in T} d(i, j) \]

subject to

\[ \phi + t(i, j) \leq z(i, j), \forall (i,j) \in T. \]  

**Example 1.** Figure 1(a) shows the NSF network, with \( d(i,j) \) in ms, \( c(i,j) \), and \( t(i,j) \) in Mbps. The capacity of the links is 1.5 Mbps. Suppose a traffic request arriving with \( \phi=0.2 \text{ Mbps}, s=5, \text{ and } N=\{0, 4, 8, 9, 13\} \). (b) shows the tree constructed with KPP [3], subject to a maximum delay of 40 ms, (c) shows a tree would not be found by KPP or other algorithms based on restrictions if a bound delay lower than 40 ms were a priori established, even though it is a good option. If \( \alpha_T \) is the most important metric, solution (d) would be the best alternative.

![Fig. 1. The NSF Net.](image)

**Fig. 1.** The NSF Net. \( d(i,j) \), \( c(i,j) \) and \( t(i,j) \) are shown over each \( (i,j) \) link. Different alternative trees for the multicast request with \( s=5, N=\{0, 4, 9, 10, 13\} \) and \( \phi=0.2 \text{ Mbps} \)
4 Proposed Algorithm

The proposed algorithm holds an evolutionary population $P$ and an external Pareto solution set $P_{nd}$. Starting with a random population $P$, the individuals evolve to optimal solutions to be included in $P_{nd}$. The algorithm is shown in Figure 2(a).

The chromosome represents the tree shown in the same Figure.

**Build routing tables:** Let $N = \{n_1, n_2, ..., n_M\}$. For each $n_i \in N$, a routing table is built. It consists of the $R$ shortest, $R$ cheapest and $R$ least used paths, where the use of a path is defined as the maximum link utilization along the path. $R$ is a parameter of the algorithm. Yen’s algorithm [10] was used for this task. A chromosome is represented by a string of length $|N|$ in which the element (gene) $g_i$ represents a path between $s$ and $n_i$. See Figure 2(b) to see the chromosome that represents the tree in the Figure.

**Discard individuals:** In $P$, there may be duplicated chromosomes. Thus, duplicated chromosomes are replaced by new randomly generated individuals as proposed in [9].

**Evaluate:** The individuals of $P$ are evaluated using the objective functions. Then, non-dominated individuals of $P$ are compared with the individuals in $P_{nd}$ to update the non-dominated set, removing from $P_{nd}$ dominated individuals.

**Compute fitness:** Fitness is computed for each individual, using SPEA procedure [7].

**Selection:** A roulette selection operator [8] is applied over the set $P_{nd} \cup P$ to generate the next evolutionary population $P$.

**Crossover and mutation:** In this work, two-point crossover operator is applied over each selected pair of individuals. Then, some genes in each chromosome of the new population are randomly changed (mutated) with probability $P_{mut}$ [8].

5 Results

Simulation experiments were performed for Example 1. An exhaustive search method was used to find the optimal Pareto set of 16 solutions. The running time of the exhaustive search method was approximately 3 hours.

One hundred runs were done using MMA with $|P| = 50$, $P_{mut} = 0.3$, $R = 25$ for 500 generations. The minimum, maximum and average Pareto optimal solutions found by the runs using MMA were 16, 10 and 12.72 respectively. The mean running time was 270 ms and its maximum was 300 ms. Clearly MMA has a good performance finding at least 62.5% of the Pareto Front.
MMA was also compared against the delay shortest path (SP). Two hundred random requests of traffic demands of 0.1 Mbps were generated. The multicast group was randomly selected with a size between 4 and 7. The duration of each traffic demand was exponentially distributed (with an average of 120 s) and the inter-arrival time randomly distributed between 0 and 30 minutes. The maximum end-to-end delay for a group was set to 1.25 times the maximum end-to-end delay of the tree constructed with SP. MMA was set to $|P|=100$, $P_{mut}=0.3$ and $R=30$. The mean time consumed to construct a multicast tree was 270 ms. Given that MMA may provide several solutions, two different scenarios were simulated: firstly, the trees with minimum $\alpha$ subject to end-to-end delay restriction; secondly, trees with minimum $C$ satisfying the restriction. To compare performance, normalized values of maximum link utilization of the network ($\alpha$), total cost, which is calculated as the sum of the tree costs of the multicast groups already in the net, and the total delay, which is given by the sum of the total delay of the multicast groups already in the net, were calculated. For example, normalized total cost was given by $C_N = (C_{SP} - C_{MMA}) / C_{MMA}$. Figure 3(a)
shows that MMA leads to better $\alpha$ than SP. Note that the maximum link utilization using SP is sometimes 150 times greater than using MMA. Besides, from Figure 3(b), it can be seen that at almost all time, SP total cost is more expensive than MMA. Since SP produces optimal delay trees, total delay using SP was lower than MMA. Figures 4(a) to 4(c) show normalized values for the second scenario where the cost difference between SP and MMA has increased since the select criterion of MMA is the cost. Note that at almost all time, SP total cost is at least 10% more expensive than MMA.

6 Conclusion

This paper presents a new multiobjective multicast routing algorithm (MMA) to solve the multicast routing problem. This new algorithm minimizes simultaneously four objective functions: 1- maximum end-to-end delay, 2- cost of a tree, 3- maximum link utilization and 4- average delay. MMA has a purely multiobjective approach, based on SPEA. This approach calculates an optimal Pareto set of solutions in only one run, without a priori restrictions, an important feature of MMA. Experimental results show that MMA was able to found Pareto optimal solutions. They also show that $\alpha$ and the total cost of MMA were lower than those of the shortest path algorithm. As future work, we plan to consider a traffic engineering scheme using different distribution trees over larger problems.
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Abstract. The coherent nature of ultrasonic waves, that provides information for ultrasound image formation, results in the appearance of speckle noise. The development of speckle noise filtering methods for ultrasound B-scan images is very important for accurate detection of targets and boundaries. Many filters have been proposed in the literature for speckle reduction, most of them in remote sensing applications. This paper presents a comparison of filters for ultrasound images. The tests were performed in images artificially contaminated with speckle noise supposed to be Rayleigh distributed and a phantom ultrasound image.

1 Introduction

For some than two decades, ultrasonography has been considered as one of the most powerful techniques for imaging organs and soft tissue structures in the human body [1]. It is often preferred over other medical imaging modalities because it is noninvasive, portable, and versatile, it does not use ionizing radiations, and it is relatively low-cost. However, the main disadvantage of medical ultrasonography is the poor quality of images, which are affected by speckle noise. Speckle is a troublesome noise, that disturbs image interpretation and target classification. Speckle suppression in ultrasonic imaging is usually done by techniques that are applied directly to the original image domain like Lee and Frost filters, adaptive filters [2,3,4], or image processing techniques in the wavelet domain [1].

In [4] an adaptive algorithm called aggressive region growing filtering (ARGF) was proposed for speckle reduction. It selects a filtering region in the image using an appropriately estimated homogeneity threshold for region growing. The adaptive homogeneity threshold describes the statistical specifications of the homogeneous regions and it is adaptively determined. Whether or not a new region is homogeneous it is determined by comparing its local homogeneity to this adaptive homogeneity threshold. Thus, edges pixels, with higher homogeneity values, are preserved using a nonlinear median filter. Homogeneous regions, with smaller homogeneity values, are smoothed applying an arithmetic mean filter. The algorithm was compared with the
adaptive weighted median filter (AWMF) [2] and homogeneous region growing mean filter (HRGMF) [3] methods.

Jin et al. reviewed and applied in [5] some speckle filters (mean, median, Lee, Frost and maximum a posteriori (MAP) filters) in ultrasound B-scan images, along with a non-linear technique based on computing the median on the binary slices of the data. The performance of these filters was assessed both quantitatively and qualitatively [5] and the data was better processed by the Frost filter.

A novel speckle suppression method for medical ultrasound images was developed by Achim et al. [1]. Firstly, the logarithmic transform of the original image was applied to the multiscale wavelet domain. The subbands of the image presented significantly non-Gaussian statistics and thus were described for an alpha-stable distribution. To exploit these statistics was designed a Bayesian estimator and developed a blind speckle-suppression processor that performed a nonlinear operation on the data.

In this paper we present a comparison between speckle filters applied to ultrasound images. We evaluate the modified MAP filter proposed by Medeiros et al. [6] and compare its performance with the mean and median filters [7], the classical Frost [8] and MAP filters [9] and another one based on Daubechies wavelet [10].

2 Medical Ultrasound Speckle Patterns

The nature of the speckle pattern can be categorized into one of three classes according to the number of scatterers per resolution cell or scatterer number density (SND). When many fine randomly distributed scattering sites exist within the resolution cell, the amplitude of the backscattered signal can be modeled as a Rayleigh distributed random variable with a constant SNR of 1.92 [11]. When a spatially variant coherent structure is present within the random scatterer region the signal backscatter can be modeled by the K-distribution [11]. Due to the correlation between scatterers, the effective number of scatterers is finite (SND<10). This type is associated with SNR below 1.92. It can also be modeled by the Nakagami distribution. When a spatially invariant coherent structure is present, the probability density function (PDF) of the backscattered signals becomes close to the Rician distribution [11]. This class is associated with SNR above 1.92.

3 The Filtering Methods Applied to the Test Images

In this article we use the modified MAP algorithm proposed by Medeiros et al. [6]. It applies the MAP estimator in the current adaptive window that is controlled by a measure of homogeneity in the area around the noisy pixel [12]. Among the elements in the current window $w_j$, only the samples in the boundary of this window are used for the decision of the next window size to save the computational load [12].

In this paper MAP Gauss designates the MAP filter that assigns the a priori Gaussian distribution to the original image; MAP Pearlman Gaussian designates the adaptive MAP Gauss filter [6].
4 Filtering Assessment Methodology

The great challenge of speckle filtering algorithms is to filter speckle and to preserve edges. For quantitative assessment, it is measured the mean-square error ($MSE$) that is defined as [1]:

$$MSE = \frac{1}{K} \sum_{i=1}^{K} (\hat{S}_i - S_i)^2.$$  \hspace{1cm} (1)

where $S$ and $\hat{S}$ are the original and denoised images, respectively. $K$ is the image size. A common way to evaluate the noise suppression in case of multiplicative noise in coherent imaging is to calculate the signal to $MSE$ ($S/MSE$) ratio that is defined as [1,13]:

$$S / MSE = 10 \log_{10} \left( \frac{\sum_{i=1}^{K} (S_i)^2}{\sum_{i=1}^{K} (\hat{S}_i - S_i)^2} \right).$$ \hspace{1cm} (2)

This measure corresponds to the classical SNR in case of additive noise. Thus, it was applied the logarithmic in the contaminated and original images to realize the $S/MSE$. In addition to the above quantitative performance measures, we also consider one qualitative measure for edge preservation, defined in [1,14] as $\beta$:

$$\beta = \frac{\Gamma(\Delta S - \Delta \hat{S}, \Delta S - \Delta \hat{S})}{\sqrt{\Gamma(\Delta S - \Delta \hat{S}, \Delta S - \Delta \hat{S}) \cdot \Gamma(\Delta \hat{S}, \Delta \hat{S}, \Delta S - \Delta \hat{S})}}.$$ \hspace{1cm} (3)

where $S$ and $\Delta S$ are the high-pass filtered versions of $S$ and $\hat{S}$, respectively, obtained with a 3x3 pixel standard approximation of the Laplacian operator and the function $\Gamma(S_1, S_2)$ is described by:

$$\Gamma(S_1, S_2) = \sum_{i=1}^{K} S_{i1} \cdot S_{i2}.$$ \hspace{1cm} (4)

The correlation measure, $\beta$ should be close to unity for an optimal edge preservation effect.

One measure used in this work to determine the amount of speckle within an image is the contrast to speckle noise ratio $CRS$ [15], introduced as an attempt to quantify the ability of an observer to perceive anechoic areas against a background of speckle. This measure evaluates the contrast enhancement and is given by:

$$CRS = \frac{x_i - x_0}{\sqrt{\sigma_i^2 + \sigma_0^2}}.$$ \hspace{1cm} (5)

where $x_i$ and $\sigma_i$ are the average signal value and the variance inside the void, respectively, $x_0$ and $\sigma_0$ are those outside the region.
5 Experimental Results

The filter based on Daubechies wavelet using Db4 basis presented the best measures results to the artificially noisy images and Db1 basis to the phantom image. The mean filter was applied to the details coefficients and these filters were named as MDb4 and MDb1.

Fig. 1(a) displays the original Block image (256x256 pixels) and its artificially contaminated version is showed in Fig. 1(b). The obtained $MSE$, $S/MSE$, , and $CRS$ values are shown in Table 1. From Table 1, it is observed that the MAP Pearlman Gauss filter presented the best speckle suppression results compared with the other ones. In terms of $MSE$ and $S/MSE$ values the mean, Frost and Map Gauss filters presented similar performance. Related to details preservation the MAP Pearlman Gaussian filter outperformed the others.

The MAP, Frost, wavelet and median filters were good at preserving details. Among the evaluated filters, the best ratio $CRS$ values were attained by the MAP Pearlman Gauss, mean, Frost, MAP Gauss, median and MDb4, in decreasing order.

![Fig. 1. (a) Original Block image, (b) its speckled version processed by the filters, (c) mean, (d) median, (e) Frost, (f) MAP Gauss, (g) MDb4 and (h) MAP Pearlman Gaussian](image)

Fig. 2(b) presents the filtered versions of the image shown in Fig. 2(a). The best $CRS$ values for this image were presented by the filters, in decreasing order: MAP Pearlman Gaussian, MAP Gauss, mean, Frost, median and MDb1. Their respective values obtained were: 0.7288, 0.6757, 0.6924, 1.0398, 1.1502 and 0.6253. According to the $CRS$ ratio, the MAP Pearlman Gauss outperformed the others.
Table 1. Image enhancement measures to assess filtering methods applied on the artificially contaminated image. The $S/MSE$ is given in dB

<table>
<thead>
<tr>
<th>Filter</th>
<th>$MSE$</th>
<th>$S/MSE$</th>
<th>$B$</th>
<th>$CRS$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>425.0271</td>
<td>24.6367</td>
<td>0.3382</td>
<td>4.9193</td>
</tr>
<tr>
<td>Median</td>
<td>852.6871</td>
<td>21.8664</td>
<td>0.3642</td>
<td>2.9658</td>
</tr>
<tr>
<td>MDb4</td>
<td>1029.9761</td>
<td>20.84</td>
<td>0.3241</td>
<td>2.7886</td>
</tr>
<tr>
<td>Frost</td>
<td>546.7341</td>
<td>24.0187</td>
<td>0.3959</td>
<td>4.8576</td>
</tr>
<tr>
<td>MAP Gauss</td>
<td>450.3533</td>
<td>24.4720</td>
<td>0.3866</td>
<td>4.5149</td>
</tr>
<tr>
<td>MAP Pearlman Gauss</td>
<td>237.5794</td>
<td>26.1586</td>
<td>0.5201</td>
<td>13.5959</td>
</tr>
</tbody>
</table>

Fig. 2. (a) The phantom image and the processed versions by the filters, (b) mean, (c) median, (d) Frost, (e) MAP Gauss, (f) MDb1 and (g) MAP Pearlman Gaussian

6 Conclusions and Future Work

In this paper we presented a comparison and evaluation of filters for ultrasound images. The data at hand were better processed by the MAP Pearlman Gaussian filter, from both quantitatively and qualitatively criteria. The strategy of looking for a local statistically homogeneous area near pixel to compute the local statistics tends to improve the adaptive filtering. This suggests, as further developments, the application of this adaptive filtering in other distributions associated to the multiplicative model such as Rice and K distributions.
Acknowledgments. The authors are grateful to FUNCAP and CNPq for financial help. We are indebted to Constantine Kotropoulos for providing test data.
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Abstract. This paper evaluates filtering effects on SAR image segmentation testing four types of speckle reduction algorithms. A primary goal of these filters is to provide a large amount of speckle noise reduction in homogeneous areas and to preserve edges and details. To assess the effects produced by the filters in the posterior segmentation task, some quality measures are calculated from the processed images and used to indicate the filtering ability for features preservation.

1 Introduction

Speckle noise is a common phenomenon in all coherent imaging systems like laser, acoustic and Synthetic Aperture Radar (SAR). The source of this noise is attributed to random interferences between the coherent returns. Speckle degrades fine details in the image (targets and edges) and makes the segmentation of such corrupted images a complex task. Therefore, filtering is a common pre-processing stage in SAR images applications that carries improvements on class discrimination and image interpretation. Nevertheless, filtering effects like blurring and details degradation must be considered.

Capstick and Harris [1] evaluated the effects of six speckle reduction filters in agricultural applications and data classification. The filters were evaluated in the context of identifying the growth of potatoes fields in the United Kingdom using ERS -2 Earth observation data.

In our approach speckled images are submitted to speckle reduction by applying Lee [2], Kuan [3], Frost [4] and adaptive window MAP [5] filters. After the filtering step the images are segmented by different algorithms: a) thresholding [6], (b) k-means clustering [7], c) global k-means clustering [8] and d) region growing [6]. To evaluate the filtering effects over SAR images segmentation, some quality measures [9, 10] are applied to the processed images. Furthermore, the proposed approach evaluates the filter’s ability of reducing speckle noise.

The segmentation algorithms used in this paper are modified versions of the classical ones. In order to improve these algorithms, segmentation parameters such as
threshold values, clusters number and seed pixels are estimated automatically by a multiscale wavelet analysis of the image histogram.

In Section 2 the speckle filters used in this paper are described. Section 3 and Section 4 present a brief description of the segmentation algorithms and the assessment measures, respectively. Section 5 exhibits and discusses the experimental results. Finally, Section 6 provides the concluding remarks.

2 Speckle Filters

Lee [2] and Kuan [3] algorithms are locally adaptive filters based on the multiplicative speckle model. These filters are similar in relation to the estimate operator, which is a minimum mean square error estimative for the central pixel within a fixed size window. The Frost filter [4] is a Wiener filter based also on the local statistics of speckle noise multiplicative model. All these filters have the desirable characteristics of edge preservation and speckle reduction in homogeneous areas.

Medeiros et al. [5] proposed an adaptive window MAP filtering inspired in [11]. This method combines a MAP estimator and the adaptive window scheme proposed by Park et al. [11]. This is an interactive process, in which an analysis of the local statistics around the noisy pixel indicates the maximum homogeneous neighborhood and the adequate window size for noise filtering.

3 Segmentation Methods

Segmentation addresses the extraction of important objects of an image by means of isolating and separating them through the analysis of features like gray value, color, texture or edge evidence [11]. Thresholding is the simplest segmentation technique, most times successful in bimodal histogram images. However, when an image presents a multimodal histogram this method tends to be computationally expensive and inaccurate.

The $k$-means algorithm [7] is one the most widely used clustering methods. In its simplest form, image pixels are assigned to different groups. The $k$ parameter indicates the number of clusters supposed to be present in the image. The centroids are updated iteratively and the clustering process stops when there are no more back and forth movements of pixels from one group to another. This algorithm is a local search procedure and it is also well known that it suffers from a serious drawback: its performance strongly depends on the initial starting conditions [12]. Likas et al. [8] proposed the global $k$-means algorithm to treat this problem, in which the $k$ clusters problem is solved in an incremental way.

Region growing is one of the conceptually simplest approaches to image segmentation, where neighboring pixels of similar amplitude are grouped together to form a segmented region [6]. The idea is that neighboring pixels of a seed pixel are clustered into the same region, according to some similarity rule.
One major problem in cluster analysis is the determination of the number of clusters [13]. To improve the segmentation algorithms, we estimate the clusters centroids using an undecimated wavelet decomposition of the filtered image histogram. This proposed approach identifies peaks in several scales leading to dominant clusters of the image.

4 Assessment of Segmentation Algorithms

In this paper, some measures [9, 10, 14] are used to assess speckle filtering effects over segmentation results. The results produced by the segmentation algorithms are dependent on the speckle filtering quality.

The gray level uniformity (GU) is a goodness measure that defines the amount of homogeneity at certain areas of an image (i.e., the gray level uniformity over a region evaluated from the pixels belonging to that region). It is believed that an adequate segmentation produces regions having higher intra-region uniformity, according to [9]. GU is computed on the basis of the variance of the gray levels of the filtered images. A good segmentation produces homogeneous regions, therefore reducing the value of GU.

The normalized pixel distance error (ND) is a discrepancy measure that takes into account the number and position of mis-segmented pixels [9]. A good segmentation scheme should produce a restricted amount of misclassified pixels. An $M$ by $N$ reference image is segmented and those misclassified pixels are counted. For each misclassified pixel $p_{k,n}$, one must calculate the Euclidian distance to the nearest pixel that is actually of the misclassified class $p_{k,n}$. The square root of the summation of all these squared distances, divided by the number of pixels in the image, yields the normalized distance ND.

The relative ultimate measurement accuracy (RUMA), as proposed by Zhang [9], is an accuracy measure to compare different segmentation algorithms. A segmented image has the highest quality if the object features extracted from it precisely match the features in the reference segmentation, thus diminishing the value of RUMA. In this paper the area $A_i$ of the objects is employed in the calculus of RUMA.

In Delves et al. [14] is described a methodology to compare SAR segmentation algorithms, based on the fitting of individual regions of segmented images. The fitness discrepancy embodies the comparison of regions $\{m_1, m_2, \ldots, m_q\}$ of a segmented image with those present in the reference image $\{r_1, r_2, \ldots, r_k\}$, i.e., comparing pairs of elements $(r_i, m_j)$. The fitness informs the quality of the segmentation method based on the position on the X-Y plan, average pixel intensity computed from the original image, size of the regions and their shape [10]. Once quantified the fitness discrepancy, it is also possible to compare segmentation algorithms.
5 Experimental Results and Evaluation

The experiment consisted on segmenting filtered images by the prior described methods. In this section we present and discuss the obtained results.

5.1 Considerations on the Filters

Fig. 1(a) illustrates an example of a test image. Fig. 1(b) is the speckled version (speckle is simulated as 1 look, with unitary mean). Fig.1(c-d) are some filtering results produced by the Kuan and AWMAP filters, respectively.

![Fig. 1](image)

Fig. 1. (a) Test image, (b) noisy image and the results produced by (c) Kuan and (d) AWMAP

A visual comparison of images in Fig. 1(c) and Fig. 1(d) leads to saying that the AWMAP filtered image was the best result. On the other hand, Lee, Kuan and Frost filters applied to the test image presented similar performance. The measure used to assess these filters was the standard-deviation to mean ratio ($\beta$) in homogenous areas [5]. The obtained $\beta$ measures were 0.2076, 0.2027, 0.2934 and 0.0382, for Lee, Kuan, Frost and AWMAP filters, respectively. By analyzing these $\beta$ values, we concluded that the AWMAP filter was more effective on suppressing speckle than the others.

5.2 Considerations on the Segmentation Quality Measures

Fig. 2 presents the segmentation quality measures for: (a) GU, (b) fitness, (c) RUMA and (d) ND. GU measures the intra-class homogeneity, not considering spatial information or pixel connection. For this reason, the best results were presented by the $k$-means algorithm (S2), due to the class concentration around the centroids. The same occurred for the global $k$-means (S3), excluding the segmentation result over the Frost filtered image, because global $k$-means is more sensitive to remnant noise.

Despite the segmentation method, the fitness measure performed similar when applied to AWMAP filtered images.

Considering RUMA, the best values were attributed to the region growing method, when compared to the others. This measure compares segmented areas with a reference counterpart. Segmentation methods that produce a considerable amount of frag-
ments inside the object tend to produce higher values for this measure (near unity). This was the case of thresholding, $k$-means and global $k$-means algorithms.

Fig. 2. Measures for segmentation quality assessment (a) goodness gray level uniformity ($GU$), (b) $fitness$, (c) $RUMA$ and (d) normalized distance ($ND$). $F1$, $F2$, $F3$, $F4$ represent Lee, Kuan, Frost and AWMAP filters, respectively. $S1$, $S2$, $S3$ and $S4$ represent thresholding, $k$-means, global $k$-means and region growing segmentation algorithms, in this order.

The normalized distance ($ND$) measures indirectly the amount of misclassified pixels based on a sum of distances. Thus, this measure is dependent on the segmentation technique and its classification capacity, as well as the filtering results. Region growing provided the smaller values for this measure.

6 Concluding Remarks

From the results, we have concluded that the performance of the thresholding method depended on the ability of the speckle filtering scheme. The $k$-means and global $k$-means algorithms were less dependent on it, however the latter was more sensitive to the remnant noise. This fact can be perceived through the $GU$ measure calculated on the segmented image filtered by the Frost scheme. Region growing produced the smallest values for the $ND$ measure due to the smaller amount of misclassified pixels. This method worked well, independently of the filtering process adopted. For $RUMA$ and $fitness$ measures, this segmentation method presented the best results. Based on
the measures, there was an indication that the AWMAP filter presented the best results among the others.
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Abstract. This paper presents the design and study of various HEC hunt architectures for ATM frame delineation and explores the trade-offs between the data-path (parallelism) and the hardware cost. A bit-serial, 4-bit, 8-bit, 32-bit and a 64-bit HEC hunt circuit has been implemented and analysed in terms of hardware cost, speed, and data throughput rate. The performances of the bit-parallel architectures have been improved by further pipelining the computation circuit. In the case of the 64-bit data-path architecture, the data throughput capability increased by 63% with an area penalty of only 20%. Post layout results are presented for Altera Stratix FPGA technology.

1 Introduction

In communication networks, the physical layer is responsible for the transmission of raw bit streams between a source and a destination. Framing is an essential process of the data-link layer to provide a mechanism for packet boundary recognition. Usually packets such as the Internet Protocol (IP) do not have a mechanism in place that will indicate the start and end of a packet within streamed data.

Frame delineation is a key function of the framing process of data-link layer protocols, such as Ethernet, PPP, GFP, HDLC, SDLC and ATM. A number of frame delineation mechanisms have been adopted by the standard. Many of these mechanisms are based on unique bit patterns indicating the start and end of a frame [3]. ATM and emerging link layer protocols, such as Generic Frame Procedure (GFP), use cyclic coding for Header Error Check (HEC) and frame delineation. Cyclic code based frame delineation requires a complex Cyclic Redundancy Check (CRC) computation circuit for error and frame boundary detection. The advantage of this technique is that the frame payload does not need to be modified before transmission, unlike HDLC or PPP which must escape their frame delineation pattern.

ATM Cell delineation is specified by the ITU-T in recommendation I.432 [6]. The HEC field is the fifth byte of the ATM cell header. The HEC field is calculated from the first 4 bytes of the header. When an ATM cell is received the HEC is again calculated from the first 4 header bytes and compared with the HEC field. In the absence of errors, both values are identical and the cell boundary is located.
As a further safety mechanism, the HEC computation starts with a preset HEC value of “01010101” at both the transmitter and the receiver. Without the preset value an ATM header composed of four zero bytes would yield a valid HEC. The HEC field is calculated as a remainder of the modulo-2 division of the first 4 header bytes with the CRC generator polynomial \( G(x) = 1+x+x^2+x^8 \).

ATM cell synchronisation is a sequential process in accordance to the state graph in Fig. 1. The receiver initially operates in the HUNT state and assumes no knowledge of the next incoming frame boundary. The streamed data is passed through the CRC computation circuit. Once 4 bytes have been processed by the CRC circuit, the receiver checks if the computed 8-bit CRC value is equal to the next incoming 8 bits i.e. the HEC field in the frame header. If there is a match the system enters the PRESYNC state, otherwise it continues checking incoming data bit-by-bit. The comparison of the computed CRC value with a possible HEC field must be carried out for each bit entering the computation circuit. Potentially every received bit could be the final HEC bit indicating the start of the cell payload.

If a correct HEC pattern has been detected, the synchronisation state machine moves to PRESYNC state and checks subsequent cells for matching HEC fields. If it receives \( \delta \) consecutive correct HEC fields it enters the SYNC state. During the PRESYNCH phase, the synchronisation circuit will return back to HUNT state if a single incorrect HEC is found. Once in the SYNC state, the system can only return to HUNT if \( \alpha \) consecutive incorrect HEC fields are received.

The parameters \( \alpha \) and \( \delta \) are to be chosen to make the cell delineation process as robust and secure as possible while satisfying the performance specified by ITU-T. In the ITU-T recommendation I.432, for the SDH-based physical layer, values of \( \alpha =7 \) and \( \delta =6 \) are suggested. For the cell-based physical layer, values of \( \alpha =7 \) and \( \delta =8 \) are suggested.

In this paper we investigate a number of architectures and explore the trade-offs between the data-path (parallelism) and the hardware cost and throughput rate. The design, implementation and the circuit analysis of a bit-serial, 4-bit, 8-bit, 32-bit and a 64-bit HEC hunt are presented in terms of hardware cost, speed, and data throughput rate in sections 3, 4 and 5.
2 HEC Hunt Architectures and Related Work

The implementation of the bit-serial and parallel ATM HEC check architectures have been presented by G.E. Griffith et al [4], Suh Chung-Wook et al [1] and Ng. Leong Seong et al [5]. Chung-Wook’s investigation is based on a HEC check implementation for a 16-bit data path targeting a throughput rate of 622 Mbps for ATM over SONET. Leong Seong’s investigation explores an 8, 16 and 32-bit CRC computation architecture for the ATM HEC hunt. Both investigations emphasise mainly the CRC computation of the HEC hunt circuit and target a solution only for octet based cell transmission (SONET/SDH).

In our investigation, we consider these designs and also cover the scenario that the ATM cell may not be aligned to an octet boundary and present parallel implementations of a bit-by-bit HEC hunt for parallel circuits ranging from 4-bits to 64-bits. Furthermore, speed limitations due to the complex CRC computation have been significantly reduced by further pipelining the architecture.

2.1 Serial ATM Cell Delineation

Fig. 2 shows the architecture of the CRC computation circuit [2]. It is designed such that the HEC value is available as soon as the first 32 bits of the header has been streamed into the circuit. The architecture is simple and cost-effective.

2.2 Parallel ATM Cell Delineation

ATM HEC hunt for transmission rates beyond gigabits can only be achieved with parallel processing architectures. Leong Seong et al [5] demonstrated that, with FPGA technology in 1996, parallel implementation of a HEC hunt circuit for a 16-bit data-path could achieve a speed up by a factor of 6 over a bit-serial circuit.

The degree of computation performed by the parallel circuits is much greater due to the fact that a complete bit-by-bit check is required. A 32-bit parallel HEC hunt circuit requires 32 CRC calculations every clock cycle in order to check for every possible HEC location. Fig. 3 gives an example of a 32-bit parallel HEC hunt architecture. The circuit is composed of 32 32-bit-In/8-bit-Out CRC circuits and 32
compare units. Upon the first HEC match detected by one of the compare units, the data requires realignment so that bit location 0 of the output is mapped with the located cell boundary.

Fig. 3. 32-Bit HEC Hunt Process

Fig. 4. Parallel HEC HUNT Procedure

Fig. 4 illustrates the hunt procedure of parallel HEC hunt circuits. First of all, an $n$-bit data word is latched into an $n$-bit register. Every possible $n$-bit combination is entered into individual CRC computational units. The output of each CRC circuit is XOR’d with the pattern “01010101”, before being compared with the next 8 data bits. If there is a match, the data is aligned to the location 0 of the output data-path of the HEC hunt circuit.

3 Hardware Implementation

We designed 5 different area optimised parallel circuit architectures. In the second phase, the architectures were further pipelined to increase the operational clock frequency to meet throughput rates beyond 6 Gbps. The HEC hunt is based on a CRC8 computation. This fact has a significant impact to the scalability of the parallel processing architecture. 5 different scenarios are investigated:

Case 1: bit-serial architecture. A new data bit is available every clock cycle. The HEC is simply located 40 clock cycles after the first header bit is received.

Case 2: bit-parallel architecture data-path = 4-bit. The 4-bit architecture is the only circuit designed that has for each CRC unit, an input port size that is smaller than the CRC size. The architecture is very different from all the other implementations. A feed back loop is required within the CRC unit to ensure correct calculation. This presents a speed bottleneck that is not present in the other bit-parallel circuits. At least 10 cycles of data must be scanned in before the HEC is located.
Case 3: bit-parallel architecture data-path = 8-bit. This is the fastest operating bit parallel architecture. CRC calculation is extremely fast as it is made up of a straightforward 8-bit in/8-bit out architecture. At least 5 clock cycles of data must be scanned in before the HEC can be located.

Case 4: bit-parallel architecture data-path > 8-bit and < 40-bit. The 16-bit and 32-bit architectures are similar to the 8-bit architecture. For the 16-bit circuit, each CRC unit consists of the two 8-bit CRC circuits staggered as shown in Fig. 5. One CRC unit is for the 8 LSB and the other is for the 8 MSB. The 32-bit circuit requires four 8-bit CRC units structured in the same fashion. The 16-bit circuit will locate the HEC at least 3 clocks after the first header bit is scanned in. The 32-bit circuit will require a minimum of 2 clock cycles.

Case 5: bit-parallel architecture data-path > 40-bit. In this case the input data is larger than the ATM header of 40 bits. With our 64-bit implementation, it is possible that the cell boundary might be located after only 1 clock cycle. The same CRC calculation unit that is used with the 32-bit circuit is used since no more than 32 bits are involved in calculating the HEC.

3.1 Serial Implementation

Fig. 6 shows a diagram of the serial ATM HEC hunt architecture. It consists of a 40-bit shift register, an 8-bit CRC calculator and an 8-bit comparator. Bit 8 of the shift register feeds into the CRC calculator. The CRC remainder value is XOR’d with the pattern “01010101” and compared with bits 0 to 7 of the shift register. If there is a match then bit 40 will be assumed as the cell boundary.

3.2 Parallel Implementations

For the parallel HEC hunt circuit, a generic parallel CRC core has been developed, based on the work presented in [9], which synthesises optimised CRC computation matrices. There are four different CRC computation units required for the different circuits. Therefore it was desirable to develop an IP core that based on the CRC port size and the polynomial value, synthesises a highly optimised and parallel matrix that performs the CRC computation. Each circuit developed consists of very different CRC computational unit architectures.
The parallel implementations are much more complex than the serial implementation. The serial system computes only one CRC value and performs a single 8-bit comparison for every new bit received. However, considering the 4-bit system, only 4 new bits are received every clock cycle but 32 CRC computations and four 8-bit comparisons must be performed.

In the case of the 4-bit circuit, the frame boundary will occur on 1 of the 4 bit locations. However, since the HEC is calculated from the first four header bytes i.e. 8 clock cycles of incoming data, the circuit must always simultaneously be computing 8 CRC remainder values for each bit location. Therefore 32 CRC computation blocks are required within the design.

Four compare units are also required. Only 4 of the 32 CRC circuits can output a possible correct HEC since they will have processed 32-bits of incoming data before being reset. Therefore only 4 8-bit comparison units are required to see if there is a match between any of the CRC remainder values and the corresponding next 8 bits buffered in the system. Fig. 7 shows a diagram of the fully pipelined 4-bit architecture.

Fig. 8 shows a diagram of the fully pipelined 32-bit architecture. With the 32-bit system, each CRC unit is reset every clock cycle. This is unlike the 4-bit system which has each CRC unit reset after 8 clock cycles, every 4 clock cycles with the 8-bit system and every 2 clock cycles with the 16-bit system.

The 4-bit, 8-bit, 16-bit and 32-bit circuits all require 32 CRC circuits, but different numbers of 8-bit comparison circuits. Each circuit requires one comparator for each incoming bit. The 64-bit circuit contains 64 CRC and comparator units.

4 Synthesis Results and Circuit Analysis

Each HEC Hunt circuit was synthesised and targeted to an Altera Stratix EPIS10C5 FPGA [8] using Synplify Pro and Quartus II tools. Speed and area performance is examined. The post-layout synthesis results are presented in Tables 1 and 2.
From Table 1, we can see that before pipelining, the 4-bit circuit has a 23% smaller data throughput capability than the serial circuit. The extra complexity involved requires ten times as many logic cells which drastically slows the circuit down.
Another unexpected point to note is that the 4-bit circuit operates at close to the same frequency of the 32-bit circuit and a great deal slower than the 8-bit and 16-bit circuits. This is due to the CRC core. Since the 4-bit circuit is the only implementation that requires CRC computation units each with a port size less than the CRC polynomial size, the CRC units are slower due to the extra feedback required within each matrix.

Inserting an extra pipeline into each parallel circuit after the Compare operation allowed the operational frequency of each circuit to be increase substantially.

Figures 9, 10 and 11 show clearly how the circuit area in terms of logic cells and the speed in terms of operational frequency and data throughput rates vary with data-path parallelism for both pipelined and non-pipelined implementations.
With the pipelined architecture, the 16-bit HEC hunt circuit can feed a 2.5 Gbit ATM receiver with complete bit-by-bit HEC check. It is also advantageous to increase the data-path width further. There is a greater increase in data throughput capability compared to area increase. In fact the area increases quite steadily except for the migration from a 32-bit data-path to a 64-bit data-path. This is because the 4-bit, 8-bit, 16-bit and 32-bit systems all require 32 CRC computation units. The 64-bit system however, requires 64 CRC computation circuits and 64 8-bit comparator units. This explains the large area resource increase. This is not a huge disadvantage considering the data throughput increase of more than 2.7 Gbps. The 64-bit circuit performance of 6.8 Gbps data throughput with complete bit-by-bit HEC check is highly impressive for an implementation on established FPGA technology.

5 Conclusions

In this paper, we investigated the architecture and implementation of a range of parallel ATM HEC hunt circuits and analysed them in terms of speed, area and scalability. The architectural limitations of parallel HEC hunt processing are discussed. Introducing an additional pipeline stage significantly improved the overall throughput rate for all HEC hunt circuits. For example, in the case of the 64-bit data-
path architecture, the data throughput capability is increased by 63% with an area penalty of only 20%.

Comparisons with referred work [4] in literature revealed that the presented serial architecture on an FPGA outperforms a 0.18μm ASIC technology implementation by a factor of 2.6. Our 8-bit implementation is 27% faster than the 8-bit circuit presented in [4]. This is even more significant considering we include a complete bit-by-bit check and not just a simpler byte-by-byte check as with [4].

The research has demonstrated the advantages of pipelining HEC hunt circuits and the trade-off limitations of increasing the parallelism to achieve higher throughput rates. Circuit study and synthesis has revealed that a Stratix FPGA can achieve 6.8 Gbps complete ATM bit-by-bit HEC check.

It is envisaged that an implementation on the new Stratix 2 FPGA family or standard cell implementation will achieve much higher data rates and achieve throughput rates beyond 10Gbps.
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Abstract. As inter enterprise cooperation on the Internet becomes more dynamic and heterogeneous, web services have been widely declared as the foundation for a new Internet service structure. In the future the Web will be populated with many interconnecting self-describing services. Organisations will not only provide their own dedicated services via the web, but they will also provide services to interact and cooperate with other organisations services. To promote an increase in design and intellectual property reuse there is a need for more efficient management of Electronic Design Automation (EDA) tools and computing resources. This makes this area an ideal case study for web based service provision. In this paper we investigate current web based design tools. We then propose two possible business models for companies wishing to offer such a service. Taking these models we devised an architecture specifically designed for offering a web based Electronic Design Automation service. This framework is subsequently implemented and a demonstration system is presented.

1 Introduction

As internet usage increases so does the users' expectations of the services provided by it. No longer is it seen as a medium for personal web pages but as a truly dynamic business platform for both Business to Business and Business to Consumer markets. Services have moved on from the traditional hard coded web pages provided by many online shopping sites and now provide higher levels of interaction for example travel route planners and virtual hotel tours. Although these are very useful and effective services, companies are looking to take these proprietary services and convert them to universal feature rich applications which can be consumed by third parties with no knowledge of the underlying application logic. The technologies grouped as Web services have been widely declared as the foundation for this new service orientated architecture.

Web services are an ideal opportunity to address many of the major difficulties facing EDA tool vendors and their users. The complex and computation intense nature of such tools dictate not only the specification of the system required to run the tools but also the need for constant updates. These updates can often be difficult to
install and costly for the vendors to supply. Using web services the customer can be assured that they are using the most up to date version and that it is properly installed. The consumer will benefit from the ‘pay as you go’ nature of the service as they will be billed only for what they use as opposed to the currently expensive system of software licenses. The advantage to the vendor is they no longer have to send out expensive update packages to every user. Although it seems unlikely both the consumer and vendor can gain from a ‘pay as you go’ system, it is due to lack of security of traditional software licensing. Therefore this system will provide the vendor with the added benefit of preventing software piracy as only the vendor will have the software and only registered users will be billed for each use. “Reducing software piracy by just 10 percentage points worldwide would generate 1.5 million jobs and add $400 billion to the world economy” [1].

In this paper we present a framework for web based EDA tooling and propose a novel web service architecture that is specially targeted for EDA applications. Finally we developed a demonstrator for Web based ASIC design including Synopsys and ModelSim tools.

2 WEB Services

The web service architecture is built on the Internet standards Hypertext Transfer Protocol (HTTP) [2], Extensible Markup Language (XML) [3] and Simple Object Access Protocol (SOAP) [4] and introduces new concepts such as Service Orientated Architecture (SOA), Universal Description, Discovery and Integration (UDDI) [5] and the Web Services Description Language (WSDL) [6]. Web services are a collection of functions packed into individual, self-contained entities, which are published in a repository for other services to use. This model permits the creation of loosely coupled distributed applications, which use open standards for communication.

There are three roles that are fundamental to the web services architecture. The first is the service provider, their duty is to create a service and publish its interface using the WSDL to the service broker. It is the service brokers’ responsibility to list this service description in a repository. Finally the service consumer who has the responsibility to consume the service according to the interface defined in the WSDL. Web services extend the component models key features i.e. providing functionality as a ‘black box’ with described and published interfaces. Web services provide much more than just a platform for legacy integration as they provide a service, which is platform independent, ad hoc in nature and removed from any single programming paradigm [7].

3 Resource Management

Web based computing platforms enable the sharing, selection, and aggregation of geographically distributed heterogeneous resources, such as computers and data sources. The resource owners and resource users have different objectives, strategies, and requirements. Tight control of all interactions and resources is vital as resource
owners are far more likely to allow others to utilize their resources if they have tight control [2]. Effective management of resources can improve software reuse, communication and ultimately productivity [3]. Some of the possible resources that could benefit from computer assisted management are:

- Staff
- Documents
- Computer processing time
- Intellectual Property Cores
- Software Licenses
- Storage Resources

An efficient system is needed for the resource allocation to regulate supply and demand of the available resources listed above. An economic-based framework offers an incentive to resource owners for contributing and sharing resources, and motivates resource users to think about tradeoffs between the processing time (e.g., deadline) and computational cost (e.g., budget), depending on their QoS requirements. This approach is essential for promoting such web based resource sharing as a mainstream computing paradigm [4]

4 EDA Tools

EDA tools seem like an ideal application for such a service orientated resource management tool due to the high design complexity and tool costs. Small hardware design companies would like to test their designs but may not be able to afford the high initial outlay needed for high end tools e.g. Cadence. Start-up tool vendors would also like to offer their tools to a wider audience and hopefully gain interest without high advertising costs. An example solution to this is provided by E*ECAD which offers third-party EDA tools on an hourly or monthly basis. The problem with this implementation is firstly that it does not have the major vendors backing e.g. Synopsys, Cadence and ModelTec. Another and fundamental flaw is that the user is still required to install the software on their system and so this is really just a license managing service for vendors. Xilinx currently offers its ISE WebPACK over the web which is a subset of their Foundation design tools providing instant access to the ISE tools at no cost. This is not really an online service in terms of actual online interaction but rather a simple free download of a basic package which is bundled with another piece of software which allows for checking of Xilinx component costs on the web.

5 Business Model

During our investigations two business models were examined as possible implementation architectures for this case study. These models are not only crucial to the operational behaviour of the system but also to the business strategy of the provider. The first model shown in Fig.1 Virtual Service Provider (VSP) assumes that the user interface and all of its underlying logic components are developed and
offered by a third party i.e. a web development company. Using this assumption the VSP developer can utilise various web services provided by different vendors to offer one or more complete services. The developer effectively uses an aggregation of the services offered to create their own unique service.

The advantage of this model is that the user interface can be designed and updated by a web developer with only knowledge of the WSDL describing the service to be consumed. This means that the presentation layer can be left to the relevant experts i.e. web developers and the application layer can be left to the relevant experts i.e. EDA tool vendors. Implementation of this model has the capacity to provide both added revenue to large companies who permit their services to be consumed by VSPs as well as a whole new source of revenue for smaller companies to explore.

Fig. 1. Virtual Service Provider

![Virtual Service Provider Diagram]

Fig. 2. Corporate Service Provider

![Corporate Service Provider Diagram]

The second of these models, shown in Fig. 2 Corporate Service Provider (CSP) is based on an existing business-to-business model in which many companies and their affiliates operate currently. This system is based on tightly coupled companies, which provides and use services from other trusted companies for example a credit facility for payment. This model would be more attractive to large companies as it gives them complete control over business processes and in doing so provides a higher level of security.

The economic value of this model for an EDA vendor would come from the effective use and billing of resources. This model is also effective for the end user as they can always be confident that they are using the most recent tools and libraries. To both the public user and the provider this model provides the highest level of assurance that sensitive data and resources will be secure.

These two models are the focus of this paper because they show the value added services, which can be provided by two diverse organizations using the web services paradigm. The implementations of both these services are very similar but the manner in which each provider creates revenue from these services is fundamentally different. In the case of the VSP, amalgamating available services to create one service, which can be charged for, creates revenue. On the other hand the CSP is creating revenue from billing for the use of resources that would otherwise be inefficiently utilized.
6 System Architecture

Based on our investigations into various EDA tools used for the design of digital systems, VLSI and System on a Chip (SoC), we propose a generic architecture using XML web services as shown in Fig. 3. This system can incorporate existing and future services including various EDA tools and still provide a web interface to non-Web based legacy systems on all common platforms. This offers providers a low risk and minimal implementation option for adopting a web based hardware design tool. The architecture is viable for both business models discussed in Sect. 5.

The decision to make the system portable and universally available, dictates that a laptop, PC, PDA and modern mobile phone are all essential target devices. The level of interactivity offered by a service to each of these devices must be tailored to fit the devices features and limitations. A mobile phone and a PDA obviously offer the greatest mobility due to their size and lack of dependence on hardwired networks but are limited by relatively low processing power and resources. Therefore the service may report status to the phone via SMS and to the PDA via an email. Due to their relatively high processing power both the PC and laptop would be offered a service with a high degree of interactivity for example an interface for the design of complex chips.

The user interface provides the user with a graphical interface to the services. This interface would ideally be highly portable and available and so for this architecture the natural choice would be a Web based interface since the Web and HTTP are already universally supported. Therefore any device that supports a Web browser could access these services.

As the technology in small devices continues to improve, it may be possible to enable web service accessibility directly, however in order to help facilitate rapid progress in creating a ubiquitous web services infrastructure including mobile devices, a proxy architecture is necessary as a starting point. We utilized the proxy server architecture in order to avoid the high overhead involved in parsing, creating and sending SOAP messages. In the VSP model this will be the layer in which all of
the services to be incorporated will be amalgamated into one user interface. This effectively provides access to many linked services from one interface or website. In the CSP model this layer will just act as a bridge between the user and the underlying hardware design service.

The service layer contains numerous XML services, written in various programming languages, which are offered by many organisations. Each service is defined independently using WSDL and provides its own individual service. The services that will be offered are:

- Email
  - Allows the user to send an email by passing in the sender and destination address as well as the subject and body text and any attachments
- File storage
  - Permits the user to store their files on a server and transfer them to other servers
- Credit card
  - Provides a method of billing for services and can be used to either debit or credit a user’s card
- Hardware Design Tools
  - Allows a user to run design tools on a remote server
- High Performance Computing
  - Allows a user to execute computational intensive simulation and synthesis tasks on high-performance/grid computers.

All the services will have the same interface for both models but will have differing internal logic.

Essentially the difference between the flows of both business models is the central hub of communication. In the VSP model the web interface coordinates all interaction and effectively manages the system whereas in the CSP model this duty is performed by the hardware design service itself. For this case study we assume that the user has already registered and set up an account with the relevant service.

7 Implementation

The implemented architecture illustrated in Fig. 3 was chosen to show many of the integration choices available to architects. This model was developed using the two most popular web service development platforms i.e. .net [11] and Java 2 Enterprise Edition (J2EE) [12] and their respective programming languages C# and Java. To illustrate that both of the models discussed in Sect. 5 can be easily integrated into a real world scenario both have been developed.

7.1 User Interface

This layer contains the user, their desired medium and a web browser. To maximise the usability and availability of the system the choice was taken to develop a web based graphical interface using Macromedia Flash as it is available for all of the
desired user mediums and design time is relatively short for web developers. The interface runs on each of the corresponding mediums’ web browser with a flash player installed. With all of these options the user can monitor the progress of their synthesis and also initiate further simulations from virtually any conceivable location or scenario.

The quality of the UI has a profound effect on productivity. Schwab estimates that an interactive UI is four times as productive as a request/response Web page UI [13]. The reasons are well-understood. If system response times are between one second and 10 seconds, users will begin to lose focus on the task at hand. As they slow beyond 10 seconds, users will want to move to another task while waiting. In any real world application, users will routinely initiate transactions that take several seconds to complete. Therefore it was necessary to incorporate an asynchronous interaction model that lets them initiate and monitor multiple tasks and data feeds simultaneously, and immediately alerts them when a transaction completes or a critical event occurs. This is performed by spawning a processing thread for each request and having well defined exception returns.

7.2 Proxy Server

Our proxy clients still use the same Internet web services but instead of creating and transmitting the SOAP requests directly, the client sends requests by method calls to the server over HTTP. The workstation is running a proxy server application that takes our method call and converts the request into a SOAP request. This acts as a web services client to perform the SOAP transaction. Requests are sent to the proxy server in the form:

\[
\text{[service address]?methodName = [value] & parametersList [parameterName] = [parameters]}.\]

The proxy server sends the result to our proxy client via the return value of the method call Fig. 3 illustrates the proxy setup.

<table>
<thead>
<tr>
<th>Programming Language</th>
<th>Email</th>
<th>File</th>
<th>Design</th>
<th>Credit</th>
</tr>
</thead>
<tbody>
<tr>
<td>C#</td>
<td>Java</td>
<td>Java</td>
<td></td>
<td>C#</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Operating System</th>
<th>Email</th>
<th>File</th>
<th>Design</th>
<th>Credit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Windows XP</td>
<td>IIS</td>
<td>Apache</td>
<td>Apache</td>
<td>IIS</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Web Server Host</th>
<th>Email</th>
<th>File</th>
<th>Design</th>
<th>Credit</th>
</tr>
</thead>
<tbody>
<tr>
<td>IIS</td>
<td>ADO</td>
<td>JDBC</td>
<td>JDBC</td>
<td>ADO</td>
</tr>
</tbody>
</table>

7.3 Web Services

In this layer both of the discussed business models are supported. In the case of the VSP model there is no inter-service communication as all the services are managed by
the Servlet. All of the implementation technologies used for each service and their subsequent hosts are listed in table 1.

### 7.4 System Resources

This layer contains five very common resources that a mobile user would like to access and utilise via the Web, namely a database, hardware design tools, an email server, a high performance computer and a remote file system. Communication between the web services and the resources that they encapsulate is bridged using the native libraries of the language that is used to provide the service e.g. Simple Mail Transfer Protocol (SMTP) server is used by the E-Mail service and so the interface to it is bridged using ActiveX Data Objects (ADO) which is provided with C#.

![Demonstrator Configuration](image)

**Fig. 4.** Demonstrator Configuration

### 8 Demonstrator System

As part of our system investigation and concept validation, we applied the proposed framework and developed a working demonstrator for web based EDA tool access. The demonstrator is based on the proposed Web service architecture and incorporates all of the design features we have discussed in Sect. 7. Fig. 4 depicts the demonstrator configuration and shows access to the services by both remote and local users. This access is gained through the firewall and via the router.

Fig. 5 shows both the flash user interface for Synopsys and the traditional SUN-Solaris interface. The current interface supports the majority of the Synopsys functions including setup, constraint specification, synthesis and design analysis. Interactive schematic view is currently under development. Fig. 6 illustrates a basic demonstration using ModelSim and Synopsys tools for the design of a UART circuit using VHDL. This process has four main stages, which are: logging in i.e. Access Control; downloading and modifying of their existing design; starting and loading the design into their target tool; running synthesis using selected parameters. This design scenario illustrates how the demonstrator test bed can be used for simulation and
synthesis of complex circuitry. Any additional services or EDA tools could be seamlessly integrated into the system due to the modular nature of the interfaces and components.

Fig. 5. Synopsys web based Flash user interface versus SUN-Solaris user interface

Fig. 6. Demonstrator operation, simulation and synthesis example
9 Conclusions

The aim of the work presented in this paper was to investigate and implement a web service for EDA. Our research encompassed the integration of many different programming languages, servers, operating systems and database drivers in order to provide five individual and unique services, which can be amalgamated into one feature rich service. The two business models implemented show the manner in which different specialist companies can take advantage of this new architecture. This architecture addresses many of the current limitations of EDA tool access and so provides an attractive option for both types of organizations discussed. This highly scalable architecture allows additional services or resources to be ‘plugged in’ with ease using a clearly defined interface. The architecture presented shows a significant step forward in the provision and use of EDA tools.
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Abstract. One of the major difficulties to finding accurate mobile terminal location is the lack of line-of-sight propagation (NLOS) caused by blocking of the signal’s direct path by obstacles. A tracking approach based on the Kalman recursive filtering of time-of-arrival (TOA) measurement has been successfully employed to mitigate NLOS error, but it strongly depends on proper identification of NLOS/LOS states. In this paper we propose a composite hypothesis testing to detect LOS⇆NLOS transitions. The decision thresholds are set to minimize false alarm and miss probabilities considering statistical parameters of the location scenario. Restricted assumptions such as uncorrelation of TOA measurements (when NLOS corrupted) and knowledge of NLOS error statistics are not required. Simulation results show the validity of the proposal when compared with the technique of identifying NLOS/LOS states by standard deviation computation.

1 Introduction

The E-911 Report issued by the US Federal Communications Commission (FCC) required that all wireless operators provide location information to Emergency 911 Public Safety Answering Points (PSAPs) in USA. Besides the regulatory aspect, other location based applications are of great interest to service providers such as location sensitive billing, vehicle fleet management and data source to cell coverage design.

One of the conventional methods for wireless positioning is based on the measurement of time-of-arrival (TOA) of signals transmitted among mobile station (MS) and a sufficient number of base stations (BS). However, the characteristics of the wireless mobile channel poses several challenges to make such measurements with the required location estimate accuracy. Non-line-of-sight (NLOS) propagation, which occurs when the LOS path between the MS and BS is blocked by some structure, has been identified as one of the primary factors that limits the location systems efficiency.

Several methods have been proposed to mitigate NLOS errors from TOA measurements. The tracking approach by using Kalman filters to recursively estimate TOA data seems to be a promising alternative [1][2][3]. Besides smoothing the noisy timing measurements, a Kalman tracker is able to cancel the NLOS...
bias by (artificially) increasing the diagonal elements of the noise covariance matrix when the channel is under NLOS. In this way the Kalman filter disregards the TOA data, which is NLOS corrupted, and produces an output based on prior estimates obtained under LOS conditions.

A crucial task in this technique is to identify whether the TOA measurements are NLOS corrupted or not. Once the NLOS state is correctly detected, the algorithm can efficiently remove the NLOS error. On the other hand, if the NLOS or LOS states are not properly recognized, the NLOS error is not mitigated and Kalman algorithm can loose tracking, as can be checked by simulation.

In [1] and [3] similar methods for detecting the NLOS/LOS condition were developed. In both cases, the decision criterion is based on the comparison between the standard deviation of TOA measurements (periodically computed) and a given threshold empirically chosen. If the measured standard deviation is greater than the threshold then the NLOS state is assumed. The serious drawback of this approach is that the measurements must be mutually uncorrelated when NLOS corrupted, otherwise the standard deviation estimation by time averages does not correspond to the actual standard deviation of TOA measurements. Unfortunately, for most practical channels, there is no evidence of such property. Furthermore, the statistics of NLOS error should be known to properly set the threshold value of the decision rule.

In this paper we formulate a binary hypothesis test to detect LOS ⇆ NLOS transition based solely on the difference between prior Kalman estimates and TOA measurements. The test is applied on a sample by sample basis and at each time instant it is decided whether the previous state was modified or kept unaltered. There is no need to assume that the measured data are uncorrelated and the test can be constructed without previous knowledge of the NLOS error statistics.

\section{Hypothesis Test for LOS→NLOS Identification}

Measured TOA is corrupted by several factors related to the propagation environment and the transmission system. The widely accepted model [1][3][5] for the TOA measurement \(\tau_{\text{meas}}\) between MS and a given BS at time instant \(t_n\) is

\[\tau_{\text{meas}} = \tau_n + \alpha_n b_n + v_n, \quad (1)\]

where \(\tau_n\) is the true TOA, \(b_n\) is the NLOS error and \(v_n\) is the noise measurement, usually considered a zero-mean white gaussian process. The parameter \(\alpha_n\) defines the channel state and it models the random interruption of the LOS path (\(\alpha_n = 1\) for NLOS; \(\alpha_n = 0\) for LOS). All the quantities in the right-hand

\footnote{Timing offsets due to NLOS propagation are determined by the geometrical distribution of scatterers around the MS and BS [4]. As the MS moves the surrounding environment changes, but it is not plausible to assume lack of correlation between scatterer positions over short periods of time.}
side of equation (1) except $\tau_n$ are modelled as random variables associated to independent stochastic processes observed at $t_n$.

We assume that a Kalman filter is used for recursive estimation of TOA at each time sample. Let the random variable $\Delta\tau$ be given by

$$\Delta\tau = \tau_{n,\text{meas}} - \hat{\tau}_{n,n-1},$$

(2)

where $\tau_{n,\text{meas}}$ is the measured TOA at $t_n$ and $\hat{\tau}_{n,n-1}$ is the Kalman filter prediction.

Assuming that at $t_{n-1}$ the channel is in LOS state ($\alpha_{n-1} = 0$), there are two possible alternatives at $t_n$: i) state transition to NLOS ($\alpha_n = 1$), referred to as hypothesis $H_1$, or; ii) state sojourn in LOS ($\alpha_n = 0$), referred to as hypothesis $H_0$. In each case the variable $\Delta\tau$ has distinct representations.

Assuming that $H_1$ is true, $\Delta\tau$ is given by

$$\Delta\tau = \tau_n - \hat{\tau}_{n,n-1} + b_n + v_n,$$

(3)

and under the hypothesis $H_0$, $\Delta\tau$ becomes

$$\Delta\tau = \tau_n - \hat{\tau}_{n,n-1} + v_n.$$

(4)

The Kalman prior estimate can be written as

$$\hat{\tau}_{n,n-1} = \tau_n + s_{n,n-1},$$

(5)

where $s_{n,n-1}$ is the prior error, modelled as a zero-mean random variable (assuming that $\hat{\tau}_{n,n-1}$ is unbiased) whose variance can be evaluated by the Kalman filter.

In order to detect the state changing LOS $\rightarrow$ NLOS, the following binary hypothesis test is formulated:

$$H_1 : \Delta\tau \sim p_{\Delta\tau|H_1}$$

$$H_0 : \Delta\tau \sim p_{\Delta\tau|H_0},$$

(6)

where $p_{\Delta\tau|H_1}$ and $p_{\Delta\tau|H_0}$ are the probability density functions (pdf) of $\Delta\tau$ under the hypotheses $H_1$ and $H_0$, respectively. From (3), (4) and (5) we may state

$$H_1 : \Delta\tau = v_n' + b_n$$

$$H_0 : \Delta\tau = v_n' ,$$

(7)

where

$$v_n' = v_n - s_{n,n-1}.$$

(8)

Considering that the measurement noise is a stationary zero-mean white Gaussian process, $v_n$ is statistically independent from $v_{n-1}$ and consequently from $s_{n,n-1}$. Moreover, $s_{n,n-1}$ has also a Gaussian distribution. Hence $v_n' \sim \mathcal{N}(0, \sigma_0)$, where $\sigma_0^2 = \text{Var}[v_n] + \text{Var}[s_{n,n-1}]$. Throughout this paper $x \sim \mathcal{N}(\mu, \sigma)$ denotes that $x$ is Gaussian distributed with mean $\mu$ and standard deviation $\sigma$, and $\text{Var}[\cdot]$ denotes the variance of a random variable. In practice both variances
can be estimated, hence we consider in the following that $\sigma_0$ is known. The bias $b_n$ by its turn is non-negative and may have known or unknown statistics.

In a realistic scenario the prior probabilities of both hypotheses are not precisely known. Therefore it is convenient to use the Neyman-Pearson (NP) approach which maximizes the probability of detection for a given probability of false alarm [6]. This approach gives rise to the following likelihood ratio test (LRT):

$$l(\Delta T) = \frac{p_{\Delta \tau|H_0}(\Delta T|H_0)}{p_{\Delta \tau|H_1}(\Delta T|H_1)} \underset{H_1}{\gtrless} \gamma,$$

where $l(.)$ is the likelihood function, $\Delta T$ is an outcome of the random variable $\Delta \tau$ and $\gamma$ is a threshold to be determined.

Since $b_n$ is non-negative, that is, has a one-sided pdf, the NP test for the hypotheses presented in (7) can be formulated conditioning the LRT to $b_n$:

$$\frac{p_{\Delta \tau|H_0}(\Delta T)}{p_{\Delta \tau|H_1,b_n}(\Delta T)} = \frac{(\sqrt{2\pi}\sigma_0)^{-1} \exp \left[ -\frac{(\Delta T)^2}{2\sigma_0^2} \right]}{(\sqrt{2\pi}\sigma_0)^{-1} \exp \left[ -\frac{(\Delta T-b_n)^2}{2\sigma_0^2} \right]} \underset{H_1}{\gtrless} \gamma.$$

This is in fact a Uniformly Most Powerful (UMP) test, which has a performance equivalent to the case of known $b_n$ [6][7]. The existence of a UMP test is a rather interesting result, since it outperforms any other composite test and can be applied whether the NLOS error statistics is known or not.

Simplifying the LRT in (10) we arrive at the following decision rule

$$\Delta T \underset{H_0}{\gtrless} \gamma_{01},$$

in which the threshold $\gamma_{01}$ depends on the maximum false alarm desired to NLOS detection ($\beta$). Under $H_0$, $\Delta \tau \sim N(0,\sigma_0)$, yielding

$$P_F = Pr(\Delta \tau > \gamma_{01}|H_0) = 1 - Q(\gamma_{01}/\sigma_0) = \beta,$$

where $Q(.)$ is the cumulative distribution function of a unit variance and zero mean Gaussian variable. Thus,

$$\gamma_{01} = \sigma_0 Q^{-1}(1 - \beta).$$

For a given $\beta$, which defines $\gamma_{01}$, the corresponding miss probability ($P_M$) depends on the pdf associated to $b_n$:

$$P_M = Pr(\Delta \tau < \gamma_{01}|H_1) = \int_{-\infty}^{\gamma_{01}} p_z(Z)dZ,$$

where $z = v'_n + b_n$. Hence,

$$P_M = \int_{-\infty}^{\gamma_{01}} \int_0^\infty p_{b_n}(B)g(Z-B,0,\sigma_0)dBdZ = \int_0^\infty p_{b_n}(B)Q\left(\frac{\gamma_{01} - B}{\sigma_0}\right)dB,$$
in which $p_{b_n}$ is the pdf of the NLOS error $b_n$ and $g(x, \mu, \sigma)$ denotes a Gaussian pdf with argument $x$ and parameters $(\mu, \sigma)$.

Previous works have considered different probability density functions for $b_n$: one-sided Gaussian [8], Exponential [9], Uniform [3] and others [2][10]. Figure 1 shows $P_F$ and $P_M$ plotted (continuous line) against the threshold $\gamma_0$, for $\sigma_0 = 100/c$ sec and assuming that $b_n$ is uniformly distributed in the interval $[0, 1000/c]$ sec, where $c$ is the speed of light. Since $P_F$ and $P_M$ are conflicting objectives, it is necessary to find a trade-off solution for the threshold values. Assigning identical costs for both error types, the best threshold choice would be $\gamma_0 \approx 120$, which yields $P_F \approx P_M \approx 13\%$

![Fig. 1. False alarm and miss probabilities for $b_n$ uniformly distributed in $[0, 1000/c]$ sec and $\sigma_0 = 100/c$. $P_{F,1}$ and $P_{M,1}$ (continuous line plot) were obtained from (12) and (15) and $P_{F,2}$ and $P_{M,2}$ (dashed plot) from (19) and (18).](image)

### 3 Hypothesis Test of Higher Performance

#### 3.1 Double Hypothesis Test

An alternative test routine is proposed in the following in order to obtain smaller values of $P_F$ and $P_M$. The decision is based on the comparison between two consecutive samples of TOA, namely $\tau^{meas}_n$ and $\tau^{meas}_{n+1}$, and the Kalman prior estimate at time $t_n (\hat{\tau}_{n,n-1})$. The following random variables are defined:

$$\Delta \tau_1 = \tau^{meas}_n - \hat{\tau}_{n,n-1} \quad \text{and} \quad \Delta \tau_2 = \tau^{meas}_{n+1} - \hat{\tau}_{n,n-1}$$

and two hypothesis tests are set as follows:

$$H_{1,1} : \Delta \tau_1 \sim p_{\Delta \tau|H1,b_n} \quad \text{and} \quad H_{1,2} : \Delta \tau_2 \sim p_{\Delta \tau|H1,b_n}$$

$$H_{0,1} : \Delta \tau_1 \sim p_{\Delta \tau|H0} \quad \text{and} \quad H_{0,2} : \Delta \tau_2 \sim p_{\Delta \tau|H0},$$

where $p_{\Delta \tau|H1,b_n}$ and $p_{\Delta \tau|H0}$ have the same characterization showed in (10). Assuming that at $t_{n-1}$ the channel state is LOS ($\alpha_{n-1} = 0$), the decision for the
state change at \( t_n \) is taken if it is decided in favor of \( H_1 \) and/or \( H_2 \) in (17). Otherwise it is decided that the channel remains in LOS state at \( t_n \). Table 1 summarizes the decision criterion according to the results obtained in tests 1 and 2.

In order to analyze the performance associated to this proposal it is necessary to identify the possible combinations of states at \( t_n \) and \( t_{n+1} \), recalling that the channel state is LOS at \( t_{n-1} \). Table 2 shows the possible hypotheses, where the sequence NLOS LOS was not considered since it is assumed that the mean time of the channel in NLOS state is much greater than the sampling interval.

Table 1. Decision criterion for the hypotheses \( H_1 (\text{LOS} \rightarrow \text{NLOS}) \) or \( H_0 (\text{LOS} \rightarrow \text{LOS}) \) at \( t_n \).

<table>
<thead>
<tr>
<th>Test 1</th>
<th>Test 2</th>
<th>Final decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H_1 )</td>
<td>( H_1 )</td>
<td>( H_1 )</td>
</tr>
<tr>
<td>( H_1 )</td>
<td>( H_0 )</td>
<td>( H_1 )</td>
</tr>
<tr>
<td>( H_0 )</td>
<td>( H_1 )</td>
<td>( H_1 )</td>
</tr>
<tr>
<td>( H_0 )</td>
<td>( H_0 )</td>
<td>( H_0 )</td>
</tr>
</tbody>
</table>

Table 2. Possible combination of states at \( t_n \) and \( t_{n+1} \) (assuming LOS at \( t_{n-1} \)).

<table>
<thead>
<tr>
<th>( t_n )</th>
<th>( t_{n+1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>a NLOS</td>
<td>NLOS</td>
</tr>
<tr>
<td>b LOS</td>
<td>LOS</td>
</tr>
<tr>
<td>c LOS</td>
<td>NLOS</td>
</tr>
</tbody>
</table>

Letting \( P_{M,1} \) be the miss probability for the single hypothesis testing, the resulting miss probability \( (P_{M,2}) \) obtained with the criterion of Table 1 is given by

\[
P_{M,2} = \Pr(\hat{H}_0|\text{“a” occurs}) = P_{M,1}^2 ,
\]

and the new false alarm probability is

\[
P_{F,2} = \Pr(\hat{H}_1|\text{“b” occurs}) = 1 - \Pr(\hat{H}_0|\text{“b” occurs}) = P_{F,1}(2 - P_{F,1}) .
\]

We may observe that \( P_{M,2} \leq P_{M,1} \) and \( P_{F,2} \geq P_{F,1} \) (equalities hold when \( P_{M,1}, P_{F,1} = 0 \) or 1), that is, in this test the probability of detection is increased at the expense of increasing the false alarm probability. However a performance comparison of the single and double tests indicates that for the latter threshold values may be found resulting in lower probabilities for both error types. In other words, the trade between false alarm and detection is worthy in this case.

As a basis of comparison, Figure 1 also shows \( P_{F,2} \) and \( P_{M,2} \) plotting (dashed curves) considering the same scenario as in the single test case. As we can observe the double testing leads to a better performance since it is possible to set a threshold to simultaneously obtain smaller \( P_F \) and \( P_M \).

It’s worthy to mention that when the NLOS error statistics is not known, the double test approach becomes even more important since it significantly reduces the unknown \( P_M \) for the range of threshold values typically chosen. Hence, the consequences of a threshold choice regarding \( P_M \) are less critical.

The decision probability for \( H_1 \) when “c” occurs is \( \Pr(\hat{H}_1|\text{“c” occurs}) = 1 - P_{M,1}(1 - P_{F,1}) \). When this decision is taken the channel state at \( t_n \) is erroneously considered as NLOS. That is, the detection would happen at a time instant prior
3.2 Computing Prior Probabilities

Under the NP approach the threshold is chosen considering the conditional probability \( P_F = \Pr(\tilde{H}_1|H_0) \). However, the “true” false alarm probability must be evaluated by \( P_F = \Pr(\tilde{H}_1|H_0) \Pr(H_0) \), and similarly the actual miss probability is given by \( P_M = \Pr(\tilde{H}_0|H_1) \Pr(H_1) \).

Even though the hypothesis test can be implemented without the knowledge of the prior probabilities \( \Pr(H_0) \) and \( \Pr(H_1) \), this information may be important to appropriately choose a threshold value according to the desired \( P_F \), mainly in the case where \( \Pr(H_0) \) is significantly different from \( \Pr(H_1) \).

It is possible to derive an approximate expression for the ratio \( \Pr(H_1)/\Pr(H_0) \) based on some parameters of the underlying propagation environment and terminal mobility. Assuming that the LOS/NLOS states are modelled as a two-state continuous time Markov chain, with transition probability rate of LOS→NLOS given by \( \lambda_{01} \text{s}^{-1} \), the ratio between the prior probabilities may be given approximately by \( \frac{\Pr(H_1)}{\Pr(H_0)} \approx \lambda_{01} \cdot \delta_t \), where \( \delta_t \) is the time interval between TOA measurements.

This result was determined recalling that \( \lambda_{01} \) is the mean time of LOS state, which can be derived from [5] resulting in \( \lambda_{01} = \frac{p_1 \lambda_{10}}{1-p_1} = \frac{p_1\langle L \rangle}{1-p_1} \), where \( p_1 \) is the probability of NLOS state, \( \langle L \rangle \) is the average size of the projection of NLOS shadow onto mobile’s route and \( v \) is the mobile speed. The parameter \( \langle L \rangle \) can be obtained from typical widths of building and roads in urban or suburban areas. The quantity \( p_1 \) was defined in [4] according to the nature of terrain (urban, suburban or rural). Finally, \( v \) can be determined from mobile position estimates.

4 Hypothesis Test for NLOS→LOS Identification

Now assuming that the channel state at \( t_{n-1} \) is NLOS (\( \alpha_{n-1} = 1 \)), the two possible situations at \( t_n \) are: i) state transition to LOS (\( \alpha_n = 0 \)), referred to as hypothesis \( H_1 \), or; ii) state sojourn in NLOS (\( \alpha_n = 1 \)), referred to as hypothesis \( H_0 \).

Under normal operation and NLOS condition, the Kalman algorithm filters out the \( v_n \) and \( b_n \) variations and tends towards the bias produced by the NLOS error\(^2\). In this case the Kalman predictions may be given by

\[
\hat{\tau}_{n,n-1} \approx \tau_n + s_{n,n-1} + \bar{b},
\]

where \( \bar{b} \) is the bias of Kalman output due to the NLOS error. Given the above result we may observe that under hypothesis \( H_1 \) we have

\[
H_1: \quad \Delta \tau = v'_n - \bar{b},
\]

\(^2\) This is referred as “unbiased filtering” (as in [3]).
where the variables $\Delta \tau$ and $v'_n$ are defined as in equations (2) and (8), respectively. On the other hand, if hypothesis $H_0$ occurs we have

$$H_0 : \quad \Delta \tau = v'_n + b_n - \bar{b}.$$  

(22)

Thus,

$$E[\Delta \tau | H_0] = E[b_n - \bar{b}] \approx 0,$$  

(23)

where $E[.]$ denotes the expectation of a random variable, and

$$\text{Var}[\Delta \tau | H_0] = \text{Var}[v_n] + \text{Var}[s_{n,n-1}] + E[(b_n - \bar{b})^2].$$  

(24)

The last quantity on the right-hand side of the above equation depends on the correlation between samples of $b_n$. Its maximum value is $\text{Var}[b_n]$, when the samples are mutually uncorrelated, and its minimum value is 0, when $b_n$ has a unique value during the NLOS state.

We can thus consider the following hypotheses to detect NLOS→LOS transition

$$H_1 : \quad \Delta \tau = v'_n - \bar{b}$$

$$H_0 : \quad \Delta \tau = v'_n + \varepsilon_b,$$  

(25)

where $\varepsilon_b$ is a zero-mean variable with variance in the interval $(0, \text{Var}[b_n])$.

The UMP test does not exist for the above hypotheses. There are some approaches which may be applied (Bayes, GLRT)[6][7], depending whether the $b_n$ statistics is known or not. For the sake of simplicity we further assume that $\varepsilon_b = 0$. Although this solution might not seem prudent (the detection is subjected to a greater number of false alarms), it will be checked by simulation that the resulting performance is not seriously degraded.

When $\varepsilon_b = 0$ the UMP test may be applied to (25) giving rise to

$$l(\Delta T) = \Delta T \begin{cases} H_0 & \gamma_{10} \\ H_1 & \end{cases}$$  

(26)

The threshold $\gamma_{10}$ will be negative and can be determined following the same approaches developed in Sections II and III. It should be noted, however, that the ratio between prior probabilities in this case is $\text{Pr}(H1)/\text{Pr}(H0) \approx \lambda_{10} \cdot \delta_t$, where $\lambda_{10}^{-1}$ is the mean time of NLOS state and may be evaluated by $\lambda_{10} = v/ < L >$.

5 Simulation Results

The performance of the proposed method to detect LOS/NLOS states is evaluated against the standard deviation checking used in previous works. A location system is implemented using Kalman filters for TOA estimation. Once detected a NLOS environment for a given BS, the corresponding element of the measurement covariance matrix is weighted by $10^3$ (experimentally chosen) to cancel the NLOS error. The Kalman outputs are fed into a LS algorithm [10] to produce the MS position estimation.
Most of simulation conditions follow the scenario presented in [3]. TOA measurements are collected over a total of 200 sec at intervals of 0.2 sec, the MS describes a straight trajectory with constant speed of 30 m/sec and 3 BS’s are considered with coordinates at: BS1(-3000,-2000), BS2(3000,5000) and BS3(6000,2000). For each one of the three TOA sequences, the measurement noise is simulated as a zero-mean white noise gaussian process with $\text{Var}[v_n] = (100/c)^2 \text{sec}^2$, and the NLOS/LOS states are considered as a two-state Markov process, with mean time in NLOS and LOS given respectively by $<L>/v$ and $(1 - p_1) < L >/vp_1$, where $p_1 = 0.3$ (suburban area) and $<L>= 100 \text{ m}$.

Regarding the NLOS error ($b_n$), the sequences are generated considering three different degrees of correlation between samples. In the first case $b_n$ is defined as a white process, i.e, with null autocorrelation coefficient ($\rho = 0$). In the second a unique value is assigned for $b_n$ during the NLOS period ($\rho = 1$), and, in the third case, $b_n$ is represented as an autoregressive process of order 1, in which the autocorrelation coefficient has an exponential-like decay with $\rho_0^{-1} = 70$, where $\rho_0^{-1}$ denotes the lag between samples for which $\rho = 0.5$. The first order distribution of $b_n$ in all cases is uniform in the interval $[0 1000/c]$ sec.

In the hypothesis testing based on standard deviation calculation the interval for repeatedly checking LOS/NLOS condition and the length for sample calculation are the same: 15 samples. The threshold was experimentally chosen as $1.5 \sigma_0$. For the method proposed in this paper, two test routines are applied for LOS$\leftrightarrow$NLOS detection. The first follows the UMP test presented in Section II while the second applies the UMP test with the approach presented in Section III. The threshold values $\{\gamma_0, \gamma_0\}$ used in each case are $\gamma^{(1)} = \{120, -120\}$ and $\gamma^{(2)} = \{320, -294\}$, respectively, determined by setting $P_F = P_M$ and considering $\text{Var}[v_n] \gg \text{Var}[s_{n,n-1}]$ with the parameters of the location scenario given above.

Table 3 shows the mean location error in meters obtained after 30 simulation runs in the same trajectory and neglecting the 100 initial points in each run. In the table line labeled “$\hat{\sigma}_\tau \geq \kappa \sigma_0$” the location system performance using standard deviation comparison is presented. It can be seen, as expected, that this alternative is valid only if the uncorrelation between samples is assumed. The error magnitude verified when $b_n$ samples are correlated is comparable to the results of “Unbiased Filter” (table line ‘UnbF”), which shows that the NLOS error mitigation by TOA Kalman filtering becomes useless when the LOS/NLOS states can not be properly recognized. The mean location error obtained using the proposed methods for LOS/NLOS detection are shown in the table lines named “$\Delta \tau \geq \gamma^{(1),(2)}$”. When the pair $\gamma^{(1)}$ is used the method does not perform well, but on the other hand setting $\gamma^{(2)}$ under the approach developed in Section III the location error is substantially decreased. Comparing both results the importance of the formulation presented in Section III becomes clear. Considering $\gamma^{(2)}$, the best performance is achieved when NLOS error samples are totally correlated ($\rho = 1$). This behavior is expected since we have neglected the variable $\epsilon_\parallel$ in (25). Nevertheless even for the worst scenario ($\rho = 0$) the resulting mean error is comparable to the best result obtained by standard deviation.
checking approach. Anyway, the robustness of the algorithm might be increased by proper characterization of the variable $\varepsilon_b$ in NLOS→LOS detection.

Table 3. Mean location error (in m)

<table>
<thead>
<tr>
<th></th>
<th>$\rho = 0$</th>
<th>$\rho = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\sigma}_c \geq k \sigma_0$</td>
<td>104.6</td>
<td>300.0</td>
</tr>
<tr>
<td>$\Delta \tau \geq \gamma^{(1)}$</td>
<td>155.3</td>
<td>259.7</td>
</tr>
<tr>
<td>$\Delta \tau \geq \gamma^{(2)}$</td>
<td>115.7</td>
<td>108.8</td>
</tr>
</tbody>
</table>

$\gamma^{(1)} \equiv \{120, -120\}, \gamma^{(2)} \equiv \{320, -294\}$

6 Conclusions

We have developed a suitable hypothesis testing for LOS/NLOS identification comparing TOA data with Kalman prior estimates. It was shown that an UMP test may be applied to detect state transitions with no previous knowledge of NLOS error statistics and under different degrees of correlation between TOA measurements. Good results were obtained taking into account the hypotheses prior probabilities and implementing double comparisons for a sequence of measured TOA’s. Even though the number of false alarms in NLOS→LOS detection tends to increase when there is low correlation between TOA samples, the whole test performance is still acceptable applying the proposed scheme.
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Abstract. Quantum authentication of classical messages is discussed. We propose a non-interactive hybrid protocol reaching information-theoretical security, even when an eavesdropper possesses infinite quantum and classical computer power. We show that, under certain conditions, a quantum computer can only distinguish a sequence of pseudo random bits from a truly sequence of random bits with an exponentially small probability. This suggests the use of such generator together with hash functions in order to provide an authentication scheme reaching a desirable level of security.

1 Introduction

Until the last decade, the expression “quantum cryptography” referred basically to protocols for quantum key distribution (QKD) [1]. Recently, several researches have been made in the sense of applying quantum mechanics resources in the resolution of others problems related to data security. Curty and Santos [2] proposed a protocol to quantum authentication of unitary-length classical messages (bit). As for the secret key, they use a maximally entangled EPR pair previously shared between Alice and Bob. For the types of attacks discussed, the probability $P_d$ that Eve deceives Bob was $0.5 \leq P_d < 1$, depending on the choice of an unitary operator used to create the tag. Later, the same authors proposed a protocol to quantum authentication of unitary-length quantum messages (qubit) [3].

More recently, Barnum et al. [4] described a protocol to authenticate quantum messages of length $m$. They propose a scheme that both enables Alice to encrypt and authenticate (with unconditional security) an $m$ qubit message by using a stabilizer code to encode the message into $m+s$ qubits, where the probability of failure decreases exponentially in the security parameter $s$. Such scheme requires a private key of size $2m + O(s)$ to be shared between Alice and Bob.

All protocols discussed above require unfeasible quantum resources according with state-of-art or near-future technology. In this paper we address the problem of authenticating classical messages of arbitrary length transmitted over a
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noiseless quantum channel. We propose a non-interactive scheme that just requires preparation of quantum states into orthonormal bases, transmission and measurements of these states in the same bases. Our hybrid protocol extend the concept of computational security hash authentication introduced by Brassard [5].

## 2 Computationally Secure Hash Authentication

There exist several Message Authentication Codes with different levels of security [6]. The first MAC scheme providing informational security was proposed by Wegman and Carter [7]. The protocol makes use of strongly universal-2 classes of hash functions so that an eavesdropper even with infinite computing power can not forge or modify a message without detection. This allows Bob to be certain that the received message is authentic. Unfortunately, their scheme requires a long secret key to be shared previously between Alice and Bob, even in the case where Alice wishes to send Bob more than one message. More precisely, if Alice and Bob need to exchange $n$ authentic messages, the length of the key must be $n \log(1/P_{WC})$, where $P_{WC}$ is the probability of failure they are willing to tolerate. These restrictions make prohibitive the use of such scheme in real systems.

The first computationally secure scheme for authentication based on hash functions was proposed by Brassard [5]. In his work, Brassard suggests the use of cryptographically strong sequences of pseudo random bits to reduce drastically the length of the key when the participants wish to exchange a large number of messages. The protocol works as follows. Let $P_{WC}$ be the acceptable probability of failure and $k$ an integer greater than $\log(1/P_{WC})$; let $M$ be the space of messages, and let $B$ be the set of all bit strings of length $k$. Let $\mathcal{H}$ be a strongly universal-2 class of functions from $M$ to $B$. Now, the secret key that Alice and Bob must share consists of a particular hash function $h \in \mathcal{H}$ and a seed $x_0$ for the pseudo random bits generator. For the $n$-th message $m$ exchanged between them, the authentication tag is simply

$$a(m, n) = h(m) \oplus x_0(n),$$

where $x_0(n) = x_0[(n-1)k+1, \ldots, nk]$ denote the bits of inclusive rank $(n-1)k+1$ to $nk$ generated from seed $x_0$. The effect is to provide “pseudo one-time-pad” cryptography to hide the value of the secret hash function.

The security of the scheme above depends on how secure pseudo random bit generators are. Generally, the security of generators is based on the intractability of some problems of number theory, including prime factorization, discrete logarithm problem and so on. Indeed, all these problems can be reduced to the index finding problem. Because an eavesdropper can copy and manipulate classical information without detection, we can conclude that this scheme is not secure in a quantum setting. Quantum computers can solve the index problem in polynomial time [8].
2.1 The Blum-Micali Generator

The first probably secure pseudo random bits generator (PRBG), known as BM generator, was described by Blum and Micali [9]. In their work, Blum and Micali showed that the BM-PRBG is unpredictable in polynomial time assuming intractability of the discrete logarithm problem. Let $p$ an odd prime and $g$ a generator for the group $G = \mathbb{Z}_p^*$. The secret seed $x_0$ is an element randomly chosen from $\mathbb{Z}_{p-1}$. The BM generator works as follows. For the $i$-th bit $b_i$, starting with $i = 1$, let

$$x_i = g^{x_{i-1}} \mod p,$$

$$b_i = \delta_{x_i > (p-1)/2}.$$  \(2\)

The latter means that $b_i = 1$ if and only if $x_i > (p-1)/2$. To demonstrate that this generator is unpredictable, the authors showed that any procedure able to predict the previous bit of a given piece of a sequence is also able to calculate the logarithm discrete efficiently. Equivalently, the problem of inferring the generator is reduced to the logarithm discrete problem.

3 A Protocol for Quantum Authentication of Classical Messages

The protocol we describe here is an extension of the scheme proposed by Brassard. Let $P_{WC}$, $k$, $M$, $B$, and $x_0$ be defined like in Sec. 2. Remember that the Brassard’s protocol make use of two secret keys, a particular hash function $h \in \mathcal{H}$ and a seed $x_0$. Our protocol requires another key, a new seed we call $y_0$. When Alice wants to send Bob a certified message, she makes all steps of the Brassard’s protocol. For the $n$-th message $m$ exchanged, Alice has a tag $a(m, n)$ of $k$ bits given by Eq. (1). Next, we have the quantum round.

Assume that Alice and Bob agree on two orthonormal bases for the 2-dimension Hilbert space, $Z = \{|0\rangle, |1\rangle\}$ and $X = \{|+\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle), |-\rangle = \frac{1}{\sqrt{2}}(|0\rangle - |1\rangle)\}$. These are the same bases used to create the four quantum states in the BB84 protocol. For each bit of $a(m, n)$, Alice prepares a non-entangled quantum state $|\psi_{n,j}\rangle$ based on the corresponding bit generated from the seed $y_0$. Then, if the $j$-th bit of $y_0(n)$ is 0, Alice prepares $|\psi_{n,j}\rangle$ using $Z$ basis, such that

$$|\psi_{n,j}\rangle = \begin{cases} |0\rangle & \text{if the } j\text{-th bit of } a(m, n) \text{ is } 0, \\ |1\rangle & \text{if the } j\text{-th bit of } a(m, n) \text{ is } 1. \\ \end{cases}$$  \(4\)

Similarly, if the $j$-th bit of $y_0(n)$ is 1, Alice prepares $|\psi_{n,j}\rangle$ using $X$ basis, such that

$$|\psi_{n,j}\rangle = \begin{cases} |+\rangle & \text{if the } j\text{-th bit of } a(m, n) \text{ is } 0, \\ |-\rangle & \text{if the } j\text{-th bit of } a(m, n) \text{ is } 1. \\ \end{cases}$$  \(5\)

After the qubits generation, Alice sends the state $|\psi_{n,j}\rangle^\otimes k$ to Bob through the noiseless quantum channel, and the message $m$ using either an unauthentic quantum or a classical channel.
At the reception, Bob makes measurements to obtain a sequence $a_B(m,n)$ of $k$ bits. For the $j$-th received qubit, Bob measures it using the basis $\mathcal{Z}$ or $\mathcal{X}$, depending on the $j$-th bit of $y_0(n)$ is 0 or 1, respectively. Because the quantum channel is perfect, Bob recognizes that the message is authentic if $a_B(m,n) \oplus x_0(n) = h(m_B)$, where $m_B$ is the message received from the unauthentic channel. Otherwise, Bob assumes that Eve tried to send him an unauthentic message. He then discards the received message.

4 Security Analysis

We analyze the security of our scheme considering enemies possessing infinite quantum and classical resources. Our arguments for proving unconditional security are based on quantum algorithms for solving problems from number theory, and our strategy for creating the quantum states.

The Wegman and Carter’s protocol makes use of truly random sequence in order to perform one-time-pad cryptography on the tag. Their protocol achieves informational security, even when quantum resources are available to enemies. The security of our protocol is based on the security of the pseudo random bits generator.

4.1 Quantum Information Processing

We analyze the case where Eve intercepts the quantum transmission, possibly store the states sent by Alice, and try to process them using a quantum computer. Note the states Eve possesses are non-orthogonal so quantum computers can not perfectly distinguish them. On the other hand, Eve knows nothing about the hash function used by Alice and Bob. We conclude that quantum information processing of the quantum states do not aid Eve with her task of cheating Bob. Eve should perform measurements in order to use her quantum and classical computer power.

4.2 Measurement Attack

It is clear at this point that the security of our scheme depends on how secure BM-PRBG is when used in a quantum setting. We should investigate how Eve can make use of quantum resources to predict such generator. First, we prove the following result concerning the Blum-Micali PRBG with parameters $p$, $g$, and $x_0$, where $p$ is an odd prime such that $p \equiv 3 \mod 4$, $g$ is a primitive element of $\mathbb{Z}_p^*$ and $x_0$ is a secret seed chosen from $\mathbb{Z}_{p-1}^*$, having a $l$-bit representation.

**Lemma 1.** Let $b_{i+1} \ldots b_{i+s}$ be a piece of $s$ bits from a sequence generated by the PRBG described above. The best probabilistic algorithm $A_{BM}(g,b_{i+1}, \ldots, b_{i+s})$ to predict the entire sequence backward (and therefore forward) needs at least $s = l$ bits for which

$$\text{Prob}[A_{BM}(g,b_{i+1}, \ldots, b_{i+s}) = b_i] = 1.$$  

(6)
Proof. We prove the Lemma by observing that this problem is equivalent to compute the hard-core bit\(^1\), and the latter can be reduced to the discrete logarithm problem. Let \(A_{DL}(g, x^{i+1})\) be an algorithm running on a quantum computer to find the discrete logarithm \(x^i\), where \(b_i = \delta_{x_i > (p-1)/2}\).

The result follows by contradiction. Suppose that such algorithm \(A_{BM}(\cdot, \cdot)\) exists. Then, it should exist a function \(f(b_{i+1}, \ldots, b_{i+s})\) such that
\[
x^{i+1} = f(b_{i+1}, \ldots, b_{i+s}), \quad s < l,
\]
and
\[
x^i = A_{DL}(g, x^{i+1}),
\]
\[
b_i = \delta_{x_i > (p-1)/2}.
\]
But such function does not exist, since the cardinality of its domain \((2^s)\) is smaller than the cardinality of its codomain \((2^l)\).

Eve initially has no information about the keys \(x_0, y_0\) and \(h \in \mathcal{H}\) shared between Alice and Bob. The seed \(x_0\) is associated with the tag \(a(n, m) = h(m) \oplus x_0(n)\) and \(y_0\) with bases choices. Eve may choose a seed \(y_{E_0}\) to indicate bases for measurements or she can choose bases randomly. The former choice is successfully with probability \(2^{-l}\) so we consider the latter.

When Eve measures the state \(\ket{\psi_{n_j}} \otimes k\) using \(k\) random bases, it is clear that she obtains each bit of \(a(m, n)\) correct with probability \(p_b = 3/4\). Then,

**Lemma 2.** When Eve chooses bases at random to measure the quantum states sent by Alice, the bit sequence generated by the Blum-Micali generator with seed \(x_0\) appears to be a truly random sequence with probability
\[
P_r \geq 1 - \left(\frac{3}{4}\right)^l,
\]
where \(l\) is the number of bits used to represent the seed \(x_0\).

**Proof.** By Lemma 1, it is required at least \(l\) consecutive bits, beginning with \(b_{i+1}\), for which the previous bit \(b_i\) is calculated with certainty, when the best procedure \(A_{BM}(\cdot, \cdot)\) is used. Then, a procedure \(A'_{BM}(\cdot, \cdot)\) to predict the BM-PRBG from \(a(m, n)\) needs evidently at least \(l\) bits. But Eve has only access to bits from measurements. Considering that each bit is sent independently, the result follows.

Since Eve can not distinguish the pseudo random sequence from a truly random sequence, our scheme reduces to the Wegman and Carter’s scheme. Now we are ready to present our main result.

**Theorem 1.** The protocol described in Sec. 3 achieves information-theoretical security such as in the Wegman and Carter’s scheme with probability \(P_{WC}\), even when an eavesdropper possesses both infinite classical and quantum computer power.

\(^1\) The hard-core bit problem [9] consists in find a bit \(b_i = \delta_{x_i > (p-1)/2}\) from the value \(x_{i+1} = g^{x_i} \mod p\).
Proof. Let $P_{WC}$ be the probability of undetected forgery that Alice and Bob are willing to tolerate in a Wegman and Carter’s scheme. We simply make $(3/4)^l$ smaller than $P_{WC}$ by increasing $l$ so that the security level is always reached.

5 Conclusion

In this work we presented a non-interactive scheme for quantum authentication of classical messages. According to quantum mechanics theory, and considering the approach adopted in the creation of quantum states, we showed that our protocol presents unconditional security, even against an eavesdropper that possesses infinite quantum and classical computer power. This is because an eavesdropper can only distinguish between a pseudo random sequence of bits and a truly random sequence with an exponentially small probability. The scheme allows for authentication of a large number of messages by making use of shorter secret keys.
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Abstract. This paper presents the ADENOIds intrusion detection system (IDS). ADENOIds takes some architectural inspiration from the human immune system and automates intrusion recovery and attack signature extraction. These features are enabled through attack evidence detection. This IDS is initially designed to deal with application attacks, extracting signature for remote buffer overflow attacks. ADENOIds is described in this paper and experimental results are also presented. These results show that ADENOIds can discard false-positives and extract signatures which match the attacks.

1 Introduction

The Internet was designed to be an open and distributed environment with mutual trust among users. Security issues are rarely given high priority by software developers, vendors, network managers or consumers. As a result, a considerable number of vulnerabilities raises constantly. Once explored by an attacker, these vulnerabilities put government, businesses, and individual users at risk [1,2].

Intrusion detection systems (IDSs) are useful tools to improve the security of a computer system and, because of their importance, they have become an integral part of modern network security technology. An IDS acts by monitoring events in a computer system or network, analyzing them for signs of security problems [3]. Several techniques are used to achieve intrusion detection such as expert systems, state transition approaches, statistical analysis, and neural networks [3]. More recently, several approaches based on the immune system were proposed [4,5,6]. Most of these approaches concentrate on building models and algorithms for behavior-based detection.

This paper presents the ADENOIds IDS which is intended to mimic, mainly at the architectural level, several human immune system features, some of them little explored in other works. Examples of these features are intrusion tolerance, attack evidence detection, automated attack signature extraction and system recovery mechanisms.

One of the most important aspects of this IDS is its assumption that successful attacks are inevitable, and its strongest feature is its ability to deal with such

\textsuperscript{*} The authors would like to thank the FAPESP agency for supporting this research.
situation. Note that this is also the case with the vertebrate immune system. Some disease-causing agents are successful in invading the organism and causing harm to it before the immune system can eliminate them. After that, the immune system learns to cope with this type of agent, and some repair strategy is taken to recover the damaged parts. In this way, this IDS is more related to research in virus identification [7] than previous work in intrusion detection.

ADenoIDS was developed to detect attack evidences in running applications, restore the system after an attack using a file system undo mechanism, and extract the attack signature for remote buffer overflow attacks.

In fact, applications that provide publicly available services have been the most intended targets of attack in the last years [8]. Among several techniques employed to exploit application vulnerabilities, buffer overflow has been one of the most explored [8].

ADenoIDS was tested against two datasets and the experimental results are encouraging. The proposed signature extraction algorithm can find the attack signature and discard candidate signatures which do not correspond to an attack.

In this paper will not be discussed the immune system features and its analogies with security systems, and the reader is referred to [9] for an introduction to these issues.

This paper is organized as follows. Sect. 2 presents an overview of the ADenoIDS IDS. Sect. 3 describes the main implementation aspects of this IDS and experimental results are shown in Sect. 4. Sect. 5 concludes the paper.

2 ADenoIDS Overview

ADenoIDS was designed to monitor a single computer in such way to detect application-level attacks and automate signature extraction for remote buffer overflow attacks. The attack evidences are detected in running process at the system call level and the attack signatures are extracted at the network level. Fig. 1 illustrates the ADenoIDS modules and the communication flow between them. In this figure, a short name for some modules is indicated inside parenthesis.

Some of these modules are well-known intrusion detection building blocks such as the Console, the Data Source and the Behavior-Based Detector. The role of each module is as follows:

- Data Source: is not a module by itself but represents the source of all information needed for the correct IDS working.
- ADCON: is an interface between the IDS and the system administrator.
- ADEID: is responsible for monitoring the computer in search for events that indicate a successful attack. Although all modules are designed to work concurrently, ADEID can initiate an automated response (by activating ADIRA) and the signature extraction process (by activating ADSIG).
- ADIRA: is responsible for restoring the computer system after an attack.
- ADBID: performs anomaly detection by monitoring incoming network traffic in search for candidate attack signatures.
Fig. 1. The ADenoIDS modules. Each module is represented by a solid line rectangle. Solid directed lines indicate information flow and dotted directed lines show control flow. Each flow occurs between two modules or between one module and all other modules of the grouping (represented by a dotted line rectangle).

- ADSIG: analyzes the collected candidate signatures in attempt to: 1) discard false-positives; and 2) extract signatures which match the attack.
- ADFSR: it is only modeled to provide support for manual forensic analysis by preserving data that cannot be corrupted even after a system restore.

The purpose of the signature extraction process is to enable a more efficient detection of this attack in the future by using a signature-based IDS like Snort-inline [10]. This process involves the ADBID and ADSIG modules and a general algorithm for the signature extraction problem is proposed in Sect. 2.1.

2.1 The Signature Extraction Algorithm

This section proposes a signature extraction algorithm which takes inspiration from the negative selection process of the human immune system and it is suitable for general attacks. The algorithm divides the signature extraction into two phases: the search for candidate signatures and the maturation of the candidates.

Unlike other works [4,6] which generate candidate detectors randomly, the proposed algorithm takes advantage from the evidence detection of ADEID and selects anomalous events prior the attack to be the candidates.

The proposed approach seems to be more appropriate for searching good candidates than randomly generation. In fact, the most appropriate use of the negative selection can be as a filter for invalid detectors, and not for the generation of effective detectors [11].

The proposed algorithm is as follows. The input is composed of a real number \( p \in [0; 1] \), a set \( E \) of events prior the evidence detection and a set \( N \) of events generated by the computer system during normal working, where \( N \cap E = \emptyset \). The output is a set \( C \subseteq E \) of events, which are the extracted attack signatures.
with estimated probability less than \( p \) of false-positives occurring during further detection. The steps of this algorithm are as follows:

1. Restore the computer system to a safe state.
2. Select a set \( C \) of events to be the candidate signatures, where \( C \subseteq E \).
3. \( \text{progress} \leftarrow 0 \).
4. While \( \text{progress} < \left\lceil \frac{|C|}{p} \right\rceil \) do:
   4.1. Get a new event \( n \in N \) during the normal computer system working.
   4.2. For all \( c_i \in C \), if \( c_i \) matches \( n \), then \( C \leftarrow C \setminus \{c_i\} \).
   4.3. \( \text{progress} \leftarrow \text{progress} + 1 \).
5. Return each signature in \( C \). If \( |C| = 0 \), return null.

Step 2 involves the search for candidates and Step 4 performs the maturation of the candidates. The system restoration (Step 1) is provided by \textsc{ADenoIds} through the ADIRA module. The set \( E \) comprehends the incoming network traffic prior to ADEID detection and the initial set \( C \) is built by collecting the anomalous traffic detected by ADBID from \( E \). Because \textsc{ADenoIds} focuses overflow attacks, ADBID works by detecting large requests\(^1\) in the network traffic. The set \( N \) is built by collecting related incoming network traffic after the system restoration. The matching criterion of Step 4.2 takes into account the size of requests into the network traffic. If a new attack evidence is found during or soon after the signature extraction process, the algorithm is restarted with the initial set \( C \), because this new attack can discard relevant events of the prior attack.

By considering the matching operation to be dominant and \( m \) to be the size of the initial set \( C \), the running time of this algorithm is, in the worst case, \( O \left( \frac{m^2}{p} \right) \). However, it should be noted that the real execution time is also dependent upon the generation rate of normal events. Therefore, this process may be long and it is not intended to provide a response in real-time.

3 \textsc{ADenoIds} Implementation

\textsc{ADenoIds} was implemented in C over the Linux kernel version 2.4.19. All information required by this IDS are distributed in two levels: system calls and network traffic.

The ADCON module is provided through a set of configuration files and a set of log files. The remaining modules are described as follows.

3.1 ADEID

The ADEID module monitors running applications in the search for events which violate pre-specified access policies. Each access policy specifies a set of operations which can be performed by an specific process. The events analyzed by ADEID are the following:

\(^1\) The term “request” is was adopted to refer to both application-level command and response.
– Files, directories and links: open, creation, erasing, renaming, truncation and attribute changing (owner, group and permissions).
– Process: creation and execution.
– Kernel modules: creation and deletion.
– Communication: signal sending, TCP connection creation and acceptance, and UDP datagram sending and receiving.

The monitoring policies must be specified obeying the following structure:

```
policy_name[/fully/qualified/program/pathname]
{
    fs_acl { list of pathnames and access permissions }
    can_exec { list of programs which can be executed }
    max_children = maximum number of child process
    can_send_signal = yes | no
    can_manip_modules { list of kernel modules which can be created and deleted }
    connect_using_tcp = yes | no
    send_using_udp = yes | no
    accept_conn_on_ports { list of port ranges which can be used to accept connections }
}
```

Although the system call policies proposed in [12] can be more powerful, the ADEID policies make the specification a simpler task. For building a good monitoring policy it is necessary to know about the Linux file system hierarchy and the main purpose of the application intended to be monitored. ADEID has been used to monitor named, wu-ftpd, amd, imapd and httpd applications for two months. It has demonstrated to be very efficient to detect attacks, being free from false-positives and false-negatives during the tests.

ADEID is implemented as a kernel patch by rewriting some system calls which deal with the monitored events. The policies are read from disk and loaded into kernel memory. Whenever a new process is executed the related monitoring policy is attached to the process, if any is defined.

By detecting attack evidences, ADEID analyzes only successful system calls. This feature—which characterizes the evidence detection, unlike [12]—also helps to reduce the false-positive rate because unauthorized actions will not be analyzed.

Whenever ADEID detects some attack evidence the ADIRA module becomes active by calling a kernel procedure and, after, a SIGUSR1 is sent to ADSIG and information about the attack—current process and violated policy—are also delivered. For testing purposes an user can disable these activation mechanisms.

Preliminary results show that the performance cost imposed by ADEID is imperceptible for users. A general benchmark for the most expensive operation—opening and reading cached files—showed that this cost is, on average, lower than 5% in an Athlon XP 1900+ with 512MB RAM.

### 3.2 ADBID

ADBID captures packets through pcap library and delivers them to application-specific procedures. An application-specific procedure decodes the related application-level protocol delivering the request to be analyzed.
Because ADENOIDS focuses on signature extraction for remote buffer overflow attacks, ADBID works by building an statistical profile to detect requests whose length are less probable to be found during normal operation and are found in overflow attacks. Actually ADBID detects requests whose length is greater than $\mu + 2s$, where $\mu$ is the arithmetic mean of requests length and $s$ is the standard deviation of requests length. The detection procedure and parameters can also be easily changed.

### 3.3 ADIRA and ADFSR

The ADIRA module is implemented as a kernel patch and works by restoring the computer system after an attack. This restoration is done through the following steps: 1) block all user processes; 2) restore the file system; 3) restart the monitored applications; 4) kill attacked process; and 5) unblock all blocked processes.

The file system restoration is implemented by applying *undo* techniques into any file system which can support both, reading and writing data. This mechanism is activated before the following operations over files, directories and links can be done: creation, erasing, renaming, writing, truncation and attribute changing. For each operation is created an specific undo log. This log holds the necessary information in such way that the operation can be reversed in the future. Redo logs are created by operations done during the undo process. A kernel procedure can be called to request a file system undo or redo up to a defined checkpoint. Actually the checkpoints are inserted automatically during the system startup. A configuration file states what directories are covered by this mechanism.

The undo performance depends on the operation to be done. Appending bytes to a file adds only a fixed-size log. File truncation requires to read the bytes to be truncated and to write them into the log file. File erasing and the overwrite operation are also expensive. It should be noted that the default configuration file includes vital directories which are rarely modified and, therefore, the imposed cost is very acceptable.

The ADFSR module implements an interface to provide step-by-step redo by calling redo procedures after a system reboot. In this way, it is enabled the manual analysis of all file system events done during an attack, if a system administrator or forensics specialist want to do that.

### 3.4 ADSIG

This module works exactly as proposed in Sect. 2.1. Once activated by ADEID, ADSIG reads the delivered information about the violated policy (policy name and related process) and begins a new signature extraction by loading the candidate signatures into a proper data structure. By default, the set $E$ is built by selecting requests for the last 24 hours prior to ADEID detection. Therefore the initial set $C$ contains the candidates for the last 24 hours.
A matching criterion was chosen to discard the candidates which are most probable to be found during normal operation. In the actual ADSIG implementation all candidates whose length is lower than or equal to a normal request length are discarded. This works well for buffer overflow attacks because if a request is normal—and probably does not overflow a buffer size—a candidate whose length is at most equal the request length probably will not overflow this buffer size too and can also be considered normal\(^2\). At the end of the signature maturation process ADSIG outputs the extracted signatures.

### 3.5 ADENOIdS Self-Protection

It is implemented a simple self-protection mechanism, which consists of denying access to ADENOIdS modules, data and configuration files from the processes being monitored. In this way ADENOIdS considers that all possible attack target—usually server applications—must be monitored.

### 4 Experimental Results

This section presents experimental results obtained by testing the ADENOIdS IDS. The main objectives of the tests were to evaluate the ability of evidence-based detection, behavior-based detection and signature extraction mechanisms.

The test system were customized from a Red Hat Linux 6.2 to provide vulnerable named, wu-ftpdp, amd and imapd applications over the Linux kernel 2.4.19. All these applications can be successfully attacked through buffer overflow exploits collected around the world and these attacks are launched from an external machine.

The ADEID, UNDOFS and ADFSR modules have been used for two months whereas the ADBID, ADIRA and ADSIG modules were tested for two weeks.

Each ADEID monitoring policy was built in two steps by observing the reported violations:

1. Initial policy establishment. This step spent about half an hour of intensive work.
2. Policy refinement. This step spent about two days of sparse work.

After these steps, the ADEID demonstrated to be very efficient to detect attacks, being free from false-positives and false-negatives during the tests.

The complete ADENOIdS IDS was tested against the 1999 Darpa Offline Intrusion Detection Evaluation dataset—available at http://www.ll.mit.edu/IST/ideval/index.html—and against a dataset collected at our research laboratory (LAS dataset).

The 1999 Darpa Offline IDS Evaluation dataset is composed of training and test datasets which include network traffic data, event logs and other audited

\(^2\) A more complete analysis should consider a different buffer size for each request type.
data. Several attack types are present in this evaluation, including buffer over-
flow attacks. ADENOIdS was tested only against named buffer overflow attacks be-
because this dataset does not provide training data for the imapd overflow and
the vulnerable sendmail daemon was not available. To compensate this, some
buffer overflow attacks in the test data for the wu-ftpd daemon were inserted.
Because ADENOIdS analyzes only events produced by one host the test was
done considering the network traffic destined to hosts separately.

The LAS dataset was collected under normal conditions at our external DNS
server during 43 days. This dataset was chosen by two factors: 1) named is a
very important application and often vulnerable; and 2) DNS queries can be
replayed easily. This dataset was first analyzed before the test phase and was
verified to be free of attacks.

Table 1 summarizes the results for the 1999 Darpa Offline IDS Evaluation
and the LAS datasets. An appropriate label is placed before the beginning of
each dataset results. The first column describes the target daemon being con-
sidered and the second column shows the average number of requests per day
to the considered target host in the whole dataset. The third column presents
the number of requests spent in the ADBID training. The fourth column shows
the number of requests prior to the attack which were captured in the last 24
hours ($|E|$). Each test was performed by considering an exclusive set of prior
events. For the LAS dataset, it was used a fixed number of 10000 requests prior
to the attack, exceeding the average number of requests per day. The fifth col-
umn shows the number of ADBID candidate signatures extracted (the initial
$|C|$) from each of these sets. The sixth column presents the number of requests
required by the complete signature extraction process. In some tests the final
ADSIG output can be known by using only 1000 normal events in the matura-
tion process, but to satisfy the $p$ parameter (indicated inside parenthesis) the
process must be continued. The seventh column indicates the number of requests
outputted by ADSIG at the end of the maturation process. Some attacks can
present more than one attack signature and the eighth column indicates if the
main overflow request is found by ADSIG. The last column shows the number
of false-positives after the signature extraction process.

The ADBID module was very efficient to found the candidate signatures. Its
detection was capable of selecting fewer candidates and the main buffer overflow
request was always inside the candidates’ set.

The ADSIG module has also demonstrated to be very appropriate to dis-
card erroneous candidates. The overflow requests were the only candidates at
the end of the signature extraction process in seventeen out of twenty one at-
tacks analyzed. The wu-ftpd false-positives were probably produced due to a
fewer number of requests in the dataset and, consequently, in the maturation
process. The first named false-positive was not also an overflow, but it looks like
a malformed host name query.

Although some false-positives can happen, the signature generation algorithm
claims that extracted signatures which are valid requests will be probabilistically
rare events in further detection.
Table 1. Experimental results for the Darpa and LAS datasets

<table>
<thead>
<tr>
<th>Target Daemon</th>
<th>Average # of Req./Day</th>
<th># Reqs Training</th>
<th># Reqs (24 hours)</th>
<th># Candidates (24 hours)</th>
<th>Required # of Normal Events</th>
<th># Outputted Requests</th>
<th>Signature Found?</th>
<th># False-Positives</th>
</tr>
</thead>
<tbody>
<tr>
<td>named</td>
<td>174559</td>
<td>50000</td>
<td>58942</td>
<td>6</td>
<td>10000 ($p = 0.0001$)</td>
<td>1</td>
<td>yes</td>
<td>0</td>
</tr>
<tr>
<td>named</td>
<td>174559</td>
<td>50000</td>
<td>267336</td>
<td>11</td>
<td>10000 ($p = 0.0001$)</td>
<td>1</td>
<td>yes</td>
<td>0</td>
</tr>
<tr>
<td>named</td>
<td>174559</td>
<td>50000</td>
<td>266995</td>
<td>8</td>
<td>10000 ($p = 0.0001$)</td>
<td>1</td>
<td>yes</td>
<td>0</td>
</tr>
<tr>
<td>wu-ftp</td>
<td>1575</td>
<td>2000</td>
<td>1873</td>
<td>29</td>
<td>4342 ($p = 0.003$)</td>
<td>13</td>
<td>yes</td>
<td>1</td>
</tr>
<tr>
<td>wu-ftp</td>
<td>1575</td>
<td>2000</td>
<td>1603</td>
<td>36</td>
<td>4008 ($p = 0.003$)</td>
<td>12</td>
<td>yes</td>
<td>0</td>
</tr>
<tr>
<td>wu-ftp</td>
<td>827</td>
<td>2000</td>
<td>918</td>
<td>22</td>
<td>3340 ($p = 0.003$)</td>
<td>10</td>
<td>yes</td>
<td>0</td>
</tr>
<tr>
<td>wu-ftp</td>
<td>827</td>
<td>2000</td>
<td>795</td>
<td>22</td>
<td>3674 ($p = 0.003$)</td>
<td>11</td>
<td>yes</td>
<td>1</td>
</tr>
<tr>
<td>wu-ftp</td>
<td>761</td>
<td>2000</td>
<td>670</td>
<td>24</td>
<td>4008 ($p = 0.003$)</td>
<td>12</td>
<td>yes</td>
<td>0</td>
</tr>
<tr>
<td>wu-ftp</td>
<td>761</td>
<td>2000</td>
<td>1097</td>
<td>38</td>
<td>4008 ($p = 0.003$)</td>
<td>12</td>
<td>yes</td>
<td>0</td>
</tr>
</tbody>
</table>

Experimental results for the 1999 Darpa Offline IDS Evalutaion dataset

<table>
<thead>
<tr>
<th>Target Daemon</th>
<th>Average # of Req./Day</th>
<th># Reqs Training</th>
<th># Reqs (24 hours)</th>
<th># Candidates (24 hours)</th>
<th>Required # of Normal Events</th>
<th># Outputted Requests</th>
<th>Signature Found?</th>
<th># False-Positives</th>
</tr>
</thead>
<tbody>
<tr>
<td>named</td>
<td>8590</td>
<td>40922</td>
<td>10000</td>
<td>25</td>
<td>10000 ($p = 0.0001$)</td>
<td>1</td>
<td>yes</td>
<td>0</td>
</tr>
<tr>
<td>named</td>
<td>8590</td>
<td>40922</td>
<td>10000</td>
<td>7</td>
<td>10000 ($p = 0.0001$)</td>
<td>1</td>
<td>yes</td>
<td>0</td>
</tr>
<tr>
<td>named</td>
<td>8590</td>
<td>40922</td>
<td>10000</td>
<td>14</td>
<td>21099 ($p = 0.0001$)</td>
<td>2</td>
<td>yes</td>
<td>1</td>
</tr>
<tr>
<td>named</td>
<td>8590</td>
<td>40922</td>
<td>10000</td>
<td>20</td>
<td>10000 ($p = 0.0001$)</td>
<td>1</td>
<td>yes</td>
<td>0</td>
</tr>
<tr>
<td>named</td>
<td>8590</td>
<td>40922</td>
<td>10000</td>
<td>18</td>
<td>10000 ($p = 0.0001$)</td>
<td>1</td>
<td>yes</td>
<td>0</td>
</tr>
<tr>
<td>named</td>
<td>8590</td>
<td>40922</td>
<td>10000</td>
<td>15</td>
<td>10000 ($p = 0.0001$)</td>
<td>1</td>
<td>yes</td>
<td>0</td>
</tr>
<tr>
<td>named</td>
<td>8590</td>
<td>40922</td>
<td>10000</td>
<td>10</td>
<td>10000 ($p = 0.0001$)</td>
<td>1</td>
<td>yes</td>
<td>0</td>
</tr>
<tr>
<td>named</td>
<td>8590</td>
<td>40922</td>
<td>10000</td>
<td>18</td>
<td>10000 ($p = 0.0001$)</td>
<td>1</td>
<td>yes</td>
<td>0</td>
</tr>
<tr>
<td>named</td>
<td>8590</td>
<td>40922</td>
<td>10000</td>
<td>20</td>
<td>20000 ($p = 0.0001$)</td>
<td>2</td>
<td>yes</td>
<td>1</td>
</tr>
<tr>
<td>named</td>
<td>8590</td>
<td>40922</td>
<td>10000</td>
<td>25</td>
<td>10000 ($p = 0.0001$)</td>
<td>1</td>
<td>yes</td>
<td>0</td>
</tr>
<tr>
<td>named</td>
<td>8590</td>
<td>40922</td>
<td>10000</td>
<td>20</td>
<td>11640 ($p = 0.0001$)</td>
<td>1</td>
<td>yes</td>
<td>0</td>
</tr>
</tbody>
</table>

Experimental results for the LAS dataset
5 Conclusions and Future Works

This paper presents the ADENOIDS IDS which takes inspiration from the human immune system. This IDS is originally intended to deal with application attacks, extracting attack signatures for remote buffer overflow attacks.

ADENOIDS was tested against the Darpa 1999 Offline IDS Evaluation dataset and against another collected dataset. The experimental results presented were very encouraging. The proposed signature extraction algorithm can find the attack signatures and discard candidate signatures that would only produce false-positives.

Future work includes new tests considering other vulnerable applications, correlation of subsequent attacks, and an study about ADENOIDS generalization capability.

Although the ADENOIDS signature extraction mechanism covers only buffer overflow attacks it is extensible to other classes of attacks. The ideas described here can also have straight applications in other areas, such as honeypot automation and forensic analysis.
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Abstract. In order to keep up with new networking needs, it is necessary to adopt mechanisms for charging network usage in a universal way. The Secure Charging Protocol (SCP) aims at answering this complex authentication, authorization, accounting and charging (AAAC) problem. SCP fits business models especially adequate for ad-hoc networks. This document discusses SCP as a possible solution to the AAAC problems in MANETs and presents the improvements made to this protocol in terms of Quality of Service (QoS). An implementation of this protocol on PDAs and the results achieved are discussed.

1 Introduction

Wireless technologies have broadened the concept of networks to shared uncontrolled mediums where all are responsible for a little part of the whole. Words like “hotspot” and “mesh” have become popular in marketing and, step by step, the average user becomes aware of the new possibilities new wireless technologies offer.

Many researchers have exploited the advantages of this evolution by considering decentralised scenarios, where any node is not only a client but also a server. The concept of Mobile Ad-hoc networks (MANET) \cite{1} became a major research area under this framework. MANETs can range from networks made only of nodes that forward packets for each other - and therefore have no need for a centralised structure - until networks with special static points of access to a main network or even the Internet. In every case, MANETs are always highly volatile networks which support high mobility, decentralised routing algorithms, and wireless technologies. It is not surprising thus that MANETs have provided new opportunities for research on technologies and business (and AAAC) models. AAAC architecture concepts \cite{2} can be applied to MANETs with slight modifications: distributed accounting must be implemented, as all nodes are possible accounting and data collection points; and authentication and authorization must be considered case by case.

MANETs flexibility is attracting network service providers to incorporate ad-hoc technology support in their products. MANETs seem to provide mechanisms to

\* This work is in part supported by the EU Framework Programme 6 for Research and Development Daidalos (IST-2202-506997).
extend connectivity range, reduce node’s power consumption and increase both node’s mobility and failure tolerance - all without a significant investment from the service provider. There are two problems, though. Ad-hoc technologies require a critical mass of well-behaved nodes willing to forward other’s traffic. Moreover, the ISP also expects to charge the users accessing the network, in a parallel way to traditional connections. Both problems create the need to develop new charging paradigms and business models, capable of securely charging over “trust-no-one” environments and motivating node’s participation in ad-hoc networks.

This document introduces a business model adequate to traffic charging in ad-hoc networks, while increasing the participation level by motivating nodes to forward traffic. A protocol appropriate to this business model, the SCP protocol, and a novel implementation supporting traffic differentiation, will be presented. We will discuss issues concerning security and key sizes and present experimental results obtained. Finally, in the end, we will present the conclusions reached.

2 The SCP Protocol

Charging is clearly associated with business models, and ad-hoc environments present an opportunity for the appearance of novel business models. In the future, ideally ISP revenues will be maximised by increasing cooperation and promoting communication between users, instead of the traditional Access services.

The implementation of this type of business concept, where the operator will benefit by the users’ willingness to promote communication (peer-to-peer services), has some challenges. Especially in the cases of small devices in ad-hoc environments, it is not usually to the owner’s advantage to loose processing and bandwidth by forwarding other people’s packets. Therefore, a user will want his packets forwarded, but not to forward other's traffic. By providing “incentives”, novel business models [3] intend to reward users with money for the (forwarding) service they provide. The more packets a node forwards the more money it will receive at the end. This money can then be reused in its own usage of the cooperative service, to have his packets forward by other nodes, or can become a net profit at the end of the contract.

Two price factors, P+ and P-, are defined, to reflect the ratio between the money a user has to pay for sending packets and the amount he receives for forwarding. This concept is the basis for a service an ISP can provide anywhere a MANET can be deployed, using the ISP access points. The actual protocol that has been developed to support this approach is the Secure Charging Protocol [3]. SCP is adequate for the Business Models suggested, where the service provided is the inter-cooperation, the forwarding of traffic by multiple nodes. Notice that other alternative solutions based on incentives have been proposed (e.g. [4, 5]), with different trade-offs in terms of scenarios and required security levels.

SCP is an AAAC protocol that focuses on securely retrieving accounting information for traffic flows, while retaining relevant information associated with the routes that were taken by each of the packets. The protocol aims to handle situations where the receiving node (a paying node) cannot be trusted to report the correct traffic information, and provide per-packet assurances, if required.

To solve the questions associated with AAAC problems in this environment, a set of cryptographic primitives like signing, verifying and keyed hash chains, were used
within the protocol to create digital signatures. These primitives are essential to guarantee the authenticity of the accounting information provided. This accounting information is sent by the last forwarding node, which can accurately determine which packets were received by the receiving end. This node has the interest of providing as much information as possible, as it will benefit (economically) of this (it is the last node in the communication path that will forward data). SCP further defines an Access Router, which is trust-worthy, and will collect all relevant information. Note that this “Access Router” will often be the router interconnecting the ad-hoc network to a physical infrastructure (hotspot), but it is not necessarily so.

The protocol operation (Fig. 1) is divided into three phases: registration, forwarding and charging phases.

![Diagram showing operation of SCP.](image)

a) During the registration phase, nodes acquire their “identity” within the domain. An Access Request is sent to the Access Router containing relevant information on the node’s domain, plus a username and password. In response, the Access Router returns over an encryption tunnel the node’s certificate, the node’s private key, a shared key with the access router and charging information. This information can be used to authenticate node-related information.

b) During data transfer, when a node needs to send out data, it must sign it with its own private key so that the information can be verified as originating from that particular node (this is of particular importance to avoid charging wrong people). Together with the payload, a hash chain is initiated using a random number and a shared key so that the route can be confirmed at Access Router (AR) level.

Each time the packet hops through a node, the data is confirmed as being correct and authentic and the hash chain is further increased, by hashing the last value with the shared key of each node, before the packet is forwarded. This way the node is not wasting processing time on invalid packets, and introduces a confirmation of his activities (forwarding) inside the packet. The freshness of this hash is guaranteed by a random number seed introduced by the sender.

c) The last forwarding node is responsible for the accounting. It keeps database information on packets, routes and hash chains and periodically sends this information to the Access Router when reachable, during the accounting phase.
The accounting information is confirmed with the receiving node and both his answer and the information held by the last forwarding node are sent to the accounting server. By reproducing the order of hashing, together with the shared key, in the AR, the end result calculated in the server is compared to the value provided by the network, and thus provides a path confirmation mechanism. Having verified the path reported, the AR is then able to derive credits and charges to issue to all nodes in the communication path.

These concepts have been extended to support QoS. Making sure that a node complies with given QoS parameters is usually difficult, and is especially hard in MANETs, where nodes have different capabilities, and links have varying performance. In this context, we handle QoS simply as class differentiation: each node supports a finite number of classes (queues) that receive different processing times. The definition and parameterization of these classes is an issue for the operator.

A packet is transmitted associated with a class. The QoS class information is marked in the flow label of the IPv6 packet and is confirmed because it is part of the signed data of each packet. This creates a register of the QoS class provided for the packet by the nodes. A queue exists for each class. Service differentiation is provided by sorting packets to different QoS classes (different queues). The heaviest processing functions (in this case, the signature verification) are then used within a weighted round robin (WRR) scheme to distribute processing time unevenly, providing differentiated services to the QoS classes. Note that more advanced scheduling disciplines could be chosen, at the expense of larger implementation complexity.

During the charging phase, the AR derives the credits and charges taking in consideration the QoS reported information coming from the last forwarding node.

3 Implementation

SCP was implemented in a very common PDA, the Sharp Zaurus, running the Linux operating system. The implementation was performed in such a way that it can run on most Linux platforms and on different architectures (currently i386 and StrongArm). One of the main objectives of the implementation was to have a threaded modular prototype that could easily be extended, having pieces of code replaced without affecting the overall performance and public interface. The modular approach allows for any extension to be both simple and less time consuming because only a particular piece of the code has to be changed. Threading was implemented in order to provide the SCP implementation with flexibility, non-blocking asynchronous tasks and the possibility of service differentiation on a per-packet basis.

The SCP implementation consists of two layers: the SCP finite state machine, in the high level, and the network interface: the Packet Handler (Fig. 2). The Packet Handler is the basis for SCP. All SCP verification functions and packet differentiation are done at this level. Functions are then called depending on the packet type (class) from the finite state machine which characterizes SCP. There are three main threads in the Packet Handler. Two belong to the Packet Manager which interfaces directly with the network. One is for packet reading (referred as Read in the schematic) and the other for sending (represented as Write). These processes are asynchronous to the rest of the program; and depend only on the state of the packet. The other thread is the WRR mechanism that distributes the processing power by calling the verification
function as many times for each queue as it has been configured to (the Scheduler). Naturally, empty queues’ timeslots will be used by pending packets in other queues.

**Fig. 2.** Packet Handler Implementation and Key Global Functions

The SCP state machine implementation is divided into two classes that share some of the code and belong independently to the Node or the Access Router. (Note that this state machine is quite complex, and thus is not completely represented on the figure). At this level, all the functions regarding SCP verification functions, storing of data and cryptographic methods are grouped so they can be easily accessed from the underlying layer. This is represented as the Verification module in Fig. 3.

At this same level is another thread, the Timer thread, which is responsible for timed events such as a packet being re-sent or the cleaning of some stale data.

The implementation also includes Session Management capabilities. It includes a monitoring server that reads on a specified UNIX domain socket for information requests from other programs in the same machine mainly for debugging and demonstration purposes. After a program connects to the socket, it can request information about general variables, traffic statistics, and also details about the active sessions and known nodes. Information like traffic statistics or general information can be important for the end user to access, while the details about the active sessions and the known nodes are somewhat more important for debugging and testing purposes of the protocol.

A graphical interface running in both ARM and x86 architectures was developed to exploit this monitoring facility. This graphical interface is implemented using the QT libraries distributed by Trolltech Corporation [8] allowing a seamless integration both with the OPIE environment of the OpenZaurus distributions, and the QT based graphical environment distributed with the majority of the Linux distributions.

Notice that the modularity characteristics of this software allows for different verification or scheduling algorithms to be supported with minimal effort. Furthermore, the interfacing with the ad-hoc routing module is quite flexible, and different ad-hoc routing mechanisms can be easily supported. Moreover, run-time change of the routing protocol (because of node movement across different networks, e.g.) is supported. Currently the implementation supports AODV6 and static routing.

The choice of the signature algorithm will greatly influence the overall performance of any SCP implementation. Moreover, characteristics of ad-hoc networks like multi-hopping, reduced bandwidth, processing power and battery, and high distrust on the intentions of the nodes, impose some restrictions on the level of security and, therefore, in the signature algorithm to be used. Three key points needed to be evaluated: security level, processing power and network overhead. Security
level should be high enough to avoid impersonation and guaranty non-repudiation of the network traffic. These requirements are related to the key and algorithm to be used and also to the duration of the keys. If the ISP generates a new certificate every hour, key sizes can be very small. This may be not generally appropriate to all ad-hoc networks because the network overhead to exchange certificates could be too high in some networks. We supposed that certificates can have a high duration, and were to be secure enough to comply with the security requirements.

Different keying algorithms will have different signing and verifying times (Table 1). Specially, RSA and ECDSA are very different in terms of timings. The following table compares the time, in milliseconds, needed to perform a sign or verify operation using RSA or ECDSA. These tests [6] were executed in a PDA equipped with a StrongARM 206Mhz processor using the standard OpenSSL library [9].

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>RSA 704</th>
<th>RSA 1024</th>
<th>ECDSA 131</th>
<th>ECDSA 163</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key size</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sign (ms)</td>
<td>32.4</td>
<td>78</td>
<td>22.1</td>
<td>28.8</td>
</tr>
<tr>
<td>Verify (ms)</td>
<td>2.5</td>
<td>4.3</td>
<td>43.4</td>
<td>55.9</td>
</tr>
</tbody>
</table>

According to [8] if we consider an average number of hops equal or lesser than 5 and a level of security equivalent to an RSA-1024, ECDSA proves to be the most appropriate choice. However if the key length is below the previous value, RSA may be a better choice to maximise implementation performance.

RSA and ECDSA key sizes are very different. ECDSA provides a much more compact representation of the key regarding to the same security level, and thus is the most appropriate choice for the signature algorithm in order to minimise network overhead. A smaller key size also implies smaller certificates and consequently less memory occupied at each node by other nodes certificates.

After comparing RSA with ECDSA, ECDSA was found to provide better security, performance and overhead ratios than RSA, when considering the target environments of our SCP implementation. Final choices were of a security level related to an RSA key with 1024 bits or a security-equivalent 163 bits ECDSA key [7].

4 Implementation Results

We used a highly optimised implementation [6] of ECDSA which is capable of performing signing and verifying operations about 3.2 times faster than the OpenSSL implementation as in the CVS snapshot 20021202.

Our test scenario consisted in four nodes creating a bidirectional flux of packets with different packet rates, different packet sizes, different rates of packet verification at each node, and using a key size of 163 bits. The intermediate nodes are Zaurus PDAs and edge nodes are Pentium 500Mhz processors. With these scenarios we could effectively evaluate the protocol’s impact in the round-trip delay of a bidirectional connection like a VoIP communication, and QoS differentiation behaviour.

QoS differentiation was quite simple to demonstrate, and performed according with the expected WRR performance. Processing power was scheduled asymmetrically by the four queues implemented according to the weights allocated.
Other measures determined the benefit of verifying only a percentage of the packets forwarded. Fig. 3 shows the round-trip delay without SCP, SCP with verification of all packets crossing a node, and SCP with verification of half of the packets crossing the node. This last approach should not introduce many security problems, since control packets are all verified and, statistically all packets have a high probability of being verified along the route.

![Fig. 3. Round trip delays with different verification ratios](image)

The round-trip delay results show a constant increment on the measured time in function of the packet size. The delay difference between packets without using SCP in the network is the same, only added by an additional delay. This delay is mainly caused by the cryptographic functions verify and sign. (Measurements shown were taken for a single QoS class).

We identified three major functions introducing delay: SCP processing, cryptographic verify and cryptographic sign. Taking the case of a packet with 256 bytes, and doing signature verification in all nodes, the round-trip delay increased from ~10ms to ~100ms. Considering that nodes perform 6 verifications and 2 signatures in a round-trip, Table 2 shows the impact of each component in the overall performance of the protocol, along the different nodes.

It is clear that verification is the key function in this implementation. The choice of a key length appropriate to the security requirements from a specific scenario plays a major role in maximising protocol performance – and in our case we have a 163-bit ECDSA, usually regarded as life-time security. Also, the use of dedicated cryptographic hardware integrated in the mobile nodes, a trend already present in many wireless devices, could push the security of SCP even further by allowing these very secure keys without significant penalty loss, and minimising battery consumption.

<table>
<thead>
<tr>
<th></th>
<th>MT</th>
<th>FW Node</th>
<th>Third</th>
<th>CN</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCP</td>
<td>0,8%</td>
<td>1,6%</td>
<td>1,6%</td>
<td>0,8%</td>
</tr>
<tr>
<td>Sign</td>
<td>6,0%</td>
<td>0,0%</td>
<td>0,0%</td>
<td>6,0%</td>
</tr>
<tr>
<td>Verify</td>
<td>13,9%</td>
<td>27,8%</td>
<td>27,8%</td>
<td>13,9%</td>
</tr>
</tbody>
</table>
5 Conclusion

The SCP protocol can perform secure charging in ad-hoc networks without relying on any centralised infrastructure to account traffic, and considering that the nodes are not trusted. This allows the implementation of novel business approaches, promoting users’ willingness to cooperate and benefiting from peer-to-peer trends.

The implementation described offers a secure and modular implementation of the Secure Charging Protocol, able to evaluate the current mechanisms offered by the protocol specification, and including service differentiation. It also provides a stable base for future development, evaluation and testing of new features and proposals. In these regards, the SCP implementation has proved to outperform the expectations.

The key length is very important to determine the security achieved and also the performance penalty imposed with the charging process. The use of dedicated cryptography hardware, like FPGA technology, could greatly improve the results obtained and reduce dramatically packet delay in the case of very long key lengths.

References

Multi-rate Model of the Group of Separated Transmission Links of Various Capacities

Mariusz Głąbowski and Maciej Stasiak

Institute of Electronics and Telecommunications
Poznań University of Technology
ul. Piotrowo 3A, 60-965 Poznań
Telephone: +48 61 8750801, Fax: +48 61 6652572
{mglabows,stasiak}@et.put.poznan.pl

Abstract. In this paper it is proposed an approximate recurrent method of calculations of the occupancy distribution and the blocking probability in the generalised model of the limited-availability group, i.e. the group which consists of separated transmission links of various capacities. The group is offered a mixture of different multi-rate traffic streams. The results of the analytical calculations of blocking probability are compared with the results of the simulation of the limited-availability groups.

1 Introduction

The analysis of Broadband Integrated Services Digital Networks (B-ISDN) with virtual-channel connections, which guarantee Quality of Service parameters for calls of many different traffic classes, indicate the necessity of elaboration of effective methods of analysis and designing of links and nodes of broadband networks. One of the most effective methods of analysis of such systems are the methods which use the concept of the so-called equivalent bandwidth [1]. The assignment of several equivalent bandwidths to the Variable Bit Rate sources enables the evaluation of traffic characteristics of links and nodes in B-ISDN by means of multi-rate models worked out for the multi-rate circuit switching [1,2].

The basic link model in the traffic theory is the full-availability group which is a discrete link model that uses complete sharing policy [3,4]. However, from the viewpoint of realisation of groups of links of broadband networks the limited-availability groups (LAG) are more important than the full-availability ones. LAG is a discrete model of a system of separated transmission links. The limited-availability groups were the subject of many professional analyses, e.g. [5,6,7,8,9]. However, in all the known published papers only the so-called basic model of the limited-availability group (BMLAG), i.e. the group consisting of several links of identical capacities has been analysed. This model is appropriate for narrowband networks in which groups of PCM links are considered. In broadband networks, groups usually consist of links of various capacities (e.g. physical links in ATM networks include a number of virtual paths of various bandwidths).

* This work was supported by the Polish Committee for Scientific Research Grant 4 T11D 020 22 under Contract No 1551/T11/2002/22
In the paper a new method of blocking probability calculation in the so-called *generalised model of the limited-availability group* (GMLAG) with multirate traffic is proposed. The proposed method is a generalisation of the method quoted in [9] for blocking probability calculation in BMLAG. Following the proposed conception, calculations of blocking probability in GMLAG consists in approximating a multi-dimensional service process (occurring within the system) by one-dimensional Markov chain which is characterised by a product form solution and can be described by the generalised Kaufman-Roberts recursion [9,10].

The remaining part of this paper is organised as follows. In Section 2 BMLAG is analysed. In Section 3 the proposed method of blocking probability calculation in GMLAG is described. In Section 4 the results of analytical calculations of limited-availability groups are compared with the results of simulation. Section 5 concludes the paper.

## 2 Basic Model of the Limited-Availability Group

Let us consider the basic model of the limited-availability group, i.e. the system composed of \( k \) identical separated transmission links (Fig. 1). Let us assume that the system services call demands having an integer number of the so-called Basic Bandwidth Units (BBU)\(^1\) and that each of links of the group has the capacity equal to \( f \) BBU’s. Thus, the total capacity of the system is equal to \( V = kf \).

The system services a call – only when this call can be entirely carried by the resources of an arbitrary single link. The group is offered \( M \) independent classes of Poisson traffic streams having the intensities: \( \lambda_1, \ldots, \lambda_M \). A class \( i \) call requires \( t_i \) BBU’s to set up a connection. The holding time for calls of particular classes has an exponential distribution with the parameters: \( \mu_1, \ldots, \mu_M \). Thus, the mean traffic offered to the system by the class \( i \) traffic stream is equal to \( a_i = \lambda_i / \mu_i \).

In [9] an approximate method of blocking probability calculation in BMLAG was proposed. According to this method, the occupancy distribution in the system is determined by the generalised Kaufman-Roberts (KR) recursion [10,11,12]:

\[
nP(n) = \sum_{i=1}^{M} a_i t_i \sigma_i (n - t_i) P(n - t_i) ,
\]

where \( P(n) \) is the state probability, i.e. the probability of an event that there is \( n \) busy BBU’s in the system and \( \sigma_i(n) \) is the conditional probability of passing between the adjacent states of the process. The probability \( \sigma_i(n) \) is calculated on assumption that in the considered group \( n \) BBU’s are busy [9].

Let us designate the number of all the possible arrangements of \( n \) busy BBU’s in the group by symbol \( \alpha(n) \). According to [9], the problem of determination of the number \( \alpha(n) \) in LAG can be reduced to determination of the number of arrangements of \( x = V - n \) free BBU’s in \( k \) links, each of which has the capacity

\(^1\) It is assumed that BBU is the greatest common divisor of the equivalent bandwidths of all call streams offered to the system [1].
limited to \( f \) BBU’s. The number of the arrangements can be calculated by means of combinatorial function \( F(x, k, z) \) which let us determine the number of arrangements of \( x \) free BBU’s in \( k \) links which capacities are limited to \( z \) BBU’s: 

\[
F(x, k, z) = \sum_{i=0}^{\left\lfloor \frac{x+z}{k+1} \right\rfloor} (-1)^i \binom{k}{i} \binom{x+k-1-i(z+1)}{k-1} .
\]  

On the basis of (2), the parameter \( \alpha(n) \) can be be written as follows: 

\[
\alpha(n) = F(V - n, k, f) .
\]  

Subsequently, let us designate the number of events for which the blocking state occurs (the state in which each link of the group contains less than \( t_i \) free BBU’s for servicing class \( i \) call) by symbol \( \beta_i(n) \). The number of such events can be calculated as the number of arrangements of \( V - n \) free BBU’s in \( k \) links, each of which has the capacity limited to \( t_i - 1 \) BBU’s. According to (2), we obtain: 

\[
\beta_i(n) = F(V - n, k, t_i - 1) .
\]  

Thus, the conditional probability of blocking for class \( i \) traffic stream in the limited-availability group in which \( n \) BBU’s are busy can be expressed as follows: 

\[
\gamma_i(n) = \frac{\beta_i(n)}{\alpha(n)} .
\]  

At last the conditional probability of passing \( \sigma_i(n) = 1 - \gamma_i(n) \) can be determined: 

\[
\sigma_i(n) = \frac{[F(V - n, k, f) - F(V - n, k, t_i - 1)]}{F(V - n, k, f)} .
\]  

Having determined all the probabilities \( \sigma_i(n) \), we can calculate the occupancy distribution \( P(n) \) and subsequently blocking probability for class \( i \) calls [9]: 

\[
b(i) = \sum_{n=V-k(t_i-1)}^{V} P(n)[1 - \sigma_i(n)] .
\]  

3 Generalised Model of the Limited-Availability Group

Let us consider now GMLAG, i.e. the system composed of links of \( q \) types. Each link type is explicitly featured by the following parameters: \( k_q \) – the number of links of type \( q \); \( f_q \) – capacity of links of type \( q \) (Fig. 2). Total capacity of the group is equal to \( V = \sum_{s=1}^{q} k_s f_s \). The considered system services a call only when this call can be entirely carried by the resources of an arbitrary single link.

In this paper it is assumed that the occupancy distribution in GMLAG is determined by the generalised KR recursion (1) in which probabilities \( \sigma_i(n) \) are calculated according to the method proposed below.

Firstly let us consider the limited-availability group composed of links of two types \( (q = 2) \). In the considered case, the total capacity of the group \( V \) can
be expressed as a sum of capacities of links of the first and the second type: 
\[ V = V_1 + V_2, \] 
where \( V_1 = k_1 f_1, \) \( V_2 = k_2 f_2. \) The problem of determination of all the possible arrangements of \( x \) free BBU’s in the group can be considered in two stages. In the first stage we determine the number of all the possible ways of division of \( x \) BBU’s into \( x_1 \) BBU’s in links of the first type and \( x - x_1 \) BBU’s in links of the second type whereas in the second stage we determine the number of arrangements of a given number of BBU’s in links of the same type, i.e. the number of arrangements of \( x_1 \) BBU’s in links of the first type and \( x - x_1 \) BBU’s in links of the second type. The number of arrangements in the second stage can be calculated by (2). So, the number of all the possible arrangements of \( x \) free BBU’s in the group composed of links of two types can be expressed as follows:

\[
F(x, k_1, k_2, f_1, f_2) = \sum_{x_1=0}^{x} F(x_1, k_1, f_1) F(x - x_1, k_2, f_2). \tag{8}
\]

Continuing our considerations we can determine the number of all the possible arrangements of \( x \) free BBU’s in the group composed of links of \( q \) types:

\[
F(x, k_1, \ldots, k_q, f_1, \ldots, f_q) = \sum_{x_1=0}^{x} \sum_{x_2=0}^{x-x_1} \ldots \sum_{x_q=1}^{x-\sum_{r=1}^{q-2} x_r} \cdots \sum_{x_{q-1}=0}^{x-\sum_{r=1}^{q-2} x_r} F(x_1, k_1, f_1) F(x_2, k_2, f_2) \ldots F(x_{q-1}, k_{q-1}, f_{q-1}) F(x - \sum_{r=1}^{q-1} x_r, k_q, f_q). \tag{9}
\]

At last, \( \sigma_i(n) \) in GMLAG can be calculated by the modified (6):

\[
\sigma_i(n) = 1 - [F(V - n, k_1 \ldots k_q, t_i - 1)/F(V - n, k_1 \ldots k_q, f_1 \ldots f_q)]. \tag{10}
\]

Taking into account all the blocking states in the limited-availability group composed of links of \( q \) types, the blocking probability for class \( i \) calls can be calculated:

\[
b(i) = \sum_{n=V-\sum_{s=1}^{q} k_s(t_i-1)}^{V} P(n)[1 - \sigma_i(n)]. \tag{11}
\]


4 Numerical Results

In order to confirm the adopted assumptions accepted in the proposed method, the analytical results of blocking probability have been compared with the simulation results. In this section, selected numerical results are presented for BM-LAG \((q = 1, k_1 = 4, f_1 = 30, V = 120)\) and GMLAG \((q = 3, k_1 = 4, f_1 = 5, k_2 = 7, f_2 = 10, k_3 = 2, f_3 = 15, V = 120)\). The systems were offered three traffic classes in the following proportion: \(a_1t_1 : a_2t_2 : a_3t_3 = 1 : 1 : 1\). The number of BBU’s demanded for calls of particular traffic classes is equal to \(t_1 = 1\), \(t_2 = 2\), \(t_3 = 6\), respectively. The results are presented in Fig. 3(a) and Fig. 3(b) in relation to the value of traffic offered to a single BBU: \(a = \left(\sum_{i=1}^{M} a_it_i\right) / V\). The simulation results are shown in the charts in the form of marks with 95% confidence intervals that were calculated after the \(t\)-Student distribution for the five series with 1,000,000 calls of this traffic class that generates the lowest number of calls.

![Graph](image)

(a) Blocking probability in BMLAG
(b) Blocking probability in GMLAG

**Fig. 3.** Calculations: ——— class 1; ––– class 2; - - - class 3. Simulations: \(\times\) class 1;
\(\bigcirc\) class 2; \(\bullet\) class 3.

Figure 3(a) shows the results of blocking probability in the limited-availability group composed of links of one type. The obtained results allow us to compare accuracy of the method worked out in [9] for BMLAG with the accuracy of the calculation method proposed for GMLAG. In Figure 3(b) the results of blocking probability in the limited-availability group composed of links of various capacities are presented. The presented figure show the power of the proposed method of blocking probability calculation. For each value of traffic, calculation results are characterised by fair accuracy.
5 Conclusions

In this paper a new approximate model of a multi-rate system (a group of transmission links) has been proposed. The model is based on transforming multi-dimensional service processes in the system into a one-dimensional discrete Markov chain characterised by a product form solution. The proposed model, called the generalised model of the limited-availability group, has been used for blocking probability calculation in the group of separated transmission links of various capacities. The obtained results have been compared with the data of digital simulation. This research has confirmed a great accuracy of the proposed model, which is comparable to the accuracy of the method worked out for the groups composed of identical links (basic model of the limited-availability group). A lot of simulation experiments carried out by the authors indicate that fair accuracy is obtained regardless of the number of type of links, link capacities and the number of traffic classes. It confirms all the adopted theoretical assumptions accepted in the proposed method.
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Abstract. Multicast routing problem in computer networks, with more than one objective to consider, like cost and delay, is usually treated as a mono-objective Optimization Problem, where the cost of the tree is minimized subject to a priori restrictions on the delays from the source to each destination. This paper presents a new multicast algorithm based on the Strength Pareto Evolutionary Algorithm (SPEA), which simultaneously optimizes the cost of the tree, the maximum end-to-end delay and the average delay from the source node to each destination node. Simulation results show that the proposed algorithm is able to find Pareto optimal solutions. In addition, they show that for the problem of minimum cost with constrained end-to-end delay, the proposed algorithm provides better solutions than other well-known alternatives as Shortest Path and KPP algorithms.

1 Introduction

Multicast consists of concurrent data transmission from a source to a subset of all possible destinations in a computer network [1]. In recent years, multicast routing algorithms have become more important due to the increased use of new point to multipoint applications, such as radio and TV transmission, on-demand video, teleconferences and e-learning. Such applications have an important quality-of-services (QoS) parameter, which is the end-to-end delay along the individual paths from the source to each destination. Another important consideration in multicast routing is the cost of a tree. It is given by the sum of the costs of its links. Most algorithms dealing with cost of a tree and delay from source to each destination, address multicast routing as a mono-objective optimization problem, minimizing the cost subjected to an end-to-end delay restriction. In [2], Kompella et al. present an algorithm (KPP) based on dynamic programming that minimizes the cost of the tree with a bounded end-to-end delay. For the same problem, Ravikumar et al. [3] present a method based on a simple genetic algorithm. This work was improved in turn by Zhengying et al. [4] and Araujo et al. [5]. The main disadvantage with this approach is the necessity of an a priori upper bound for the delay that may discard solutions of very low cost with a delay only slightly larger than a predefined upper bound. In contrast to the mono-objective algorithms, a MultiObjective Evolutionary Algorithm...
MOEA simultaneously optimizes several objective functions; therefore, they can consider end-to-end delay as a new objective function. Multiobjective Evolutionary Algorithms provide a way to solve a multiobjective problem (MOP), finding a whole set of Pareto solutions in only one run. This paper presents a new approach to solve the multicast routing problem based on a MOEA called the Strength Pareto Evolutionary Algorithm (SPEA) [6].

The remainder of this paper is organized as follow. A general definition of a multiobjective optimization problem is presented in Section 2. The problem formulation and the objective functions are given in Section 3. The proposed algorithm is explained in Section 4. Experimental results are shown in Section 5. Finally, the conclusions are presented in Section 6.

2 Multiobjective Optimization Problem

A general Multiobjective Optimization Problem (MOP) includes a set of \( n \) decision variables, \( k \) objective functions, and \( m \) restrictions. Objective functions and restrictions are functions of decision variables. This can be expressed as:

\[
\text{Optimize } \quad y = f(x) = (f_1(x), f_2(x), ..., f_k(x))
\]

\[
\text{Subject to } \quad e(x) = (e_1(x), e_2(x), ..., e_m(x)) \geq 0
\]

where \( x = (x_1, x_2, ..., x_n) \in X \) is the decision vector, and \( y = (y_1, y_2, ..., y_k) \in Y \) is the objective vector. \( X \) denotes the decision space while the objective space is denoted by \( Y \). The set of restrictions \( e(x) \geq 0 \) determines the set of feasible solutions \( X_f \subseteq X \) and its corresponding set of objective vectors \( Y_f \subseteq Y \). The problem consists in finding \( x \) that optimizes \( f(x) \). In general, there is no unique “best” solution but a set of solutions. Thus, a new concept of optimality is established for MOPs. In the minimization context of this work, given \( u, v \in X \),

\[
f(u) = f(v) \iff \forall i \in \{1,2,...,k\}: f_i(u) = f_i(v);
\]

\[
f(u) \leq f(v) \iff \forall i \in \{1,2,...,k\}: f_i(u) \leq f_i(v);
\]

\[
f(u) < f(v) \iff f(u) \leq f(v) \land f(u) \neq f(v).
\]

Then, they comply with one of three conditions: (i) \( u \) dominates \( v \) iff \( f(u) < f(v) \); (ii) \( u \) and \( v \) are non-comparable iff \( f(u) < f(v) \land f(v) < f(u) \); or (iii) \( v \) dominates \( u \) iff \( f(v) < f(u) \). \( u \gg v \) will denote that \( u \) dominates or is equal to \( v \). A decision vector \( x \in X_f \) is non-dominated with respect to a set \( V \subseteq X_f \) iff: \( x \) dominates \( v \) or they are non-comparables, \( \forall v \in V \). The set \( X_{true} = \{ x \in X_f | x \text{ is non-dominated with respect to } X_f \} \) is known as Optimal Pareto set, while the corresponding set of objective vectors constitutes the Optimal Pareto Front.

3 Problem Formulation

For this work, a network is modeled as a direct graph \( G = (V, E) \), where \( V \) is the set of nodes and \( E \) is the set of links. Let \( (i, j) \in E \) be the link from node \( i \) to node \( j \). For each link \( (i,j) \), let \( c_{ij} \) and \( d_{ij} \) its cost and delay. Let \( s \in V \) denote a source and \( N \subseteq V - \{s\} \) denote a set of destination nodes of a multicast group. Let \( T(s,N) \) represent
a multicast tree with $s$ as source node and $N$ as destination set. Let $p_T(s,n)$ be the subset of $T(s,N)$ that connects the source node $s$ with a destination $n \in N$. The multicast routing problem may be stated as a MOP that tries to find a tree minimizing the maximum delay ($D_M$), the cost of the tree ($C$) and the average delay ($D_A$):

$$D_M = \max_{n \in N} \left\{ \sum_{(i,j) \in p_T(s,n)} d_{ij} \right\}.$$  \hspace{1cm} (1)

$$C = \sum_{(i,j) \in T} c_{ij}.$$ \hspace{1cm} (2)

$$D_A = \frac{1}{|N|} \sum_{n \in N} \left[ \sum_{(i,j) \in p_T(n)} d_{ij} \right].$$ \hspace{1cm} (3)

**Example 1.** Given the multicast group shown in Figure 1, a tree with an end-to-end delay less than 40 ms is a priori chosen. (a) shows the Shortest Path Tree (SPT). (b) shows the tree constructed with KPP [3], that minimizes $C$ subject to the bound delay of 40 ms. (c) shows a tree that would not be found by KPP or other algorithms based on restrictions if an a priori restriction of 40 ms were given. This alternative may be a good option since it has lower cost and a bound delay only slightly larger than the predefined bound.

![Fig. 1. National Science Foundation (NSF) Net. Each link with its delay and cost assigned](image)

It is important to note from the mathematical formulation that the three objective functions are treated independently and should be minimized simultaneously. Therefore, a set of optimal solution, like the Fig. 1 shows, is provided in one run.

### 4 Proposed Algorithm

The proposed algorithm holds an evolutionary population $P$ and a Pareto set $P_{nd}$. Starting with a random population $P$, individuals evolve to optimal solutions, and these are included in $P_{nd}$. The algorithm, shown in Figure 2(a), is briefly explained.

**Construct routing tables.** Let $N = \{n_1, n_2, \ldots, n_{|N|}\}$. For each $n_i \in N$, a routing table is built. It consists of the $R$ shortest and $R$ cheapest paths. $R$ is a parameter of the
algorithm. Yen’s algorithm [9] was used for this task. A chromosome is represented by a string of length \(|N|\) in which the element (gene) \(g_i\) represents a path between \(s\) and \(n_i\). The relation between a chromosome, genes and routing tables is shown in Figure 2(b). The chromosome represents the tree in the same Figure.

**Fig. 2.** (a) Proposed algorithm. (b) Relation between the chromosome, genes and routing tables

**Discard.** In \(P\), there may be duplicated chromosomes. Applying genetic operations like crossover on two of them will yield the same chromosome. Therefore, the searching ability could be reduced. Duplicated individuals are replaced by new randomly generated ones, as recommended in [8].

**Evaluate \(P\).** Evaluate \(P\) computes the objective vector of each individual in \(P\), using the objective functions defined in Section 3.

**Update non-dominated set \(P_{nd}\).** Each non-dominated individuals of \(P\) is compared with the individuals in \(P_{nd}\). If that in \(P\) is not dominated by anyone of \(P_{nd}\), then it is copied to \(P_{nd}\). Besides, if an individual in \(P_{nd}\) is dominated by someone in \(P\), it is removed from the external set.

**Compute fitness.** Fitness of every individual is computed using \(SPEA\) procedure [6].

**Selection.** The selection operator is applied on each generation over the union set of \(P_{nd}\) and \(P\), to select good individuals to generate the next population \(P\). The roulette procedure has been implemented as a selection operator [7].

**Crossover and mutation.** Two-point crossover operator is applied over each selected pair of individuals. Then, some genes in each chromosome of the new population are randomly changed (mutated) with probability \(P_{mut}\) [7].

## 5 Results

The proposed algorithm has been tested in different network topologies. Firstly, simulation experiments for the Example 1, labeled as P1, were performed. Besides, two test problems from [5] were used. They were labeled as P2 and P3. The parameters of the proposed algorithm were set to \(|P|=100\), \(P_{mut}=0.3\) and \(R=25\). An exhaustive search method, which finds the Pareto optimal solutions, was used to compare the results. This algorithm simply calculates all possible chromosomes and picks up the non-dominated individuals. The run time was approximately 3 hours for P1 and 10 minutes for P2 and P3. For each of the last two problems, 50 runs were done using the proposed algorithm with \(|P|=50\), \(P_{mut}=0.3\) and \(R=25\). The runs were stop when no new non-dominated solution was found for 250 successive generations.
Table 1 presents the average \( t_a \) and maximum \( t_{\text{max}} \) running time in ms; the number of Pareto optimal solutions \( (S) \); the minimum \( (SF_{\text{min}}) \), maximum \( (SF_{\text{max}}) \) and average \( (SF_a) \) number of theoretical optimal solutions found in a run. Note that even in the worst case 66% of the theoretical Pareto set was found \( (4/6 \) for P3). Furthermore, the lower ratio \( SF_a/S \) was at least 0.857 \( (6/7, \) for P2).

![Fig. 3. Test problems P2 and P3](image)

### Table 1. Results of problems P1, P2 and P3

<table>
<thead>
<tr>
<th></th>
<th>( t_a )</th>
<th>( t_{\text{max}} )</th>
<th>( S )</th>
<th>( SF_{\text{min}} )</th>
<th>( SF_{\text{max}} )</th>
<th>( SF_a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>210</td>
<td>215</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>7.8</td>
</tr>
<tr>
<td>P2</td>
<td>350</td>
<td>390</td>
<td>7</td>
<td>5</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>P3</td>
<td>350</td>
<td>380</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td>5.2</td>
</tr>
</tbody>
</table>

Besides the above test problems, the proposed algorithm was compared against the \( SPT \) and \( KPP \) [2] to find the minimum cost tree subject to an end-to-end delay restriction. The proposed algorithm was tested using the NSF Net. In order to measure the performance of the algorithm, average normalized cost and delay were computed:

\[
C_N = (1/Y)\sum_{i=1}^{Y} \left( C_{iH} - C_{iMMA} \right) / C_{iMMA}.
\]  

\[
D_N = (1/Y)\sum_{i=1}^{Y} \left( D_{iH} - D_{iSPT} \right) / D_{iSPT}.
\]

where

- \( Y \) : Number of runs with the same bound delay and size of multicast group.
- \( C_{iH} \) : Cost of the tree using \( H \) (\( H=\text{SPT} \) or \( H=\text{KPP} \)) on run \( i \).
- \( C_{iMMA} \) : Cost of the tree using the proposed Multicast Multiobjective Algorithm (\( MMA \)) on run \( i \).
- \( D_{iH} \) : Average delay of the tree using \( H \) (\( H=\text{MMA} \) or \( H=\text{KPP} \)) on run \( i \).
- \( D_{iSPT} \) : Average delay of the SPT.

One hundred runs for each of four different multicast group sizes and for each of four different bound delays were done. Thus, 1600 runs with different multicast groups were tested. Costs of the links were generated at random and uniformly from the set \{3, 4, ..., 10\} for each run. \( MMA \) was set to \( |P|=100, P_{\text{mut}}=0.3 \) and \( R=30 \). The runs stopped when no new non-dominated solutions were found for 100 generations. Given that \( MMA \) provides more than one solution, the one showing the minimum cost
subject to the end-to-end delay restriction was picked out. Figure 4 summarize the results. They show that MMA constructs lower cost trees than KPP and SPT. The normalized SPT costs are between 10 and 30 %, while those of KPP are between 2 and 5 %. The effect of increasing the delay constraint is clear: KPP and MMA increase their average delay compared against SPT, while the cost of their trees are lowered. This implies a notorious tradeoff between both metrics. Clearly an approach that can find Pareto solutions is much more suitable for this type of problems.

6 Conclusions

This paper presents a new multiobjective approach to solve the multicast routing problem. To solve this problem, a multiobjective multicast routing algorithm was proposed. This algorithm optimizes simultaneously three objective functions: 1- maximum end-to-end delay, 2- cost of a tree, 3- average delay. The proposed evolutionary algorithm has a purely multiobjective approach, based on SPEA. This approach calculates not only one solution, but also an optimal Pareto set of solutions, in only one run. This last feature is of special importance, since the most adequate solution for each particular case can be chosen without a priori restrictions.

The proposed algorithm was evaluated with three test problems. Even in the worst case, it was able to find the 66% of the real Pareto set. Next, the proposed algorithm was compared against SPT and KPP to solve the problem of minimum cost tree subject to end-to-end delay restriction. Besides constructing the lowest cost tree, the proposed algorithm produces solutions with lower average delay than KPP in several cases (this is, cheaper trees with lower average delay), proving it is able to find better solutions including several theoretical Pareto optimal ones. As future work, we will consider other objective functions as maximum link utilization and larger networks.
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Abstract. The increasing usage of multiple signalling mechanisms, with associated QoS extensions, creates several problems to commercial data networks. New and scalable approaches are required for the network operator to support this diversity. This paper discusses a highly flexible, scalable architecture for processing QoS Admission Control in public networks. The architecture relies on the cooperation of two different entities, an agent and a manager, with fully distributed implementation, and able to perform the required signalling, authorization, and admission control decisions. If required, the agent is capable of interfacing with different signalling mechanisms. Early implementation conclusions are also presented. This architecture is capable of operating with multiple QoS frameworks, with minimal added overhead.

1 Introduction

Internet traffic is increasing at an unprecedented rate as Internet-driven service demand grows. New applications require higher bandwidths and are often quality sensitive. Differentiated traffic treatment is expected for better management of available resources. For this, the Internet Engineering Task Force (IETF) proposed models to support QoS requirements, such as the Differentiated Services (DiffServ) and the Integrated Services (IntServ)/RSVP frameworks. Furthermore, other QoS-related signaling proposals appeared, associated with protocols oriented towards multimedia communications [1].

The IntServ architecture [2] was proposed in order to give QoS guarantees to a specific flow between a source and a destiny. Unfortunately, it presents a severe scalability problem in large networks. On the other hand, the DiffServ [3] framework solves the scaling problem aggregating the traffic flows with similar QoS requirement in Classes of Service (CoS) but does not provide, by itself, end-to-end QoS guarantees, and just provides different treatments to this CoS-marked traffic. In DiffServ scenarios, end-to-end QoS guarantees can be achieved by more complex control strategies: adding a Bandwidth Broker [4] to DiffServ networks; or using hybrid networks, with an access network supporting IntServ, and a transport network DiffServ-aware. Implementations [5][6][7] already exist for these scenarios but they suffer from various problems: lack of flexibility (not able to adapt to new signalling protocols); scalability problems (centralizing the QoSBroker functions in one machine); or
extreme inefficiency (carrying IntServ information over the DiffServ network, without any impact on network control).

For an ISP, this QoS multiplicity poses severe difficulties, which are compounded by the extensive requirements of the “new multimedia services”. The operator network will have to adapt to the fact that some applications do not explicitly signal QoS requirements, although they require QoS assurances for proper behaviour, while other applications use complex protocols to negotiate their QoS-related needs. Furthermore, an operator usually has to handle customers with quite different relevance, and it would be preferable to provide differentiated service according to the type of user. This is the target environment for future networks [8], where QoS support will be widespread, and provided in a diversity of situations. In this “4G wireless world” context, the classic Internet paradigm (“keeping all intelligence in the edges”) cannot be maintained, as operators will aim to control network usage. Notice also that the recent security concerns already forces operators to intervene and monitor network traffic.

The next section describes a proposed network architecture for supporting QoS, able to handle this multiplicity of requirements, using a transsignalling unit at the edges. Some potential application scenarios of this architecture are presented in “Transsignalling usage”, and key conclusions, based on current implementation, are presented in the final section.

2 An Advanced QoS Control Architecture

For scalability reasons QoS support at the network level will require DiffServ enabled core networks. Our improved QoS architecture (Fig. 1), based on [9], assumes such a network, and defines specific entities for signalling and control. Three entities are defined, an AAAC server responsible for contract level QoS issues, an AQMUA (Advanced QoS Manager of Universidade de Aveiro) which is mainly a QoS Broker [4] with added functionalities, and SPAAQE (Signalling Processing, Access Authorization and QoS Enforcement) units, an advanced entity lying in access routers, that provides advanced signalling and QoS processing.

![Fig. 1. Proposed QoS-Network Architecture](image-url)
Each AAAC defines an administrative region for providing a common set of QoS services. Each AQMUA defines an “autonomous” region, independent in its capability of allocating resources, and controlling its associated edge devices (SPAAQE entities). The multiple AQMUAs act as a distributed overlay network for internal signalling, capable of interchanging QoS related information in a fast and simple way.

2.1 AQMUA

The Advanced QoS Manager of Universidade de Aveiro is the architecture element responsible for managing end-to-end QoS in its “autonomous” region. The AQMUA is responsible for performing global network management, keeping QoS levels per class; making admission control decisions; keeping information on network topology, as well as information about the neighbor network architectures; exchanging network information with SPAAQE entities; supporting SPAAQE in traffic conditioning decisions, feeding proper queue parameters to that entity and keeping accounting information of user network usage. For doing this, each AQMUA has detailed knowledge of its domain topology and receives reports from its associated SPAAQE entities.

Fig. 2 shows AQMUA internals. It contains four major components (the service interface with AAAC is not represented):
- A QoS Broker that performs control admission decisions, and overall network management tasks;
- A SPAAQE driver, that interfaces with SPAAQE entities from its network;
- An AQMUA driver, used to communicate with other AQMUA entities, in order to implement a distributed environment.
- A configuration and control graphical user interface.

In order to store all the information it needs, the AQMUA has three databases: an accounting database where it registers the network usage; a policy database, where it has service descriptions in terms of QoS parameters; and a network topology database, where it keeps the network element description and utilization, as well as the network architecture of neighbor areas. Furthermore, AQMUA can be configured using a Web GUI, where network elements can be listed into the database and their characteristics can be defined.

The QoSBroker is the key element in AQMUA. It is the QoSBroker that makes AQMUA resource management decisions. After a resource request, the QoSBroker
examine the network resources availability, decides upon the acceptance of that traffic flow, and informs the SPAAQE. Information related with the authorized traffic flows is inserted in the accounting database, and can be used later for admission control decisions (deriving trends) or for accounting purposes.

2.2 SPAAQE

In this distributed architecture, the SPAAQE is the element positioned at the interface with the access network. The SPAAQE is responsible for detecting, classifying and processing data flow’s going from and into the DiffServ network core. Typically this entity would act as a DiffServ Edge Router [3], but the added functionalities and individual processing capabilities implemented in SPAAQE lead us to a significantly different entity. In the SPAAQE the flow’s are not only treated for QoS, but further processed in terms of signalling, accounting, destination address translation and any other kind of processing the Service Provider might want to add through the use of plug-ins. All decisions made by SPAAQE are local and relative to flow processing done by means of information received from the AQMUA: the SPAAQE does not take decisions by itself. However, once configured by the AQMUA, the SPAAQE is capable of handling localized decisions based on the information exchanged with the AQMUA.

One of the SPAAQE’s major improvements is the capability to handle micro-flows identifiable by selectable mechanisms. These flows represent a greater granularity in the way the DiffServ network can differentiate handled traffic. For instance, they can represent specific User/Application traffic pairs that can provide the network administrator new ways of customizing available services to each specific client. This provides an IntServ-granularity applicable to user applications even when they are not IntServ-aware. Furthermore, these features are provided without any constrains to the final user. This is a consequence of SPAAQE main objective: a flexible signalling interface for the network provider, totally transparent to the end-user.

The SPAAQE’s architecture (Fig. 3) consists of four main elements, a Classifier, a Scheduler, an Accounting module and an Advanced QoS Agent (ASQA). The Classifier is capable of classifying incoming packets based on information provided by the ASQA. The Scheduler manages queues, and is responsible for enforcing quality of service on packets going through SPAAQE; it further includes dropping capabilities (policing). The Accounting module interfaces with the accounting system deployed in the network (either Diameter or Radius servers) providing information on network usage. This module interfaces with the scheduler and ASQA through pluggable interfaces.

Fig. 3 also shows a simplified vision of the information flow inside the SPAAQE. Packets going through the Classifier are marked according to the installed configuration. Packets that don’t match any configuration directive are considered unmarked and routed to the ASQA for further processing. The Classifier also routes packets that require advanced processing to the ASQA, such as packets it has no information on which action to take.

The ASQA is the SPAAQE’s main element, where all control tasks are processed and treated. The ASQA is not only responsible for configuring the Classifier and Scheduler but is the responsible for the advanced functionalities that differentiate the SPAAQE from a common Edge Router.
The ASQA is made of three functions; a Flow Detection unit capable of identifying micro-flows; a Flow Processing unit that treats the packet flows according to adequate configuration and a Flow Management process, which controls the SPAAQE. The ASQA is also the element that interfaces with the AQMUA, requesting instructions, providing information and receiving commands by means of COPS messages. Thus the AQMUA keeps a permanent knowledge of the current state of the network.

The most powerful feature of SPAAQE is the capability of the Flow Management process in the ASQA to process signalling messages, such as RSVP packets or SIP messages. This feature provides the means of achieving the desired network functionality for providing a homogeneous signalling to the core entities, while fully supporting any type of signalling in the access network. For instance, in terms of RSVP messages, the Flow Management receives the RSVP packets and according to information exchanged with the AQMUA enforces adequate QoS to the flow packets. The Flow Management process is not only capable of interpreting the RSVP packets and further translate IntServ into DiffServ, but is also capable of generating RSVP packets – which implies translating DiffServ-marked packets back into a IntServ flow - and issuing the proper messages to the applications.

This advanced feature is modular, in the sense that new modules capable of processing other signalling protocols can be incorporated into the SPAAQE, even during run-time, enabling it to translate any signalling protocol that the operator defines.

This transsignalling capability separates user-related signalling from network internal mechanisms. The transsignalling provided by the ASQA enables precise means of authorizing and enforcing QoS upon applications running on the operator Network. These features constitute a set of mechanisms that provide additional intelligence to the routers, enabling the deployment of advanced services (as per Application QoS) and support for legacy heterogeneous applications - while keeping a single signalling framework in the operator’s core network. The classifier could also enable mechanisms of tracing and stopping Internet traffic; for instance, virus could be detected and stopped from spreading through the core network.
3 TransSignalling Usage

TransSignalling capabilities can potentially have multiple applications in future operator networks, especially when multiple heterogeneous environments are considered to be seamlessly supported – the usual network assumption for 4G scenarios [9].

3.1 Signaling Heterogeneity

Handling signaling in a heterogeneous network can be a very complex task, as different frameworks have their own signaling mechanisms (e.g. the multiple QoS frameworks supported by IETF). Furthermore, several signaling schemes would optimally require proper integration with network support, in terms of QoS. For example, SIP messages should trigger also network level reservation [1]. This implies that QoS-related signaling has to be generated from non-QoS signaling, or for non-QoS aware applications.

When multiple types of clients or applications are connected to the same access point, the access router has to handle these diverse types of signaling. Pushing this intelligence to the Broker (AQMUA) would lead to low performance implementations. Furthermore, these signaling protocols would all need to understand how the network is internally managed. All these problems disappear using the SPAAQE. The interface between SPAAQE and the AQMUA is uniform, COPS-based. The applications have their own signaling mechanisms, and the SPAAQE has the required intelligence to hide this signaling from the network, translating the application messages (e.g. a SIP message) into QoS requests, and simplifying the overall network QoS management.

A similar situation happens with cellular wireless access networks (e.g. UMTS). These technologies have very specific QoS mechanisms and supporting QoS at the physical layer may require a complex set of messages exchanged between the mobile node and the access point/base station (which incorporates the access router in our model [6]). The SPAAQE is able to provide this physical layer signaling adaptation.

This system can be applied even for QoS unaware applications (such as common Internet gaming applications). The cost of changing all the network client applications is very high, so legacy applications have to be supported in future networks. In those cases, the SPAAQE can identify the application (or the user) and query AQMUA in order to know the QoS profile that should be used by this traffic. AQMUA answers can depend on the application that generated the traffic, allowing (for example) the operator to provide different QoS services to email and web browsing traffics.

3.2 Integration of Different QoS Architectures

Integration of different QoS architectures (namely IntServ and DiffServ) is a good illustrative example of this type of capabilities, and this module is already operational in our current SPAAQE implementation. This implementation is based in proven Linux API’s such as Netfilter [10], TC [11] and L7 Filters [12]. These API’s have been extended in functionalities, but maintaining their stability and scalability features as well as good performance. DiffServ approaches rely on DSCP marking associated to
each packet, while IntServ relies on RSVP signaling. The integration of IntServ traffic (common on the access) and DiffServ networks (common on the operator network) has some problems, as these two frameworks use two different signaling strategies.

Our QoS system is able to decide the signal adaptation that should be made in order to provide the correct QoS signaling to the next network to be visited. The SPAAQE is a network stateful entity capable to change QoS signaling, in both directions. The AQMUA knows the network topology as well as the network QoS architecture. When traffic comes from a network border, SPAAQE queries AQMUA about the next network technology. In the case of the QoS architecture still being the same, SPAAQE does nothing, except routing the flows. But if the next network uses a different QoS framework, SPAAQE requests to the next network valid QoS profiles and “formats” the traffic with the correct QoS parameters. In a typical end-to-end communication, RSVP reservations are “logically” propagated along the AQMUA interoperation network, and restored at the end access link by the SPAAQE, while traffic is transmitted under a DiffServ QoS-framework.

Fig. 4 depicts this process. Upon the request for a new RSVP flow (1, a PATH message) the SPAAQE that lays on the Access Network requests its AQMUA for access authorization and associated QoS Profile for the requested flow. This request triggers an overall end-to-end resource availability evaluation. This AQMUA requests information on whether resources are available or not in the networks the flow must traverse by conducting several requests in chain to the AQMUAs managing the successive QoS domains (3, 4, 5, 6, COPS messages). As soon as each AQMUA gets a acknowledgement that the flow can go through, it issues a COPS-PR message to its border SPAAQE’s (7, 8, 9). On the destination Access Network the SPAAQE hides the whole process from the application by engaging in an appropriate RSVP negotiation process with the destination (12 – PATH, and 13 - RESV).

Finally the initial COPS Request (2) is answered (10) and the “RSVP” negotiation is completed (11 - RESV). When the communication flows through the network (14, 15, 16) the traffic presents the desired QoS performance, based on the previously provisioned QoS information, and an optimal mapping to the DiffServ network classes. In this process, the AQMUA processing occupies a minimal percentage of time: path transversal is the dominant delay.
4 Conclusions

We have proposed a flexible heterogeneous QoS architecture that can be overlaid in any operator IP-based QoS network. This architecture can handle most problems created by QoS signaling heterogeneity and by traffic flowing between different QoS environments, through the interoperation between an AQMUA and complex SPAQQE units.

The proposed architecture enables an end-to-end QoS support independently of the QoS architectures used in the access networks. Traffic QoS requests are always "adapted" to the existing architecture in the next neighbor network, enabling the reutilization of the existing network elements and architectures. Furthermore, integration of network QoS signaling with non-QoS related signaling schemes (e.g. SIP) is also supported simply by adding a new processing module.

Current tests with IntServ - DiffServ signaling adaptation show that the transsignalling unit can process hundreds of flows per second in current hardware, for practical cases of RSVP applications.
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Abstract. The major goal of this contribution is to evaluate strategies for allocation and management of the Dedicated Traffic Channels (DCH) transmission power in a WCDMA radio access network. The power allocation and control solution is tested aiming power consumption saving while the system QoS requirements are kept in acceptable levels. We focus on multi-cellular dynamic system-level simulations of the WCDMA radio access network in the forward link for the conversational service class. From these investigations we address the feasibility of our solution.

1 Introduction

Recently, some investigations have been carried out in order to develop efficient power management algorithms providing capacity and Quality of Service (QoS) gains for the 3G WCDMA system [1]. Such system is power restricted, that is, the base and mobile station power are a hard limiting resource. A limited base station power configures a scenario where interference and user blocking are the most important limiting factors. Thus, with the growth of wireless consumers, coverage and capacity problems arise.

In this scenario, the transmission power therefore becomes an essential resource and requires careful planning and suitable control if optimal system performance and maximal user capacity are to be achieved. Considering this fact, we aim to study a method of easy application and capable of enhance WCDMA downlink performance through efficient power allocation and control.

This investigation addresses the influence of fixed thresholds for allocation and management of the DCH transmission power regarding voice users. This technique envisages a WCDMA system on the downlink direction where base
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stations are not allowed to transmit to the mobile station with a power higher than a pre-determined threshold. We intend to study how the employment of our proposed algorithm can impact on the system performance considering multi-cellular dynamic system-level simulations in the forward link. Case studies will present how system performance changes with this power allocation scheme and which threshold is better suited for the system.

The organization of this paper is as follows. In section 2, our strategies of allocation and management of radio resources are introduced. The Call Admission Control (CAC), Power Control (PC) and our proposed fixed thresholds for Power Utilization strategies are described. Section 3 describes the QoS requirement and the test scenarios which are used to evaluate our proposal. Section 4 draws the performance results and in section 5, we summarize the conclusions and envisage some perspectives.

2 Solution Conception

WCDMA cellular systems are essentially interference limited [2]. Therefore, the efficient power resource management enhances the network performance. Traditionally, the transmission power resources which are made available in the forward direction must be shared between all connected users according to their necessities, i.e., in order to compensate for the radio channel impairments and the interference levels as well [3, 4].

The power control algorithm dynamically adjusts the transmitted power in accordance with its default procedure, which imposes no restriction over the transmitted power levels per traffic channels on the forward direction. Then, some users can require higher transmission power values generating more interference and compromising the connection of other users. In this way, the utilization of the power resources can be restricted to few users in detriment of the others.

In this way, we can reduce the amount of interference generated in the network by limiting the maximum transmission power which is allowed per traffic channel [5]. The unconstrained power control approach was addressed in many works, e.g., [6, 7]. Additionally, the investigations conducted in this contribution consider the feasibility of limiting the maximum transmission power per traffic channel in the forward link of WCDMA radio networks. Furthermore, our investigations intends to capture the maximum transmission power limit impact over the WCDMA network dynamics. This superior limit is defined higher enough in order to avoid coverage problems. In addition, the call admission control is also influenced by the superior limitation.

2.1 Definition of the Power Utilization Strategies

In the downlink direction, the transmission power is a scarce resource which all users are sharing. This fact imposes that WCDMA system capacity becomes strongly dependent on the downlink power utilization strategy. In this way, we
study three distinct strategies to distribute and manage the power resource to WCDMA dedicated channels: **Basic Power Utilization**, **Infinity-Resource Power Utilization** and **Fixed Threshold Power Utilization**.

The **Basic Power Utilization** algorithm shares the power resource until total BS power reaches its specified maximum output power. The BS transmission power constraint is guaranteed all the time throughout the system dynamics due to our Call Admission Policy.

The **Infinity-Resource Power Utilization** is a theoretical reference case, where there is no resource limitation and all user power request will be assured.

Due to mobility and channel condition variability, a user could reach situations with poor or even no radio coverage. In such situations it is not reasonable to ensure the negotiated requirements for such users, because it would require too much resources and hence the QoS of all other users would get worse. The **Fixed Threshold Power Utilization** algorithm is in charge of balance the power resource utilization. Differently of the Basic Power Utilization, this scheme manages the Call Admission Control and Power Control algorithms in order to avoid excessive consumption from one individual link, i.e., a maximum pre-determined power threshold ($P_{TH}$) is defined for all active links of the system.

Considering the Call Admission Control, if the requisited power by the user at the beginning of the connection is higher than the upper limit it is set to this superior limit ($P_{TH}$). Regarding the Power Control, if during the call a user requires more power, our algorithm adjusts the user power obeying the upper power limit ($P_{TH}$). Thus, the system will react in a controlled way, trying to satisfy the requirements of as many users as possible. This limit can be dependent on the radio network planning and is defined in the radio link budget stage.

### 3 Performance Indicators and Test Scenarios

We assume two main criteria to define the Quality of Service (QoS) for circuit-switched oriented conversational services: user blocking rate and Frame Erasure Probability (FEP) which must be lower than 3% in order to satisfy the quality requirements [8]. The FEP must be kept below a tolerable level in order to guarantee a reasonable service quality, which is characterized for a good voice intelligibility.

FEP is obtained from a mapping of the Signal-to-Interference plus Noise Ratio (SINR) averaged over a voice frame. The user blocking rate is the ratio between the number of blocked users and the number of users that required a connection to the system. We do not evaluate the user dropping rate explicitly. Alternatively, we capture the effect of outage periods into the final user quality.

From our Power Utilization Strategies defined in the section 2.1, we present our simulation results by means of a performance comparison of five test scenarios shown in the table 1. Note that the power constraints for the **Fixed Threshold Power Utilization** (scenarios II, III and IV) strategies are based on the link-budget power estimation.
Table 1. Test Scenarios for Power Utilization Investigation.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Scenario</th>
<th>BS Power Constraint</th>
<th>DCH Power Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Power Utilization with Limited BS Power</td>
<td>Scenario I</td>
<td>43 dBm</td>
<td>Without Constraint</td>
</tr>
<tr>
<td>Fixed Threshold Power Utilization with Limited BS Power</td>
<td>Scenario II</td>
<td>43 dBm</td>
<td>27.62 dBm (587.94 mW)</td>
</tr>
<tr>
<td></td>
<td>Scenario III</td>
<td>30.62 dBm (1157.88 mW)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Scenario IV</td>
<td>33.62 dBm (2315.76 mW)</td>
<td></td>
</tr>
<tr>
<td>Infinity-Resource Power Utilization</td>
<td>Scenario V</td>
<td>Without Constraint</td>
<td>Without Constraint</td>
</tr>
</tbody>
</table>

4 Performance Results

The load is presented in terms of Poisson rate in Calls/Seconds. The solution efficiency is measured according to a user satisfaction metric and BS power utilization. The values of capacity and quality metrics presented in the next graphics should not be regarded as absolute performance indicators. Indeed, the reader should focus on the relative comparisons presented.

Figs. 1(a) and 1(b) show the 95th percentile of the FEP and user blocking rate for different offered loads and all proposed test scenarios, respectively (see table 1). A joint evaluation of these figures can determine the spectral efficiency of the system for each proposed power utilization solution.

Considering the scenario V, where the BS power resource is unlimited, the lowest FEP and user blocking rate values are found for all tested loads. Consequently, this scenario presents the best spectral efficiency. However, it is an unreal system configuration spending excessive power resource, as it will be present afterward.

![Figs. 1(a) and 1(b)](image)

(a) FEP 95th Percentile vs. System Offered Load ($P_{TH} = 24.61$ dBm).
(b) User Blocking Rate vs. System Offered Load ($P_{TH} = 24.61$ dBm).

Fig. 1. Definition of system capacity.
Differently, the basic scenario (Scenario I) offers an adequate service quality, but the user blocking rate is high. This can be explained by our rigorous call admission control. This fact restricts the system capacity resulting a low spectral efficiency.

Now, we will discuss scenarios II, III and IV, where the maximum power of the link is limited. In this scenarios, the system capacity and service quality depend on the threshold applied to the link power. One can verify that the lower the link power limit, the higher the FEP and the lower the user blocking rate. But there is an power limit, where we can establish a tradeoff between service quality and system capacity. The Scenario II, where the maximum link power is two-fold the required power at the cell border, presents the worst results. In this scenario, in spite of the user blocking probability becomes lower, the FEP presents a high value, unsuitable to guarantee the pre-determined user QoS levels. A dissimilar behavior is perceived in the Scenario IV. Here, the FEP remains in accepted level, but the user blocking rate is compromised.

Fig. 2. System capacity and transmission power resource utilization.

Until now, we assessed the system behavior based on system blocking and Frame Erasure Probability. However, it is important to show a BS power utilization study. A careful observation of the Figs. 2(a) and 2(b) can build a parallel evaluation between spectral efficiency and BS power utilization. Fig. 2(a) draws the spectral efficiency while Fig. 2(b) presents the 95th percentile of the total BS power measured at QoS limit (FEP or user blocking rate). One can perceive that our best technique (Scenario III) has BS power consumption lower than Basic Power Utilization. This power saving can be used to enable the application of resource reservation techniques such as power reservation for handover calls [9]. We can also notice an increased power utilization of the Scenario V. This fact was expected, it helps us to understand the influence of BS power utilization.
5 Conclusions

We analyzed the performance of a power utilization strategy that manages the call admission control and power control algorithms. In this way, we can point out that the application of the Fixed Threshold Power Utilization presents a tradeoff between system capacity and service quality, i.e., user blocking rate and FEP under accepted levels providing better spectral efficiency. Our research on resource management will be extended to formulate an adaptive framework, which is capable to set the link power thresholds according to the actual system load and user propagation conditions. Another interesting investigation will include the employment of our power utilization solution in a multiple service scenario, where both conversational and data service are provided. This scenario is more dependent on the BS power and therefore more crucial to manage in an efficient manner.
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Abstract. The following paper discusses ways to provide reachability to devices residing within a moving network. A device is reachable when an external node can successfully contact it. In this paper we introduce two novel solutions to support reachability in moving networks – one based on a proxy signalling agent and the other on the use of temporary names. We analyse aspects of these proposals compared to existing solutions, namely the bi-directional tunnelling solution proposed within the IETF’s NEMO (Network Mobility) working group.

1 Introduction

The area of moving networks is gaining popularity both as a research topic and as a potential source of revenue for WLAN (Wireless Local Area Network) hotspot operators. A moving network (or vehicular network - VN) is a wireless or fixed LAN deployed on a vehicle that offers network services to passengers. A number of companies are now participating in trials of this technology with a view to offering Internet access to passengers on vehicles, such as trains [1] and planes [2].

The following paper presents some of the conclusions of a joint in-house project between Siemens, BT Exact and King’s College London. The ASCOT (Architecture for Self Contained mOving netWorks) project investigated the problems associated with moving networks to support product innovation and broaden technical expertise. To provide a seamless moving network service, the VN must provide session continuity, connectivity and reachability to user devices on-board the vehicle, including when the VN hands over between fixed networks. Whilst numerous different approaches to providing mobility solutions for moving networks have been investigated, the issue of reachability maintenance has not received such attention. The following paper discusses the issue of reachability for moving networks in greater detail, first providing justification for why such research is useful, before introducing two novel approaches for reachability maintenance in moving networks.
1.1 Background

Figure 1 illustrates an example of a moving network architecture. The key component of the system is the Mobile Router (MR), which allocates IP addresses to user devices attaching to the network within the vehicle. It also provides the connectivity between the on-board vehicle and the ground network (the network that is providing the backhaul wireless link between the vehicle and the Internet).

![Moving Network Scenario](image)

**Fig. 1. Moving Network Scenario**

It is useful to highlight a number of key characteristics of VNs that need to be considered when developing mobility solutions. Firstly, the link between a VN and the Internet is wireless, comparatively expensive, and resource limited e.g. cellular or satellite link. The utilisation of these backhaul links must be efficient, with the majority of bandwidth dedicated to user data (i.e. minimal signalling). Secondly, the ground network must handle VN movement, and associated IP address changes. For example, intermittent satellite coverage along a railway track [3] may require handover to alternative technologies such as WLAN or cellular, resulting in IP address changes. Ideally, this movement should not impact on-going user sessions. In addition, users will access the network for long periods of time (the duration of the journey), and are likely to want to be reachable by correspondent nodes in external networks, for example, to receive incoming connection requests.

2 NEMO Base Solution

Work has been carried out within the IETF NEMO working group [4] to develop a moving network solution. This solution, described in [5], is summarised below:

The VN contains a mobile router (MR) acting as a gateway between devices in the VN and the Internet. The MR is identified by a home address, which is advertised by
a mobility agent in the home network of the MR. The MR is also delegated a prefix that is used to allocate addresses to user devices within the VN.

When traffic arrives at the home network destined for the prefix of the devices in the VN, the home agent intercepts and tunnels the data to the current care-of-address of the MR. It is the responsibility of the MR to update care-of-address information as the VN changes point of attachment to the network.

In the reverse direction, traffic generated by the user devices is reverse tunnelled to the home network before being routed to the correspondent device. Effectively, the VN and its home network form a single logical network, connected via a bi-directional tunnel.

This solution has advantages by eliminating signalling across the air interface, by hiding mobility events from user devices. Therefore, they will not generate, for example, Mobile IP binding updates [8], or Dynamic DNS (Domain Name System) updates [7] as the VN moves. In addition, the NEMO base solution inherently supports reachability, since the addresses allocated to the user devices are already advertised by the MR home network.

However, the base solution does have a number of drawbacks. Firstly, the use of a bidirectional tunnel introduces a routing inefficiency and more single points of failure along the data path. There is also additional tunnel encapsulation overhead that may be of concern to network operators. This is perhaps a significant drawback for operators who may have to pay additional fees for backhauling user data along the extended route, and who also have to consider continuity of service on home agent failure (or alternatively the deployment of potentially complex failover mechanisms).

Secondly, this solution is heavily IPR encumbered, which may prevent its wide adoption.

Ideally, the reachability information for a user device should refer to an address that is topologically close to the device, resulting in fewer network nodes having to maintain state related to the device and less inefficient routing to and from the moving network. The following section of this paper introduces two reachability solutions for moving network scenarios that have the above desirable attributes.

3 Alternative Solutions

There are a number of alternative moving network solutions that make different assumptions about which part of the network is responsible for managing the address space from which addresses are allocated to the user device. These include:

- Option 1: Address from Ground Network
  The ground network delivers an address prefix or set of addresses to the VN, which the MR can then allocate to attaching user devices. The user device then appears as a node within the ground network and has a globally reachable IP address (for the purposes of this discussion, we have assumed that the ground network does not deploy any NAT - Network Address Translation functionality). This option provides the most efficient routing support, with little or no support required from the network. However, VN movement is visible to the user devices.

- Option 2: Address from MR Private Network
  The MR provides addresses to user devices from a pre-configured private address space. This option implies the use of a NAT (Network Address Translator) at the
MR, to translate between the device’s private address (used within the VN) and a public (globally reachable) address allocated by the ground network. Note that a NAT swaps IP addresses in network and transport headers, but not in a payload. This option provides efficient routing support and conservation of public address space. Mobility events are transparent to the user devices.

[6] provides further details the various addressing options and their associated advantages and disadvantages. Whist routing to user devices and managing device mobility using the above addressing options is well understood, the ways of maintaining reachability are limited. The following sections discuss novel techniques to handle this flooding issue, and an alternative reachability solution that can be used in moving network environments.

3.1 Proxy Signalling Agent

In this method a node in the fixed network acts as a signalling agent on behalf of the user device. The main goal of this technique is to reduce signalling across the bandwidth limited backhaul link by eliminating the need for individual reachability update messages to be transmitted by individual user devices.

The primary motivation for developing proxy signalling functionality for user devices in moving networks is maintenance of reachability while the vehicles move between different points of attachment to the network. At the same time, use of a signalling agent (SigAG in Figure 2) reduces inevitable overhead in situations where all user devices perform independent updating of corresponding states in the Internet and relaxes handover notification procedures in moving networks that would be associated with these. The signalling floods occur when addressing Option 1 is used since user devices are “virtually” connected to ground IP infrastructure and need to update their corresponding states in the Internet upon handover. When Option 2 is used as addressing solution, the need for management of signalling becomes a functional necessity since user devices are unaware of the mobility of moving network and hence require additional support to maintain the correct reachability information in the corresponding states in the Internet.

The scheme operates as follows; when the MR is initialized, it registers with a Signalling Agent (SigAg). On user attach, the user device is allocated an IP address (either from the ground network, or by the MR) to which traffic can be routed. The presence of the SigAg is discovered by the user devices (e.g. from advertisements made by the MR), and each device within the network requests the SigAg to send Mobile IP binding updates to its home agent on its behalf when the VN moves. The user device may also provide some secret or authorization information so that the home agent knows to trust the binding updates from a third party. This binding update contains the new address mapping to reach the new VN location.

When the VN moves, the MR informs the SigAg of this event, and includes the new addresses that have been assigned to user devices (in fact, this could just be the new prefix if the host part of the address is always consistent). The SigAg generates a series of binding updates towards the appropriate home agents for each user device. These messages can be secured using the information established as part of the user device registration phase. When the user device leaves the VN, the SigAg is informed that it should no longer send binding updates on behalf of the user device.
Analysis of the advantages of this solution depends on the addressing option chosen. For Option 1, the proxy signalling agent provides performance advantages by minimizing signaling overhead across resource limited backhaul links. Option 2 does not support reachability by default, and so our solution allows user devices on the moving network to be reachable whilst the operator keeps the benefit of preservation of globally routable addresses.

There are several possibilities for realising the Signalling Agent’s functionality requiring different levels of complexity within different parts of the network. One example is the route optimisation requirement where users devices in moving network can directly update their corresponding nodes (not only their HAs) via Signalling Agent. In this scenario, validity of security associations and shared secrets becomes an important issue resulting in more complexity in the Signalling Agent for overcoming some of the limitations present in current mobility protocols related to surrogate registrations of current points-of-attachments.

### 3.2 Temporary Names

An alternative approach to maintain reachability for network nodes attached to a moving network is accomplished by the concept of temporary names. This temporary name (CNAME in DNS terminology) belongs to a name space managed by the VN operator. For example, whilst attached to a VN operated by “vn.co.uk”, the user temporarily becomes node1.vn.co.uk. This temporary name is used to redirect name queries from a mobile user’s home domain name server to a name server provided by the VN operator. Note that the VN name server is located in a fixed network domain. Consequently as the IP address of the moving network changes, only the entries in the VN name server need to be updated.

This solution makes use of the new Dynamic DNS capabilities being developed within the IETF that allow secure, low latency updates of domain name mapping information. Suitably selected DNS time-to-live information prevents over aggressive caching of rapidly changing DNS information, as described in [7].
A more detailed description of the reachability solution for moving networks is as follows; when a user device joins the VN, it is allocated an address (e.g. a private address from the MR). It also gets a DNS name which it can use as an alias (CNAME) in the DNS system. It registers (Dynamic DNS UPDATE) the temporary name with its home DNS server. The MR device updates the proxy DNS server with the user device’s CNAME to address mapping. It is important to note that the new component in the naming system – the “proxy name server” acts in behalf of the VN and resides somewhere in the fixed network, but external to the VN.

When a correspondent node (CN) wishes to contact a user device, it looks up the user device’s permanent name. The query is directed to the device’s home DNS server which in turn re-directs the query to the local DNS server in the VN home network, as a result of the information embedded in the CNAME. The local DNS server resolves the query and returns the current IP address of the user device to the CN.

When the VN moves, the MR updates the information in the proxy DNS server with the new addressing information related to the user devices, thereby maintaining their reachability as the moving network changes point of attachment to the network. The address updating in the proxy DNS server in this example is based on a single message containing the new address prefix. Resolving of names is possible since all user devices connected to the VN keep the host specific part of their IP address. The message flow for temporary names concept is visualized in figure 2.

The user device may obtain an address from the ground network – option 1 (as in figure 3), or from an address space behind a NAT – option 2. This solution is applicable to both addressing options as long as there is a single routable IP address that uniquely identifies the user device.

The key feature of this solution is that the optimised signalling operation does not compromise the security relationships defined by Dynamic DNS; i.e. only the user device is allowed to update DNS entries in its “home” DNS server, whilst only the MR is allowed to update entries in the “local” DNS server. Once the initial DNS update has been generated, all dynamic DNS signalling across the air interface is eliminated whilst the user device remains within the VN.
In both the addressing option scenarios, signalling on VN handover is minimised, however, this solution does require updates to the user device software. Firstly, the user device must know how to parse and register the temporary name, and secondly, in addressing option 1 where MR prefix changes are visible, must know not to issue a Dynamic DNS update on IP address change. The latter issue is not a major one, since the user device could be configured to only be concerned about temporary name changes, not IP address changes. For addressing option 2, IP address change of the moving network is transparent to the user devices.

4 Discussion and Conclusion

We have presented two novel approaches to managing reachability for nodes in a mobile network. Our key concern has been efficient use of the wireless link between the VN and the rest of the network - because this link is likely to be comparatively expensive and low bandwidth, e.g. cellular or satellite. Both solutions minimise this signalling load. In particular when the VN hands over, global reachability is maintained for all devices with a single message (rather than a burst of signalling from all the user devices). The solutions are also IP-version agnostic, as user devices with an IPv4 or IPv6 protocol stack can be supported.

The first approach based upon a signalling agent was described just in relation to mobile IP binding updates to home agents. However, it is applicable to many different reachability management types - it can simultaneously provide support for SIP (Session Initiation Protocol), DNS, Mobile IP (including route optimisation with correspondent nodes) and even new techniques such as DCCP (Datagram Congestion Control Protocol) session re-direction. However it does require several messages to establish the initial state in the signalling agent and there are some security issues to resolve (delegation to the signalling agent of the right to send mobility management updates on behalf of the user devices). The solution requires no support in the user device, but requires additional functionality within the network. In addition, a more complex security model is required to support the generation of signalling towards the user device home network by a third party.

The second approach, based upon temporary names supports reachability of user devices in mobile networks over NAT-based addressing models. By using names rather than IP addresses, the user device and its DNS server do not need IPv6 support, even though it is likely that the visited networks, such as 3G networks will run IPv6. The main drawback of this solution is that it requires support from the user device, including Dynamic DNS extensions and enhancements to handle temporary names. These solutions provide alternative strategies for managing device reachability in moving networks to those proposed within NEMO. They have an additional benefit of supporting more efficient routing towards the VN, not requiring state management within devices in the middle of the data path. There is a historic trend to push networking complexity up the network stack and out towards the edges of the network. We feel that our proposed solutions conform to this trend, providing more scaleable network architectures and more resilient network operation.

Whilst our alternative solutions do not handle mobility and reachability together, as is the case with NEMO, it is worth considering frequency of IP address change on moving network handover versus the overhead of managing this event. Typical
backhaul technologies will initially consist of satellite or cellular networks. In the
former case, IP address changes will occur infrequently, satellite coverage is
extensive. In the latter case, the cellular network handles mobility on behalf of the
mobile device, allowing handovers to occur between many radio access networks
without the need to change IP address.

However, if multiple backhaul technologies are to be used simultaneously, with
intelligent load balancing and failover as links appear and disappear, then it will be
necessary for data sessions to handle mobility and reachability updates. The NEMO
solution allows the mobility to be hidden from the sessions, but the details associated
with supporting multihomed operation in the network still require refinement.

A full comparison of the solutions requires simulations and/or test-bed experiments
for a variety of scenarios to provide quantitative results of the expected signalling
load on the radio link between the VN and the ground network. The signalling load
reduction becomes more apparent for moving networks containing a large number of
users. This is also the scenario within which the tunnelling overhead of the NEMO
base solution may become prohibitive to operators. In summary, the motivation
behind this paper was to illustrate that there are promising alternatives to NEMO to
support the reachability of user devices moving networks.
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Abstract. Messaging service is an always-on service widely used in second generation (2G) networks today. In third generation (3G) networks it is expected that the messaging service will play even more important role. It will allow not only exchange of text messages, but also exchange of any multimedia content, including images, audio, and video in near real-time fashion. Messaging service offers a great opportunity for group communications, since a message can be sent to a group of recipients. This paper investigates possibilities to deploy group messaging service in the Universal Mobile Telecommunication System (UMTS), as the most important representative of 3G networks. Given that the content of messages is transported by the signaling protocol, traffic generated by the messaging service interferes with the traffic for session signaling. This can cause increase of signaling delay, or even the loss of signaling information. Especially for group messaging, an efficient mechanism is necessary to distribute the message to each recipient without wasting the network resources. This work proposes multi-recipient (MR) messages for distribution of group messages in the Internet Protocol (IP) Multimedia Subsystem (IMS) that is responsible for signaling in UMTS (Release 5 and above).
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1 Introduction

Different kinds of messaging service have gained on importance in mobile networks in the last several years. They offer users the possibility to exchange messages, or more generally any kind of multimedia content, in near real-time. The short messaging services (SMS) [11], for example, is a widely used messaging service in the Global System for Mobile communication (GSM) network that is the most important representative of second generation (2G) networks. SMS, first introduced in 1996, supports only text messages of up to 160 characters. Despite this limitation, SMS has become extremely popular [7]. Third generation (3G) networks will provide users with considerably more bandwidth than 2G networks. This gives possibility to enable multimedia messaging service
Group Messaging in IP Multimedia Subsystem of UMTS

(MMS) capable of exchanging any type of multimedia content between users, including any combination of text, animations, digital images, and audio and video download or streaming.

The Universal Mobile Telecommunication System (UMTS) is expected to become the most important representative of the 3G networks, similarly to GMS in 2G networks. It has been standardizing by the 3rd Generation Partnership Project (3GPP) and the current specification draft is referred to as Release 6. The UMTS architecture has changed importantly with Release 5, since it has introduced the Internet Protocol (IP) Multimedia Subsystem (IMS) [2] as an extension to the existing Circuit Switched (CS) and Packet Switched (PS) domains. IMS is an significant step towards the all-IP networks architecture [14]. It is responsible for traditionally telephony services and new multimedia services. As the signaling protocol in IMS, 3GPP has chosen the Session Initiation Protocol (SIP) [12][13]. SIP is an application layer signaling protocol able to initialize, modify, and terminate any kind of multimedia session in IP-based networks. With its extension for instant messaging [4], SIP is capable of distributing content of any Multipurpose Internet Mail Extensions (MIME) [6] type between users in near real time. 3GPP is currently specifying messaging services in IMS based on this SIP extension.

This paper investigates possibilities to deploy the messaging service in IMS with the particular focus on group messaging. In this context, we are speaking about group messaging when a message is sent to at least 2 recipients. The only way to distribute such a message in SIP is to sent a separate message to each recipient in turn. This behavior not only wastes the bandwidth but also increments the end-to-end delay of the message when the number of recipients is large, as discussed in [8]. To overcome this problem, 3GPP proposes the use of an application server (AS), which distributes the message to the recipients. In this way, the message is sent only once from the sender to AS. However, between AS and recipients the message is still distributed by replicated sending to each recipient. After receiving the message, each recipient replies with a response that confirm the arrival of the message. These responses generate additional signaling traffic. This paper proposes a special type of SIP messages, called multi-recipient (MR) messages [10], for group messaging in IMS. These messages are tailored to cover the needs of multiparty communication in SIP and to optimize SIP traffic in group communications. The paper proposes a slight adoption of MR messages for IMS and describes the new message flow.

2 Messaging Service in IMS

As mentioned in Section 1, messaging service provides exchange of any type of multimedia content between users in near real time fashion. In order to support this services in IMS, 3GPP is considering SIP capabilities for instant messaging. The current IMS specification [2] proposes to use the SIP extension for instant messaging [4]. This extension introduces a new type of SIP request, called MESSAGE request, that can be exchanged between users without initialization any
Similar to other SIP requests, the MESSAGE request is composed of a message header and an optional message body. Given that the message body is capable to carry any MIME [6] type content, it is used to carry the multimedia content of the message. IMS messaging specification [3] differentiates between three types of messaging: immediate messaging, deferred delivery messaging, and session-based messaging.

The main focus of this paper is immediate messaging and deferred delivery messaging, because they use SIP for message delivery. Session-based messaging is not fully specified so far, and it is not clear how messages will be exchanged. The current specification of the IETF proposes SIP for the session initialization and the Message Session Relay Protocol (MSRP) [5] for the exchange of messages within a session in order to reduce SIP traffic. However, MSRP can be used only within an established session. For immediate messaging and deferred delivery messaging, when only a few message are to be exchanged, it is not efficient to use it, because the initialization and termination of a SIP session require at least 5 messages.

Figure 1 shows the message flow for the delivery of an immediate message in IMS. The sender’s User Equipment (UE) generates the MESSAGE request with the multimedia content and sends it to the corresponding Proxy Call State Control Function (P-CSCF) that forwards this message to the Serving-CSCF (S-CSCF). Now, S-CSCF can apply any service control on this message. For example, it can interact with an AS responsible for processing this request. After that, S-CSCF forwards the request to I-CSCF of the terminating home network. The Interrogating-CSCF (I-CSCF) first interacts with the Home Subscriber Server (HSS) in order to determines the address of the corresponding S-CSCF and then forwards the request to this S-CSCF. S-CSCF applies any kind of service control required by the terminating side. Finally, S-CSCF forwards the request to the recipient’s UE over P-CSCF. This UE replies immediately with a 200 (OK) re-

![Fig. 1. Immediate Messaging in IMS](image-url)
spontaneous response and notifies the user about the received message. Note that this response is merely a confirmation that the request has been received by the other side, and not that the user has seen the message. The response takes the reverse path of the request until it reaches the sender’s UE. In the case that the recipient is not available, the message is stored at S-CSCF in the terminating network. This recipient will receive the message after registration, if the message has not expired.

In the current IMS specification, there are two possibilities to send a single message to several recipients. Both of them uses an AS, contacted by the S-CSCF in the originating home network. The first possibility requires the creation of a new group with an unique identifier on the appropriate AS [1]. The messages are addressed to the group identifier and it is the responsibility of AS to distribute messages to each group member. Users have to subscribe to this group in order to receive messages addressed to it. The second possibility does not require any group management. The sender simply includes addresses of each recipient as a part of the message content. The corresponding AS interprets this part of the message content and sends messages addressed to each intended recipient.

3 Optimized Messaging Service

The basic SIP specification does not provide any possibility to distribute a message to several recipients efficiently. The only way is to sent a single message to each recipient in turn. This is because SIP was originally designed for signaling of large multiparty conferences over multicast. Nowadays, the main focus of SIP has moved to signaling of two-party session. The current SIP specification discourages from using multicast for transport of SIP messages because of security reasons [12].

MR messages [10] are designed to optimize SIP traffic in group communications. In SIP there is two types of messages, requests and responses. Since both of them can be MR enabled, we can differentiate between MR requests and responses. A MR request carries addresses of all its recipients in its header. MR enabled network servers (for example, proxy servers) use this information to route the request to each of its destinations. MR request not only reduce the amount of signaling traffic compared with regular SIP requests, but also improve the end-to-end delay.

After receiving a MR request, each recipient replies with a response. In the case of the MESSAGE request, the response is sent immediately by the recipient’s terminal. Given that a MR request reaches several recipients, there are several responses that are sent to the sender of the request. These responses can be collected by the network servers and sent as a single MR response [9], reducing the amount of signaling traffic.

This work propose the use of MR messages for messaging service in IMS. As stated in Section 2, in order to reduce traffic between the sender and first S-CSCF (see Figure 1), immediate messages to several recipients include recipients’ addresses in the multimedia content of the message. This S-CSCF, after
interaction with the corresponding AS, distributes the message by replicated sending to each recipient. This behavior reduces the amount of traffic between the sender and first S-CSCF, but traffic between this S-CSCF and recipients is not optimized, since the same message is sent to each recipient separately. Furthermore, IMS proposal does not provide any optimization of traffic generated by responses. Each recipient sends a response which is routed to the sender of request as usual. Therefore, the sender receives a separate response from each recipient.

Using MR messages in IMS, a single request containing addresses of all recipients is sent to the S-CSCF, similarly as proposed in IMS. However, the recipients’ addresses are placed in a special header field of the request. Compared with the IMS proposal, the benefit is that this information, which is actually needed for the routing, is placed in the request header, together with other routing information and not together with the message content. After receiving a MR request, the S-CSCF of the sender, called originating S-CSCF, determines the next hop CSCF for each recipient. If two or more recipients have the same next hop CSCF, the request is sent as a MR request there. Otherwise, if a recipient has a next hop CSCF different from all others, the S-CSCF sends the request as a regular request there. All other CSCFs behave similarly as the sender’s S-CSCF. Figure 2 shows an IMS topology and the flow of MR requests in the scenario where the sender (S) sends an immediate message to recipients 1-6. As we can see, the message is sent never more than once between any two CSCFs. In contrast to that, according to the current IMS proposal there are some links on which the message must be transmitted several times. For example, on all the links between the first S-CSCF (II) and I-CSCF (III, IV, and V) the message is transmitted twice.

![Fig. 2. Example IMS messaging scenario](image)

MR requests require MR enabled CSCFs in order to route requests. On the other side, the IMS proposal requires S-CSCF to interact with the corresponding AS. An AS does not need to be contacted when MR requests are used. This
reduces the number of interactions and therefore the end-to-end delay of the request. Because the additional routing information is placed in the header of a MR request, routing of MR requests is ensured even if some CSCFs are not MR enabled. In this case, such a CSCF would replay with a 420 (Bad Extension) response. After that, the request can be sent again but this time as several regular requests to each recipient separately [10].

Besides of MR requests, MR responses can be additionally used to further reduce signaling traffic [9]. This work proposes a special use of MR responses. The goal is to reduce response traffic without introducing significant changes in the behavior of the IMS components. Therefore, this paper proposes MR responses only between the originating S-CSCF and the sender. In this way, only S-CSCF's should be enabled to collect responses. However, if a S-CSCF has not this feature, responses are sent as usual. The distance between the originating S-CSCF and the sender includes the most critical link in this scenario – the radio interface of the sender. MR responses can reduce traffic on this link, since only a single response is transmitted over that link instead of a separate response of each recipient. A precondition for applying MR responses is that at least two recipient replies with the same type of response, for example with a 200 (OK) response. A MR response includes information about recipients that have sent this response, such as recipients’ addresses.

4 Conclusion

Messaging service has become very popular in 2G networks over the last several years. Given that 3G networks provide more access bandwidth, it is expected that this service will be used even more in 3G networks, in particular in UMTS. Combination of text, voice, video, and other data in a single message gives a new dimension to the messaging service. On the other side, since the content of message is carried by the signaling protocol, messaging traffic interfere with session initialization traffic. This can cause increasing of the call setup delay in IMS. Therefore, the amount of traffic generated by the messaging service should be kept as low as possible. Messaging service is often used for the group communication, what means that the same message is sent to several recipients. Replicated sending the message to each recipient is not acceptable since it wastes network resources, in particular the bandwidth of the sender’s radio interface. To overcome this problem in IMS, 3GPP proposes the use of an AS. The content of the message include the addresses of each recipient, and the message is sent to the AS that is able to interpret this part of the message and to distribute the message to each recipient.

This paper propose the MR messages to be used for group messaging service in IMS. In this way, it is not necessary to communicate with an AS. However, an AS still can be contacted in order to apply some value added services, operator specific services or both. MR messages requires only application layer network components (CSCFs) to support them. Even if some of them are not MR enabled, the message can be delivered to all of its destinations. Concluding, this work has
shown that the combination of MR requests and responses can be used in IMS to optimize traffic in group messaging communications.
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Abstract. In this paper we show how the use of real data on vehicular traffic characterization affects the performance of call and handoff management algorithms conceived for hierarchical cellular systems. The main contribution of this work is the scenario where these algorithms are analysed. Studies and statistics on traffic in several cities centres are exploited to derive a realistic statistical distribution of the user velocity. The estimation of the user velocity is the key parameter which all the algorithms analysed in this paper are based on, in order to effectively exploit the presence of overlapping coverage layers (macrocell and microcell) to increase the system capacity and to minimise the number of handoff events, which can be detrimental to the offered service quality.

1 Introduction

A consolidated solution for the rising demand for mobile communications consists in deploying multi-tier cellular systems, which offer hierarchical overlapping coverage layers [1, 2]. The multtier coverage gives the possibility to transfer active connections from one coverage layer to another during the user roaming, when resources are not available in the current layer. User velocity estimation allows regulating the traffic flows among layers. In order to minimise the signalling load, due to unnecessary handovers, and to optimise the resource assignment, each layer may take care of the users of a specific class of velocity [3, 4].

In this paper, we investigate into the performance of three algorithms for handover and call management, in a scenario consisting of two tiers (microcells and macrocell) and realistic vehicular traffic data. The chosen algorithms are reported in [5-7]; they all share some common features:

– reject the classic assumption of constant user speed during a call;
– transfer the task of velocity classification from the network to the mobile terminal;
– classify the terminal velocity also when the terminal is idle.

The paper is organized as follows. In section 2 we illustrate the simulated scenario, focusing on the features that make it “realistic”. In section 3 we briefly describe the algorithms chosen for performance comparison. Section 4 reports simulation results. Concluding remarks are summarised in Section 5.
2 The “Realistic” Urban Context

The main aim of our work is to simulate “realistic” vehicular traffic and teletraffic distributions within a typical city centre in order to assess the performance of some call management algorithms. To this aim we have developed a composite simulative tool whose main inter-operating modules are the system and the traffic simulator. The former implements the radio coverage and the algorithms operation. The latter generates vehicle mobility profiles in a realistic traffic jam situation.

Our reference scenario is a two-tier cellular system placed in a city’s centre. The focus is on a one-way, two-lanes street segment, characterised by the presence of crossing points and traffic lights, whose number, position, and distance can be selected as input parameters of the system simulator.

Pedestrian and vehicular users travel along the street setting up and releasing voice connections. Pedestrian users are assumed standing along the street margins; vehicles can move accounting for stopping at traffic lights, overtaking or queuing other cars, and, in any case, respecting safety rules.

The traffic simulator generates vehicular traffic and teletraffic flows according to realistic data about vehicle characteristics (maximum acceleration/deceleration, intentional speed), driving rules (safety distance, overtaking) and physical laws (braking distance, adaptation distance). Vehicles characteristics refer to typical values for cars currently available on the market. Data on the typical vehicles velocity in a city centre are drawn from [8], which contains a study on the users velocity measured in several European big cities’ centres during different hours of the day and different days of the week. In Figure 1 we show a graph taken from these measurements. As we can see the most recurring measured velocity (32%) is 20 km/h and the range between 20-40 km/h represents the 85% of total observations. In traffic jam situations the average velocity is 13 km/h, while in fluent traffic condition it varies from 26 to 32 km/h.

![Fig. 1. Measured average velocity distribution.](image)

The traffic simulator can take as an input the profile of the intentional velocity for a vehicle. This is the velocity the user would reach if traffic conditions allow doing it. So we approximated the measured distribution in Fig. 1 with a normalised Erlang distribution that is reported in Fig. 2 and is described by the following function:

\[
 f(v) = (1/14!)v^{14} e^{-v}.
\]
This distribution has been given in input to the traffic simulator as the intentional velocity profile. A further issue concerns the calculus of the arrival rate of new cars in the simulated street segment. We calculated it starting from a relationship found in [9] and reported in Fig. 3 (interpolated from measured values) between the average velocity a car can maintain travelling in an urban centre and the density of cars on the same road. From this plot, we calculated the product of car density and velocity and obtained the other key parameter for our traffic simulator, that is the number of vehicles on the road per hour. Within the range of velocities of our interest we found a minimal (0.33-light) and a maximum (0.55-heavy) value of vehicles per second. We used them as the mean values of a Poisson distribution describing the car inter-arrival time.

![Fig. 2. Approximated pdf distribution for the vehicles’ intentional velocities.](image)

![Fig. 3. Relationship between average car velocity and measured density of cars](image)

### 3 Handover Management Algorithms

In the next subsections we present the basic ideas of the handover and call management algorithms chosen for performance comparison. They are named *idle-bonus* [6], *Y&N* [5], and *Max_vel* [7]. The reader is encouraged to refer to the cited documents for more extensive descriptions. They all remove the classic unrealistic assumption of constant user speed during a call and they all transfer the user-speed classification task from the network to the mobile terminal. Their technique to estimate the user velocity is different. *Idle-bonus* combines the dwell time spent in the last microcell and a “bonus” it gets from the network. *Y&N* and *Max_vel* use the dwell time spent in a given number of crossed microcells. *Y&N* relies on the estimation of the average
mobile speed, \( \text{Max}_\text{vel} \) relies on the \textit{maximum} user speed during the microcell crossings.

### 3.1 Idle-Bonus Algorithm

The distinguishing feature of this algorithm, which we proposed in [6], is the concept of \textit{bonus} used by the user-speed classification mechanism, and assigned to a mobile terminal according to the street and traffic conditions.

The terminal recognizes itself as slow or fast by taking the cell border crossing times into account. At the connection set-up, the mobile terminal communicates its estimated slow/fast status to the network, which, thereafter, is able to assign it to the right hierarchical layer. The terminal keeps on classifying itself during the call.

If the terminal classifies itself as “fast” (its dwell time is smaller than a dwell threshold time) it receives a \textit{bonus}, consisting in an amount of time to be added with the dwell threshold time. It can be spent during the crossing of a certain number of subsequent microcells. The bonus has the purpose of counterbalancing temporary slowdowns due to traffic jam or traffic lights.

The usage of the bonus makes the system classifying more users as fast, and for this reason it mainly exploits the macrocell tier. As in the algorithm designers’ objective, the heavier the macrocell usage, the smaller the handover rate per call.

### 3.2 Y&N Algorithm

This algorithm, proposed in [5], enriches the literature with at least two more new elements. First it uses an \textit{exponential} averaging of the past dwell times samples collected in a given number of crossed microcells, and compares the results with a dwell threshold time. The main assumption for using exponential averaging is that the average user speed (and then the dwell time) is slowly varying.

Second, Y&N establishes a relationship between the teletraffic load and the threshold velocity. The optimal threshold velocity \( v_o \) is calculated from the user velocity distribution \( f(v) \), and by fixing the macrocell load corresponding to a target blocking probability (using the B-Erlang formula). When the traffic load increases, the threshold \( v_o \) increases as well, so that more mobile terminals can be assigned to the microcells and the system capacity increases. This adaptation is made by the network.


### 3.3 Max_vel Algorithm

In [7] we demonstrated that Y&N algorithm does not perform as in authors’ intentions, because in an urban context the average user velocity is not slowly varying, as they suppose. Thus we proposed to implement the same kind of exponential averaging as Y&N does, but using a sequence of \textit{virtual} dwell times collected in the past crossed microcells instead of \textit{measured} dwell times. The virtual dwell time is calculated by assuming that the users cross the entire microcell by travelling at the \textit{peak velocity} they were able to reach in that cell. The result of the exponential averaging does not present aberrations or excessive deviations from its mean value. In [7] we demon-
strated that \textit{Max\_vel} exploits the virtues of both algorithms: it is successful in trading off the handoff rate per call (idle\_bonus) and the system GoS (Y&N).

![Graph showing new relationship between threshold velocity and offered teletraffic load.](image)

**Fig. 4.** New relationship between threshold velocity and offered teletraffic load.

<table>
<thead>
<tr>
<th>Table 1. Main simulation parameters and assumptions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environment</td>
</tr>
<tr>
<td>Nº of traffic-lights</td>
</tr>
<tr>
<td>Distance between traffic-lights</td>
</tr>
<tr>
<td>Traffic light times</td>
</tr>
<tr>
<td>Radio coverage</td>
</tr>
<tr>
<td>Microcell shape</td>
</tr>
<tr>
<td>Distance between microcells</td>
</tr>
<tr>
<td>Microcell overlapping length</td>
</tr>
<tr>
<td>Microcell threshold time (idle-bonus)</td>
</tr>
<tr>
<td>Bonus value (idle bonus)</td>
</tr>
<tr>
<td>Nº of successive cells to spend the bonus in (idle bonus)</td>
</tr>
<tr>
<td>Nº of past cell sojourn times (Y&amp;N)</td>
</tr>
<tr>
<td>Nº. of radio channels in the macrocell</td>
</tr>
<tr>
<td>Nº. of radio channels in the microcells</td>
</tr>
<tr>
<td>Car arrivals</td>
</tr>
<tr>
<td>Mean vehicle generation rate</td>
</tr>
<tr>
<td>Call duration</td>
</tr>
<tr>
<td>Call inter-arrival time per user</td>
</tr>
<tr>
<td>Average Nº of users (pedestrian+ vehicular)</td>
</tr>
<tr>
<td>Maximum car acceleration</td>
</tr>
<tr>
<td>Maximum car deceleration</td>
</tr>
<tr>
<td>Intentional speed</td>
</tr>
</tbody>
</table>

### 4 Numerical Results

In this paper, we extend the algorithms comparisons reported in [7] by introducing the more realistic assumptions described in Section 2. Specifically, we recalculate the relationship between the threshold velocity and the offered teletraffic load by consider-
ing the new user velocity distribution illustrated in Fig. 1. Following the mathematical calculus explained in [5], we obtained the new relationship plotted in Fig. 4. Table 1 reports the main simulation parameters and assumption.

Fig. 5 reports the handover rate per call at light (0.33 vehicles/s) and heavy (0.55 vehicles/s) traffic conditions. In the new realistic urban scenario Max_vel performs still better than all other algorithms, even at low offered teletraffic and heavy car traffic loads. It shows even better behaviour when tested under lighter car traffic load.

Numerically, Max_vel on average performs 58% and 40% fewer handovers for light and heavy traffic, respectively. This means that the user classification method used by Max_vel is successful in assigning fast users to the macrocell layer. The worse performance under heavy traffic is due to the fact that in this situation vehicles rarely reach their intentional velocity due to the traffic jam.

![Fig. 5. Handover rate per call for light and heavy car traffic](image)

![Fig. 6. Blocking probability for light and heavy car traffic](image)

The reduced number of handover in Max_vel is not paid in terms of a worse exploitation of the radio resources. The evidences are in Figures 6 and 7 that show new call blocking and handover dropping probabilities. The performances regarding both parameters are very similar for the three algorithms, especially at low call rate per user (under the target blocking rate of 0.02).

Fig. 8 shows the teletraffic (Erlang) conveyed on the macrocell layer. Max_vel carries more traffic than the other algorithms as we demonstrated in Fig. 5. It depends on the velocity classification method. In fact, Y&N tends to consider as fast only a user
who is fast “on average”. This means that it is not enough for a user to instantaneously reach a velocity higher than the threshold to be classified as fast, but the average velocity must be higher than the threshold.

![Graph](image1)

**Fig. 7.** Handover dropping probability for light and heavy car traffic

![Graph](image2)

**Fig. 8.** Teletraffic conveyed in the macrocell layer for light and heavy car traffic

![Graph](image3)

**Fig. 9.** Teletraffic successfully conveyed in the system for light and heavy car traffic

Finally, we show in Fig. 9 the throughput expressed in terms of teletraffic (Erlang) that is successfully conveyed by the overall system. The results are referred to vehicular users only (pedestrian are always classified as slow by all the algorithms) The
low performance of idle_bonus in terms of handover rate in the curves shown up to this point can be explained by the fact that it uses a fixed velocity threshold. On the contrary, Y&N and Max_vel dynamically adapt the threshold according to the teletraffic load (Figure 6). For this reason we show two other curves demonstrating how the idle_bonus performance is dependent on the choice of the threshold. These also testify the possibility for an optimal threshold calibration that could be achieved in order to perform better than the other analysed algorithms.

5 Conclusions

In this paper we have analysed the effect of a realistic urban context on the behaviours of three algorithms for call and handover management in a two-tier cellular system. Differently from previous studies on this topic we have focused on a very realistic urban scenario, trying to simulate not only the high speed variability a user can experience in a city centre, but also a noteworthy users velocity distribution and a significant relationship between the average velocity and density of cars in the observed system. Simulation results have shown it is possible to optimize the resources usage, providing users with a good grade of service together with a very low number of handovers.
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Abstract. The Network Time Protocol, an over 2-decade old and always improving algorithm for synchronizing networked computer clocks, still finds problems for its efficient operation. Many applications need a trustable time system to function correctly (e.g., banking and distributed database servers). With the advent of Quality of Service in computer networks, this problem can be elegantly approached and solved. This article suggests a framework to dealing with clock synchronization on DiffServ Domains, introduces a novel treatment to packets and validates this proposal on a case-study done with live application metrics in a network emulation environment.

1 Introduction

Clock synchronization in the Internet is fundamental to give integrity guarantees to time-sensitive services. This way, the accuracy of clocks depends on the algorithms used and on the network delays and jitter. Guaranteeing minimum and stable network delay is a way of ensuring better clock precision. The best synchronization protocol for IP, the Network Time Protocol (NTP), has been accepted as an Internet standard. Statistical techniques are used to yield an acceptable solution, but there had been no proposal based on quality of service (QoS). With QoS it is possible to offer guarantees about delay and jitter, improving synchronization. In this work, we analyze the benefits of QoS for clock synchronization.

2 Clock Synchronization in Computer Networks

Nowadays, a huge number of time-servers [8] around the world use the Network Time Protocol (NTP) [7][8] to replicate their time. It is the “de facto” standard. NTP uses a hierarchical and distributed algorithm to share time [7]. Physical clocks [6] are used as references and are attached to stratum 1 [8] computers. These serve a very trustable time, but at a very high price and require special skills to install and configure. Any computer that synchronizes from a stratum 1 computer has an association with it and is called stratum 2. It has a local clock to keep time and may serve time to stratum 3 ones and so on up to stratum 15, forming a synchronization tree. The stochastic process of clock synchronization is modeled in [5] and [1].
Some interesting metrics can be used for time synchronization [7]. The *stability* of a clock is how well it can maintain a constant frequency, while *accuracy* is how well its frequency compares to time standards and *precision* is how these quantities can be maintained on a system (maximum error estimation). The *offset* of two clocks (here, an NTP client and a server) is the time difference between them. The *skew* represents the frequency difference between them (computed as the first derivative of offset with time) and the *drift* is the variation of skew (second derivative of offset with time).

The synchronization process requires periodic message exchanges between client and server, named $T_{1i}$ to $T_{4i}$, for each message exchange $i$. The timestamps are used to compute estimations for clock offset $\delta$ and roundtrip time $\theta$, as follows:

\[
\delta_i = \left( T_{4i} - T_{1i} \right) - \left( T_{3i} - T_{2i} \right) \quad \theta_i = \frac{\left( T_{2i} - T_{1i} \right) + \left( T_{3i} - T_{4i} \right)}{2}
\]  

(1)

Based on $\delta$ and $\theta$, the clock discipline algorithm corrects the local clock, compensates for its intrinsic frequency error and dynamically adjusts various parameters in response to network jitter and oscillator frequency stability.

According to Mills [6] NTP works better when the network load is not high and even that is not a problem since network links generally spend very little time in high loads. But during high and even low load periods, NTP loses synchrony and the machine depends solely on its local clock. Synchronization depends on the reference clock quality, local clock stability and network delay and jitter. Therefore, by guaranteeing minimum and stable delay for request packets one guarantees permanently good synchronization for computers that use NTP. There has been no work analyzing synchronization algorithms on the light of quality of service.

3 The Differentiated Services Architecture

DiffServ was designed to have a smooth implementation in today’s Internet by being able to work with legacy applications and network topologies. Only router update is actually required and can be done on a per-network basis.

The IPv4 header has a byte-long field named “Type of Service” (TOS), designed to select different treatment to packets marked by applications. The main idea in Diffserv is to map each configuration (a DiffServ Code Point - DSCP) of this byte (called “DS Field”) to a different packet forwarding treatment, named Per Hop Behavior (PHB). Some PHBs have been standardized, as explained below.

The Best Effort (BE) PHB represents the treatment used on the Internet. It delivers fairness (among its packets) without guarantees. It was not standardized for DiffServ, and its definition from [9] is still valid. The Assured Forwarding (AF) [2] is a Behavior Aggregate (BA) that offers discard priority guarantees within a class. There are 4 AF classes, each with 3 different drop precedence values. It can be used by an application with different flows or by applications with differentiated importance.

Expedited Forwarding (EF) [3] guarantees no loss and delays close to the minimum. EF traffic should be independent of any traffic on the router.
4 QoSYNC Framework Proposal

We propose a configuration scheme for improving quality of clock synchronization (QoSYNC) with of NTP and the Diffserv architecture by using either of two PHBs: the Expedited Forwarding and the proposed Hot-Potato Forwarding, described next.

4.1 The Expedited Forwarding PHB

The EF PHB was proposed for providing minimum delay and no loss, and using it for NTP would have good stability. But NTP does not need the loss guarantees of EF and the delay guarantees could be a little improved. With simultaneous arrivals and small bursts it is common to have a little queuing of EF traffic, hurting synchronization.

In order to configure the routers to transport NTP traffic, there should be a good estimation of NTP traffic load. The EF configuration proposed must be done by adding to the reserved EF bandwidth the one that will be used by NTP. However, the average bandwidth is not equal to the peak bandwidth, since routers do not receive uniformly sparse requests. Practice shows that on reasonably loaded NTP servers traffic peaks are rarely more than twice the average. Therefore, system administrators must reserve twice the average bandwidth for NTP traffic. If EF is implemented in such a manner that starves other traffic [3], routers must also limit (token bucket) the rate of EF at the reserved bandwidth. Without a Bandwidth Broker, periodic measurements on Edge Routers can estimate the amount of NTP traffic to reserve.

4.2 The Hot-Potato Forwarding PHB

This work introduces the Hot-Potato Forwarding (HPF) PHB, intended to be the ideal treatment to packets with strong delay requirements and no delivery requirements. This PHB can be used to construct a lossy, very low latency, very low jitter service. Applications with time-sensitive information, like the exchange of high-resolution timestamps or the monitoring of physical links delay can make good use of it.

The HPF PHB provides forwarding treatment for a particular DiffServ aggregate called HPF traffic. HPF packets arriving at any DiffServ router should be immediately forwarded or dropped. No HPF packet should wait longer than a packet time (the time to send a packet in the outgoing network interface) to be sent. This assures a limited minimum jitter, based on the number of nodes and on the packet serialization delays.

No bandwidth reservations are necessary or even desired, although a maximum bandwidth can prevent that misuse of HPF will affect other PHBs, notably EF. HPF traffic should not break guarantees of other PHBs. The decision of discarding or not an HPF packet must be based on these guarantees. A router implementing HPF should not use traffic shaping of HPF traffic other than discarding nonconforming packets.

Two scheduling mechanisms accomplish the guarantees: priority queue and class based queuing. A suggestion is to use a queue for HPF and a queue for EF, and the HPF queue with a higher priority and be sized to a packet (if measured in packets) or to the size of the biggest packet expected (bytes). If an HPF packet arrives when another is being sent and there is an EF packet waiting, the HPF should be dropped.
HPF can be employed on any DiffServ router that implements any other PHBs, as long as the HPF specification is respected. If two DS Domains exchange HPF traffic, they should agree on the DSCP for HPF or should do packet remarking. Even though no reliability guarantees are made, a router should only discard an HPF packet if it really has to, to avoid starvation of HPF. No bandwidth is reserved, but the fact that HPF must have the highest priority makes it interfere with other traffic jitter.

5 Case-Study: Evaluation of QoSYNC with Network Emulation

In order to validate the QoSYNC framework, we decided to use a network emulation environment to check how much it improves clock synchronization quality with NTP.

Two NTP machines (a client and a server) were needed. The server had to be synchronized to international standards and could be connected to an atomic physical clock. A simple Diffserve network should separate the machines, with two routers. The routers should be connected through a single link with 40ms delay, shared with other Internet flows. Here, the applications mark their and no remarking is needed.

![Network Topology](network_topology.png)

**Fig. 1.** Implemented Network Topology (with network emulation)

On the emulated topology, a few items were added or replaced (Figure 1). In replacement to external networks, traffic generators (for self-similar traffic) were used. A dedicated link between client and server was added to measure real clock offset. A network emulation machine was used as a link between routers. It delayed all packets in any direction by exactly 40ms, with no artificial jitter introduction (besides queuing). Without a physical clock, an external time reference was used. The laboratory router was used as an NTP gateway between our server (now stratum 3) and a remote stratum 1. To make sure our server furnished a trustable time, all servers were configured with a short polling interval \((P = 32\text{ seconds})\), and run for several days before the starting the experiment to let corrections stabilize.

A preliminary test was run to decide the number of replications needed to achieve statistical guarantees [4], based on the maximum error acceptable at the confidence level of 90%. Table 1 compares the results for each variable in each scenario. As a result, the test was made with 120 replications (hours), which resulted in 5 days
running each of the three scenarios. Though we gathered real and estimated offsets, this work also analyzed the difference between them, the offset estimation error.

Table 1. Determining Number of Replications

<table>
<thead>
<tr>
<th>Analyzed Variable</th>
<th>Scenario</th>
<th>Sampled Average</th>
<th>Max. Error</th>
<th>Replications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Offset</td>
<td>BE</td>
<td>0.009817</td>
<td>15%</td>
<td>117.8108</td>
</tr>
<tr>
<td>Real Offset</td>
<td>EF</td>
<td>0.004889</td>
<td>15%</td>
<td>49.98287</td>
</tr>
<tr>
<td>Real Offset</td>
<td>HPF</td>
<td>0.003376</td>
<td>15%</td>
<td>32.98568</td>
</tr>
<tr>
<td>Estimation Error</td>
<td>BE</td>
<td>0.002501</td>
<td>15%</td>
<td>110.1464</td>
</tr>
<tr>
<td>Estimation Error</td>
<td>EF</td>
<td>0.002707</td>
<td>15%</td>
<td>42.46485</td>
</tr>
<tr>
<td>Estimation Error</td>
<td>HPF</td>
<td>0.002421</td>
<td>15%</td>
<td>33.31118</td>
</tr>
</tbody>
</table>

Table 2. Maximum Possible Jitter Estimate

<table>
<thead>
<tr>
<th>Type of Traffic</th>
<th>Observed Jitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Effort</td>
<td>1.5 ms</td>
</tr>
<tr>
<td>Expedited Forwarding</td>
<td>0.275 ms</td>
</tr>
<tr>
<td>Hot-Potato Forwarding</td>
<td>0.095 ms</td>
</tr>
</tbody>
</table>

The maximum jitter (Table 2) was measured in each scenario for the type of traffic of NTP with simple “ping” (changing the DS Field). After the run of each experiment, 1000 ping packets were sent and half of the difference between the maximum and minimum observed RTT (round-trip time) delay was taken to represent the one-way jitter. This difference is an estimate of the maximum possible jitter, though the jitter itself is the difference observed between two adjacent packets of a microflow.

The jitter observed on HPF still a little higher than what should be, but it is due to the use of general-purpose computers (with network activities treated by software) to act as routers. In all types of traffic, the jitter is limited by the use of only two routers, and on a given network topology the number of routers and the configuration of the queues affect observed jitter. The three scenarios did not show any significant change in the loss rate of the background traffic, and the number of total lost packets did not
differ significantly (0.499% for all tests). The goal of the background traffic was to imitate Internet behavior for NTP, not to analyze how NTP would affect other traffic.

On Figure 2 (a) we see a comparison between the resulting clock offsets for each type of traffic, computed as absolute values. The vertical bars represent the standard deviation of the data weighted by the trust interval coefficient [4], based on the confidence level of 90%. NTP performs systematically better as EF or HPF traffic than it does as BE traffic. As expected, HPF traffic represents a little improvement over EF. Figure 2 (b) shows the offset estimation error, computed as absolute values. Changing the type of traffic did not significantly affect its offset estimate. Though the average has increased a little for EF, its variation is smaller, resulting in a very small aggravation of this estimate. The jitter caused by EF is small, but it is unpredictable, since some packets receive minimum delay and others receive higher ones. HPF traffic, however, showed a little improvement on estimation mean and variation.

6 Conclusions and Future Work

This work has focused the distribution of time for clock synchronization in networked computers and proposed some network configurations based on the use of Quality of Service for dealing with it. It was shown that the use of the Expedited Forwarding PHB or the proposed Hot-Potato Forwarding PHB can help ensure permanent synchronization of a computer with NTP and also improve the quality of such synchronization. There was no need to alter the behavior of NTP, just QoS markings.

Many networks can benefit from the use of this proposal, which can decrease the overall use of NTP traffic on the Internet (it is well known that in order to recover from its synchronization losses NTP raises its bandwidth) and improve its accuracy.

We devised two future works: a broader study of the peak-to-mean relation for NTP traffic, allowing better estimation of peak EF bandwidth reservation; and a study of the effect of HPF traffic on TCP connection jitter (not using HPF for TCP).
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Abstract. The Differentiated Service (Diff-Serv) architectures are proposed to deliver Quality of Service (QoS) in TCP/IP networks. The aim of this paper is to design an active queue management system to secure high utilization, bounded delay and loss, while the network complies with the demands each traffic class sets. To this end, predictive control strategy is used to design the congestion controller. This control strategy is suitable for plants with time delay, so the effects of round trip time delay can be reduced using predictive control algorithm in comparison with the other exciting control algorithms. Simulation results of the proposed control action for the system with and without round trip time delay, demonstrate the effectiveness of the controller in providing queue management system.

1 Introduction

The rapid growth of the Internet and increased demand to use the Internet for voice and video applications necessitate the design and utilization of new Internet architectures with effective congestion control algorithms. As a result, the Differentiated Service (Diff-Serv) architectures were proposed to deliver Quality of Service (QoS) in TCP/IP networks. Diff-Serv architecture tries to provide QoS by using differentiated services aware congestion control algorithms. Recently several attempts have been made to develop congestion controllers [1,2], mostly using linear control theory. In this paper, the traffic of the network is divided into three types: Premium, Ordinary and Best Effort Traffic Services [3]. For very important people, there are VIPs passes. VIP passes get preferential treatment. This category is likened to our premium traffic Service. For ordinary people, there are common passes. To purchase these tickets, people may have to queue to get the best possible seats, and there is no preferential treatment, unless different prices are introduced for better seats. This category may be likened to our Ordinary Traffic Service. For reasons of economy, another pass may be offered, at a discount price for the opportunists at the door (Best Effort Traffic Service).

In this paper, we will make use of predictive control strategy [4-7] to congestion control in differentiated services networks. Using the proposed control action, congestion control in Premium and Ordinary classes is performed. Best effort class is no-controlled. Some computer simulations are provided to illustrate the effectiveness of the proposed sliding mode controller.
2 Dynamic Network Model

In this section, a state space equation for M/M/1 queue is presented. The model has been extended to consider traffic delays and includes modeling uncertainties then three classes of traffic services are introduced in a Diff-Serv network.

2.1 Fluid Flow Model

A diagram of a sample queue is depicted in Fig.1. Let \( x(t) \) be a state variable denoting the ensemble average number in the system in an arbitrary queuing model at time \( t \). Furthermore, let \( f_{in}(t) \) and \( f_{out}(t) \) be ensemble averages of the flow entering and exiting the system, respectively. \( \dot{x}(t) = \frac{dx(t)}{dt} \) can be written as

\[
\dot{x}(t) = f_{in}(t) - f_{out}(t)
\]

Equation of this kind of model has been used in the literature, and is commonly referred to as fluid flow equation [8,9]. To use this equation in a queuing system, \( C \) and \( \lambda \) have been defined as the queue server capacity and average arrival rate respectively. Assuming that the queue capacity is unlimited, \( f_{in}(t) \) is just the arrival rate \( \lambda \). The flow out of the system, \( f_{out}(t) \), can be related to the ensemble average utilization of the queue, \( \rho(t) \), by \( f_{out}(t) = \rho(t)C \). It is assumed that the utilization of the link, \( \rho \), can be approximated by the function \( G(x(t)) \), which represents the ensemble average utilization of the link at time \( t \) as a function of the state variable. Hence, queue model can be represented by the following nonlinear differential equation [3,8]

\[
\dot{x}(t) = -CG(x(t)) + \lambda
\]

In this model input and service rates both have Poisson distribution function. For M/M/1 the state space equation would be [9]

\[
\dot{x}(t) = -C \frac{x(t)}{1 + x(t)} + \lambda
\]

The validity of this model has been verified by a number of researchers [3,8,10].

2.2 System Structure and Controller Mechanism

Consider a router of \( K \) input and \( L \) output ports handling three differentiated traffic classes mentioned above (Fig. 2). The incoming traffic to the input node includes different classes of traffic. The input node then separates each class according to their class identifier tags and forwards the packets to the proper queue. The output port could transmit packets at maximum rate of \( C_{server} \) to destination where

\[
C_{server} < C_p + C_r + C_b
\]

2.3 Premium Control Strategy

Premium traffic flows needs strict guarantees of delivery. Delay, jitter and packet drops should be kept as small as possible. The queue dynamic model can be as
\[
\dot{x}_p(t) = -C_p(t) \frac{x_p(t)}{1 + x_p(t)} + \lambda_p(t) \tag{5}
\]

Fig. 1. Diagram of sample queue

Fig. 2. Control strategy at each switch output port

The control goal here is to determine \( C_p(t) \) at any time and for any arrival rate \( \lambda_p(t) \) in which the queue length, \( x_p(t) \) is kept close to a reference value, \( x_p^{\text{ref}}(t) \), specified by the operator or designer. So in (5), \( x_p(t) \) would be the state to be tracked, \( C_p(t) \) is the control signal determined by the congestion controller and \( \lambda_p(t) \) is the disturbance. Note that we are confined to control signals as

\[ 0 < C_p(t) < C_{\text{server}} \tag{6} \]

2.4 Ordinary Control Strategy

In the case of ordinary traffic flows, there is no limitation on delay and we assume that the sources sending ordinary packets over the network are capable to adjust their rates to the value specified by the bottleneck controller. The queue dynamic model is as follows

\[
\dot{x}_o(t) = -\frac{x_o(t)}{1 + x_o(t)} C_o(t) + \lambda_o(t - \tau) \tag{7}
\]

where, \( \tau \) denotes the round-trip delay from bottleneck router to ordinary sources and back to the router. The control goal here is to determine \( \lambda_o(t) \) at any time and for any allocated capacity \( C_o(t) \) so that \( x_o(t) \) be close to a reference value \( x_o^{\text{ref}}(t) \) given by the operator or designer. There are two important points that must be considered, first, \( C_o(t) \) is the remaining capacity, \( C_o(t) = C_{\text{server}} - C_p(t) \) and would be considered as disturbance which could be measured from the premium queue. In our controller scheme we would try to decouple the affect of \( C_o(t) \) on the state variable \( x_o(t) \), and the another point is that \( \lambda_o \) is limited to a maximum value \( \lambda_{\text{max}} \) and no negative \( \lambda_o \) is allowed i.e.

\[ 0 \leq \lambda_o(t) \leq \lambda_{\text{max}} \leq C_{\text{max}} \]
2.5 Best-Effort Traffic

As mentioned in the previous section, best effort traffic has the lowest priority and therefore could only use the left capacity not used by Premium and Ordinary traffic flows. So, this class of service is no-controlled.

3 Predictive Congestion Controller Design

A predictive control anticipates the plant response for a sequence of control actions in future time interval, which is known as prediction horizon [4]. The control action in this prediction horizon should be determined by an optimization method to minimize the difference between set point and predicted response. Predictive control belongs to the class of model based controller design concepts. That is, a model of the process is explicitly used to design the controller, as is illustrated in Fig. 2. Usually, predictive controllers are used in discrete time. Supposed the current time is denoted by sample $k$, $u(k)$, $y(k)$ and $w(k)$ denote the controller output, the process output and the desired process output at sample $k$, respectively. More details about this strategy can be found in [4-7].

![Fig. 3. Scheme of model based control](image)

To design the controller, we have made the following assumptions for controller design throughout this paper:

$C_{\text{max}}=300000$ Packets Per Second

$\lambda_{\text{max}}=150000$ Packets Per Second

In addition at first is assumed there is not any delay in system ($\tau=0$).

The simulation results are depicted in Figs. 4, 5 and 6 for premium traffic, and in Figs. 7, 8 and 9 for ordinary traffic. Figs. 4 and 7 show $x(t)$ with $x_{\text{ref}}(t)$ for Premium and Ordinary classes, respectively where good behavior for rising and settling of $x(t)$ is clear. The input and output rates of Premium buffer are shown in Figs. 5 and 6, respectively. Figs. 8 and 9 shows the input and output rates for the Ordinary buffers as well. To investigate the robustness of proposed controller, the round trip time delay and uncertainty is applied to the system as follows:

$$G(x(t)) = \left(1 + \frac{10}{100}\right) \frac{x(t)}{1 + x(t)}, \tau = 3 \text{ m sec}$$ (8)
Figs. 10 and 11 show the set point tracking behavior of $x_o(t)$ and $x_p(t)$, respectively, with above conditions. It is evident that the performance of $x_p(t)$ with the proposed control action does not vary much; so the above uncertainty does not effect on the closed-loop system very much. The performance of $x_o(t)$ is a little worst than the case of without delay. It means that our proposed robust controller still needs to be improved to compensate the effect of round trip time delay.
4 Conclusion

In this paper, predictive Controller was applied to congestion control in Differentiated-Services networks. A differentiated-services network framework was assumed and the control strategy was formulated for three types of services: Premium Service, Ordinary Service, and Best Effort Service. The proposed control action demonstrated robust performance against round trip time delay. Some computer simulations showed good and satisfactory performance for the proposed controller.
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Abstract. This paper presents the design and prototype implementation of a manageable WLAN Access Point (mAP). mAP has been developed for managing WLAN Quality of Service (QoS), frequency selection, client configuration, and for collecting a wide range of management information. The prototype is implemented using a Linux platform. With the presented architecture, the mAP functionality can be easily extended by adding new management functions and automated services.

1 Introduction

The number of Wireless Local Area Network (WLAN) installations has increased rapidly during the past few years. This growth has been fuelled by user mobility and the easier installation of WLANs compared to wired LANs. Most of the currently used networks meet the IEEE 802.11b, 802.11g, and 802.11a WLAN standards, providing the nominal bandwidth from 11 MBit/s up to 54 MBit/s [1][2].

Increasing WLAN usage has revealed problems for managing these networks. The requirements set for traditional wired networks for configuration, fault, performance, security and accounting management apply also for WLANs [3]. Special requirements for WLAN management are emphasized as the number of parallel networks is increased and service requirements of applications become more demanding. A natural location for the management is WLAN Access Point (AP), which connects a wired backbone and WLAN [5].

Recent research work related to WLAN management has concentrated on developing features such as firewall technologies [8], algorithms for load balancing [9], and mathematical models for allocating radio channels in WLANs [4]. A significant development work is also the Inter Access Point Protocol (IAPP) specified by the IEEE 802.11f standard [10]. Its target is to provide tools for roaming between APs.

In the infrastructure WLAN, AP has a significant responsibility when reaching for efficient and autonomous management. In this paper, we present our own concept for a manageable WLAN AP that we call mAP. The target operating environment for mAP is presented in Fig. 1. In the presented network, a Network Management System (NMS) [3] is responsible for managing a network containing mAPs, legacy WLAN APs and a gateway router, providing access to the Internet.
The network management functionality in the presented architecture is divided between the NMS server and mAPs. All management functions in mAP have corresponding functions in the NMS server. They are responsible for the network management in the scope of the whole LAN, thus the architecture of NMS is centralised [11].

This paper is organized as follows. Sect. 0 defines the requirements for mAP. The functional architecture of mAP is presented in Sect. 0 and the prototype implementation in Sect. 0. As a proof of mAP functionality, Sect. 0 presents the test results of two management operations. Finally, Sect. 0 gives conclusions and presents future work.

2 Requirements for a Manageable AP

Traditional network management focus on the whole network. This consequently leads to the requirements placed on a single managed network node. We have divided the functional requirements for mAP into five groups. The groups are the QoS, radio, terminal, bridge and security management, and the non-functional requirements.

For enabling usable QoS, WLAN must provide a negotiated share of bandwidth to applications [6]. This is possible only if application traffic flows (e.g. TCP sessions and UDP streams) are identified and controlled. Consequently, mAP is required to implement traffic classifying and conditioning functions. Traffic can be controlled either flow basis as in the Integrated Services (IntServ) [12] or class basis as in the Differentiated Services (DiffServ) [13]. If a link level QoS mechanism, such as IEEE 802.11e [25] or 802.1D priorities [16], is used in network, mAP should provide mapping from traffic classes used in wireless link to those used in backbone network.

One of the main factors affecting WLAN throughput is the interference caused by other WLANs located on the same geographical area [4]. In the presented network architecture, NMS is responsible for the overall network configuration. To facilitate frequency planning, NMS needs information about AP signal propagation as well as neighbour APs on the area. Traditionally, this information has been collected by manual on-site measurements. However, they can not be used to collect up-to-date information because of frequent changes in the network topology and environment.
The terminal management includes collecting terminal information and controlling of their operations. Statistical information on terminal behaviour needs to be available for developing the network infrastructure [7]. The terminal control relates to load balancing between APs, terminal roaming, and consequently it affects QoS.

The load balancing algorithms control which terminals are allowed to associate with mAP. This is also necessary for minimizing the negative effects of uncontrolled handovers on QoS due to reassociation and possible routing changes [14]. Roaming between APs located in different management domains requires inter-domain management signalling. A good alternative for interoperability is to implement the IAPP standard in mAP.

The bridge management monitors the state of mAP, including CPU loading and traffic load in each network interface. NMS needs information about load peaks and traffic trends to enable load balancing, capacity planning, and network monitoring [6].

Security should be considered on the scope of the whole network. Thus, requirements for a specific node depend on the selected approach for implementing the security functionality. WLAN security has mainly been pursued using centralized security architectures [1]. However, several requirements can be identified specifically for mAP. First, mAP should collect behaviour and position information about neighbour APs and terminals in order to detect possible rogue APs and misbehaving/unauthorized terminals. Second, mAP should contain a firewall for dividing a network into different security zones. Third, mAP should be able to force the disassociation of misbehaving or unwanted terminals.

Manual configuration should be minimized by automating the management functionality in mAP. As the complexity of managed systems increase, the data centric approach used by the Simple Network Management Protocol (SNMP) comes more and more difficult to handle by an administrator and NMS. It is more effective when administrators view the managed nodes in task oriented manner, and not as a set of configurable attributes [15]. The task oriented approach avoids semantic mismatch between mAP and the administrator view.

To provide a task oriented view, mAP should contain a message based management interface that consists of all accepted management operations. Additionally, mAP should also support traditional data centric monitoring with SNMP. For cost-efficiency, it is required that implementation has low footprint, processing, and memory requirements. Accurate clock synchronization is required for traffic analysis and QoS measurement purposes.

3 Functional Architecture of mAP

The functional architecture of mAP is presented in Fig. 2. The main parts are the mAP adaptor and the legacy AP components. Existing legacy AP components are WLAN and Ethernet interface, bridge, and Management Information Base (MIB) module. The mAP adaptor is an execution environment for management functions and services. The mAP adaptor, management functions, and services are developed for mAP.
The mAP adaptor is able to dynamically load and execute management functions. This enables one to easily add new services and functions, also remotely. The mAP adaptor also provides the basic inter-communication for management functions.

Management functions contain the intelligence in mAP. Currently, six management functions have been designed and implemented. These are the terminal, AP, and flow monitors, and QoS, traffic, and frequency managers.

The purpose of executing management functions in mAP is to reduce the amount of management network traffic and the workload of the NMS server. This is possible because a considerable part of the management decisions can be done locally. However, the mAP architecture preserves a single point of configuration because the management functions in mAP receive their configuration from the corresponding functions in the NMS server.

In mAP, services are utilized by management functions. Services execute conceptually low level management tasks and tasks that can be shared by several management functions. A service implements an Application Programming Interface (API) for a certain purpose but does not contain management intelligence. Examples of low level tasks are the setting of the current frequency channel, transmission power, and radio scanning interval.

3.1 Services

Currently, the services defined for mAP are the AP control, flow meter, mMIB and traffic control. The AP control service provides an access to legacy AP components. It keeps an up-to-date record of neighbour APs, their network names, used frequency channels, and signal strengths. The service also monitors associated terminals and contains an access list for defining the terminals allowed to associate. The access list is a set of Medium Access Control (MAC) addresses. The list is used primarily for load balancing purposes, while its security value is low due to such concerns as stealing the MAC address [1].

The flow meter service analyses the Internet Protocol (IP), TCP, and UDP headers of received and transmitted packets. The service assigns timestamps to the packets and measures their queuing delays. The packet measurement data, such as transmitted
bytes, is summarized for a detected flow. This information is used by the flow monitor function, which is responsible for supervising the actual flow characteristics and informing NMS.

The traffic control service is responsible for classifying and conditioning traffic flows in network interfaces. Traffic is classified using filters that identify data packets belonging to a certain flow. The flow identification is based on source and destination IP addresses and port numbers, and optionally protocol and Type of Service (TOS) bits.

In traffic control, bandwidth for each interface is divided into dedicated and statistical traffic. The difference between these traffic types is that mAP reserves bandwidth for each dedicated flow separately, whereas each statistical traffic class may contain several flows.

The parameters configured for each dedicated flow and statistical class are the average and maximum data rate, the size of the burst allowed to exceed the average rate, and priority. The priority for dedicated flows can be used for controlling delays, while in statistical traffic a priority value defines a traffic class priority compared to other classes. Seven statistical traffic classes are supported in mAP. These are the network control, voice, video, controlled load, excellent effort, best effort, and background, as defined in [16].

The traffic control service is an IP level solution for QoS management and it controls both wireless and wired interfaces, and works in the same way for uplink and downlink traffic. The service is also capable for supporting link level QoS mechanisms. For example, each traffic class of IEEE 802.11e can be directed to a separate queue inside mAP.

The mMIB service supports SNMP based monitoring with NMS and traditional network management tools. The service also provides API for management functions for storing and retrieving local management information.

3.2 Functions

The frequency manager function is responsible for monitoring the networks, channels and signal strengths of the neighbour APs. This information is stored using the AP control service. Neighbour APs are scanned with specified intervals (e.g. 10 s), thus the data transfer is interrupted as little as possible. If neighbour APs appear, vanish, or their signal strength changes significantly, the changed information is sent to NMS. Consequently, NMS is capable of calculating the optimal channel for mAPs in the network.

Neighbour APs are also monitored by the AP monitor function that is responsible for providing an overview of the WLANs in the area to NMS. The AP monitor utilizes same scanning information as the frequency manager but is implemented as a separate function because of its different purpose.

The traffic manager function observes traffic loads of the network interfaces in mAP. When capacity limit is exceeded, the function informs NMS that mAP is overloaded. Thus, NMS can assign terminals to less congested mAPs.
Preventing a terminal from using a congested mAP can be done with the mAP access list but finding an alternative mAP and guiding the terminal there is more complicated. Several load balancing algorithms are being evaluated, including the use of position of a terminal, allowing a terminal to associate only with a single defined mAP, and using client software to control the association.

The terminal monitor function collects information about associated terminals, including MAC addresses and signal strength levels of received packets. This information is used by NMS for providing up-to-date view of the network usage.

The QoS manager and flow monitor functions are responsible for controlling traffic conditioning and measuring that reserved bandwidth is provided. The QoS manager receives input QoS parameters from NMS and reserves transfer capacity using the traffic control service. The flow monitor provides flow characteristics to NMS for further processing. NMS combines traffic characteristics from several mAPs and provides a view in the scope of the whole WLAN. NMS is also responsible for synchronizing mAPs to provide comparable timestamp values from multiple sources.

4 Prototype Implementation

The prototype was implemented based on the Linux operating system because of its rich variety of existing services such as Traffic Control [17], HostAP device driver [18] and Bridge [19]. The physical platform is a laptop PC. The main component, the mAP adaptor, is implemented jointly on top of the Java Virtual Machine (JVM) and Linux. The Java programming language was selected for rapid development and platform independence.

For the mAP prototype, all management functions, the AP control, mMIB, and main parts of the flow meter service are implemented with Java. However, due to the performance requirements, some services are implemented using C++. For example, lower levels of the flow meter service are implemented with C++, containing timestamping, protocol header analysis, and the merging of packet measurements into flow measurements. This gives reasonable performance for testing. For large scale flow monitoring, critical parts such as timestamping should be implemented closer to
The execution environment for management functions in mAP is named as Distributed Management Code Container (DMCC). Fig. 3 presents the prototype implementation of mAP.

The traffic control service is implemented using a Linux Traffic Control module with an added management API for controlling it. The Linux traffic control module implements several queuing disciplines, classes, and filters [17][20]. Traffic is controlled in output interfaces, where bandwidth is divided into classes using a Hierarchical Token Bucket (HTB) queuing discipline, as presented in Fig. 4. HTB supports several attributes on which the average and maximum data rate, burst size, and priority are used.

Statistical and dedicated traffic utilize different queuing disciplines. For statistical traffic, a Stochastic Fairness Queueing (SFQ) discipline is used for each traffic class to guarantee fairness between the flows inside a class. A default queuing discipline, pfifo, is used with the dedicated flows, since there is no need for additional queuing policies within a flow.

The HostAP driver is used for controlling the WLAN adapter card. The driver implements the basic AP control functionality, such as frequency and power control, frequency scanning, terminal association control, and the collection of traffic statistics. It supports wireless LAN cards based on the Prism2/2.5/3 chipset [21].

The NMS server contains a Java Message Service (JMS) [22] implementation called OpenJMS [23] that is responsible for the communication between management functions. JMS supports two communication models queues (send – receive) and topics (publish – subscribe) that are both used in the implementation. Each management function has own queue where it receives messages targeted only to that particular function. Additionally, NMS utilizes several topics that are listened by management functions.

One example of using topics is roaming inside a management domain. When a terminal changes its association from one mAP to another, the destination mAP sends a message to the terminal roaming topic listened by the source mAP. The HostAP driver keeps a record of associated terminals where the terminals are removed after a fixed inactivity period. This time period is necessary for preventing the oscillation when a terminal is soon re-associated. However, by informing other mAPs about terminal roaming, mAP can react faster to the permanent disassociation of the terminal.

In the prototype, the NMS server implementation is similar to mAP. The server also contains DMCC and management functions. WLAN is controlled using the NMS management functionality instead of configuring each mAP individually. The NMS
server is implemented with Java. It contains a WWW server for loading a user interface that is implemented as a Java applet [11].

5 Prototype Measurements

This section presents two measurement cases of mAP management functions. These are QoS management, and flow monitoring. The test cases cover the main WLAN management tasks for verifying the mAP functionality.

Fig. 5 presents the test setup for the QoS management measurements. In the test, terminals A and B, associated in the same mAP, receive data from a gateway server acting as a traffic source. A test application used for the traffic generation and measurement is a UDP sender/receiver utility RUDE [24]. The receiver utility logs all packets received by the terminal. The throughput graph seen in Fig. 5 was created by combining the logs from the terminals A and B.

The sender utility creates four data flows, from which two are sent to the terminal A and two to the terminal B. All flows have a constant 2.2 Mbit/s send rate, but use different statistical traffic classes. The reserved capacities for the classes used by flows 1, 2, 3 and 4 are 2 Mbit/s, 600 kbit/s, 400 kbit/s, and 200 kbit/s, respectively. At the beginning of the measurement, traffic is not controlled in mAP and throughput for all flows is about 1.2 Mbit/s, as can be seen from Fig. 5. The traffic control is activated at 20 s from the start, and after a short stabilization period all flows received configured throughputs. As can be seen, the QoS management is able to provide controlled throughput for application traffic flows.

The previous example covers the downlink from AP to the terminal. QoS management works in the same way also for uplink traffic. However, uplink UDP traffic is more difficult to control because the terminal has no rate control mechanism (as opposed to the slow-start mechanism of the TCP). Thus, a misbehaving terminal is able to send UDP traffic at any rate, possibly using more than its configured bandwidth. The means for mAP to prevent this is forcing the terminal to disassociate.

![Diagram of network setup](image)

**Fig. 5.** The setup for QoS management (left), and QoS management test results (right).
Consequently, without either a link level QoS mechanism or a traffic control extension at the terminal, traffic differentiation cannot be guaranteed for uplink traffic.

In the second test, flows were monitored using the tools provided by NMS and mAP. The flow meter service in mAP analyzed the headers of transmitted packets and summarized the measurement data for detected flows. This information about flows is given to the flow monitor for further analysis. The flow monitoring view generated by NMS in Fig. 6 presents the total transmitted octets, number of received and transmitted packets, target IP address and port number, and time the last packet for each flow in the selected terminal. This data can be further analyzed by NMS to calculate delays in the route through the management domain.

6 Conclusions

The functional requirements for mAP, the designed architecture and the implementation of a mAP prototype were presented in this paper. mAP has been developed for managing WLAN Quality of Service (QoS), frequency selection, client configuration, and for collecting a wide range of management information. The functionality of mAP can be easily extended using the presented architecture, by adding new management functions and services. Two tests of WLAN management operations were presented for verifying the prototype functionality. Future work will concentrate on developing new automated management functionality for mAP and for the scope of the whole WLAN.
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1 Introduction

Traditionally, voice has been carried over Time Division Multiplexed (TDM) based networks. TDM based networks such as SONET/SDH offer high reliability and survivability for connections and predictable delays for voice samples, thus providing a superior quality. Today, the volume of data traffic in the world’s telecommunication networks has outstripped the volume of voice traffic. This growth of data traffic is primarily due to the growth of internet and the increase in multimedia traffic. This growth has also lead to the ubiquitous development and deployment of packet switched networks (PSN). With the increase in access transport network and the evolution of packet switched networks, service providers have benefit to transport TDM (not only voice but also video) traffic and data traffic over the same packet switched network architecture. This convergence of TDM and data traffic in an existent PSN architecture could save considerable equipment and installation cost. Thus packet switched networks, which were initially designed for only transporting data traffic, are now facing the challenge of carrying TDM service.

Circuit Emulation Service (CES) is a technology allowing the transport of TDM service such as PDH (E1/T1/E3/T3) as well as SONET/SDH circuit over a packet switched network. Circuit emulation originally comes from Asynchronous Transfer Mode (ATM) world [1]. The idea has been taken up in the packet switched world by a number of organisms, including the Internet Engineering Task Force (IETF), the Metro Ethernet Forum (MEF) and the Multi-Protocol Label Switching (MPLS) forum. The main CES standards are being set by the Pseudo-Wire Emulation Edge to
Edge (PWE3) working group in the IETF [2, 3]. This group is chartered to develop methods to carry Layer-1 and Layer-2 services across a packet switched network (principally IP or MPLS). Hence the group is looking at TDM circuit emulation, and also carriage of Layer-2 service such as ATM, Frame Relay and Ethernet across the PSN. The Metro Ethernet Forum [4] is looking to extend the work of the PWE3 group to make it applicable to a metropolitan Ethernet context. Similarly, the MPLS Forum [5] is also looking at the same standards from the point of view of an MPLS network.

In this paper, we study the Circuit Emulation Service on a singular metropolitan optical Ethernet ring network. The rest of this paper is organized as following. Section 2 describes the ring architecture and its main features. Section 3 presents the studied CES model, the CES packet format, the TDM frame segmentation mechanisms and the QoS definition for CES. Section 4 discusses the considered performance parameters and the QoS requirements for CES over a Metro Ethernet network. Section 5 provides some simulation results on the CES performance. Finally, section 6 gives some conclusions and future researches.

Fig. 1. Metropolitan optical ring architecture
Fig. 2. Optical Ethernet frame structure

2 Optical Ring Architecture and Main Features

The network considered in this work is a metropolitan optical Ethernet ring network, called DBORN - Dual Bus Optical Ring Network [6]. DBORN uses a ring topology with a spectral separation of upstream/writing (from ring nodes to the hub node) and downstream/reading buses (from the hub to ring nodes) (Figure 1). This spectral separation allows the use of a simple passive structure for the optical part of ring nodes. At the optical level, ring nodes first use an optical coupler to separate an incoming signal into two identical signals: the main transit signal and its copy used for the control. A Fiber Delay Line (FDL) creates a fixed delay on the transit path between the control and the add/drop function. This FDL, which is larger than the MTU (Maximum Transmission Unit) of the communication protocol used, allows avoiding collisions. The packet insertion on the upstream bus is insured by a Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) medium access control (MAC) protocol, which is based on void detection.

To have a simple and flexible architecture, Ethernet is used as the convergence layer for the data plane. The structure of an optical Ethernet frame (OEF) is shown in Figure 2. The frame size is kept unchanged (from 64 bytes to 1518 bytes). The existing standard extensions (IEEE 802.1Q/802.1p /802.3ad) are still applicable, and only
the preamble field is adapted for an asynchronous optical transport layer. In this study, we use a traffic control mechanism called TCARD (Traffic Control Architecture using Remote Descriptors) [7] that has been designed in the framework of DBORN to face the unfairness issues on the upstream/writing bus due to the ring topology. Indeed, several ring nodes share the upstream bus bandwidth. Hence the upstream nodes may grab all the bandwidth and block the emission of downstream nodes. TCARD is a preventive mechanism that guarantees the access to the resource for downstream ring nodes. With TCARD, free bandwidth is preserved by a ring node according to traffic requirements of downstream nodes (e.g. based on Service Level Agreements - SLA). This is completed by the generation of anti-tokens that forbid the node emission, and hence preserving voids for downstream nodes. More details about the TCARD mechanism and the DBORN architecture can be founded in [6, 7].

![Fig. 3. CES reference model](image1.png)

![Fig. 4. CES logical DBORN access node model](image2.png)

3 CES Model and QoS Definition

3.1 CES Reference Model

The global model for circuit emulation presented in PWE3 draft [2] is adopted as the reference CES model for our work. Figure 3 presents the general model of CES on DBORN. We have two TDM customers’ edges (CE) communicating via DBORN. One CE is connected to a ring customers’ edge node; the other CE is connected to the ring HUB node (this study is limited on DBORN upstream bus only). TDM service generated by ingress TDM customer edge is transported/emulated by DBORN to egress TDM customer edge. The emulated TDM service between the two CEs is managed by two inter-working functions (IWF) implemented at appropriate nodes.

CES has two principle modes of functioning. In the first one, called “unstructured” emulation mode, the entire TDM service bandwidth is emulated transparently. The frame structure of TDM service is ignored. The ingress bit stream is encapsulated into an emulated TDM flow (called also CES flow) and is reproduced at the egress destination. The second mode, called “structured” emulation, requires the knowledge of TDM frame structure being emulated. Individual TDM frames are visible and are byte aligned in order to preserve the frame structure. “Structured” mode allows frame-by-frame treatment, permitting overhead stripping, flow multiplexing/demultiplexing. In the reference model of CES, the Native Service Processor (NSP) block performs some necessary operations (in TDM domain) on native TDM service such as overhead
treatment or flow multiplexing/demultiplexing, terminating the native TDM service coming/going from/to CE.

The main functions of an Inter-Working Function are to encapsulate TDM service in DBORN packets (i.e., Ethernet packets in our case), to perform TDM service synchronization, sequencing, signaling, and also to monitor performance parameters of emulated TDM service. Each TDM emulated service requires a pair of IWF installed respectively at the ingress and egress provider edges (PE). The aim of our study is to evaluate the logical performance of CES on DBORN. Hence, we ignore some operations and functional blocks in the CES reference model, which are outside the scope of this paper, such as the synchronization and signaling aspect of the IWF block, and the functioning of the NSP block.

3.2 CES Logical Model at DBORN Node

A logical architecture for a DBORN access node (the CES ingress side), which supports the emulation of TDM service, is shown in Figure 4. Each access node is composed of an electronic part and an optical part. The incoming TDM service (treated as “structured” or “unstructured”) is mapped into Ethernet packets thanks to the IWF block. A segmentation mechanism can be applied on large TDM frames in order to fit them to Ethernet packet. We will discuss the static and dynamic segmentation policies in the next section. Ethernet packets transporting data service and Ethernet packets transporting TDM service are aggregated into an electronic local buffer. Here all packets are classified, according to their destinations and classes of service (CoS), into three separated buffers corresponding to three CoS. A scheduler, taking into account the CoS priority, distributes all packets from local buffer to temporary sending electronic buffers. The optical Ethernet frames (OEF) are built by adding an optical preamble (Pr) to each electronic packet, and then are sent on appropriate wavelength.

At the egress side (the HUB node), the same architecture with some modifications concerning the IWF block is used. A jitter buffer (or playout buffer) is introduced in IWF block. On one hand, the size of the jitter buffer should be large enough in order to accommodate the expected TDM frame jitter. On the other hand, the jitter buffer should not introduce excessive delay in the emulated circuit. The jitter buffer size is a local parameter of the IWF block and can be variable according to the statistics of the frame delay variation. In this work, we focus on the performance measure of CES on DBORN. The main function of the egress IWF is to measure the CES performance (e.g., delay, jitter, and loss) based on delivered Ethernet packets transporting TDM service. The other aspects of IWF, such as jitter buffer dimensioning and reconstruction of native TDM frames, are not considered.

3.3 CES Ethernet Packet Format

We adopted the CES packet format proposed in the PWE3 draft [3] (Figure 5). A CES control word is added to each TDM payload. The main functions of the CES control word are to differentiate the network outage and the emulated service outage, to signal problems detected at the IWF egress to the IWF ingress, to save bandwidth by not transferring invalid data, and to perform packet sequencing if RTP header is not used. An RTP header may be added to the resulting packet for the synchronization and se-
quencing. The new resulting packet is encapsulated in the CES Ethernet packet by adding Ethernet and multiplexing header. All details about the structure of CES control word and RTP header are described in [3].

![Fig. 5. CES Ethernet packet format](image)

### 3.4 Segmentation Mechanism for TDM Frames

As we explained above, in order to perform CES on DBORN, TDM frames are encapsulated into Ethernet packets. A TDM frame would ideally be relayed across the emulated TDM service as a single unit. However, when the combined size of TDM frame and its associated header exceeds the maximum transfer unit (MTU) size of DBORN, a segmentation and re-assembly process should be performed in order to deliver TDM service over DBORN.

We have proposed two segmentation mechanisms. The first one, called *dynamic segmentation*, fragments a TDM frame into small segments according to void size detected on the medium (wavelength) by the MAC unit. This approach promises a good use of wavelength bandwidth, but technically it is complex to implement. The second one, called *static segmentation*, segments the TDM packet according to a pre-defined threshold. This technique is simple to implement, and it provides resulting TDM segments with predictable size. Thus current TDM monitoring methods could be reused, simplifying the management of CES. In the framework of this study, we used the static segmentation method to evaluate the performance of CES on DBORN.

Segmentation threshold is a parameter that we have to determine during this work. The PWE3 draft [3] has recommended some rules to determine the segmentation threshold. First, the segmentation threshold should be either an integer multiple or an integer divisor of the TDM payload size. For example, for all unstructured SONET/SDH services, the segmentation threshold could be an integer multiple of STS-1 or STM-0 frame of 810 bytes. Second, for unstructured E1 and DS1 services, the segmentation threshold for E1 could be 256 bytes (i.e., multiplexing of 8 native E1 frames), and for DS1 could be 193 bytes (i.e., multiplexing of 8 native DS1 frames).

### 3.5 QoS Definition

The QoS definition for all types of service in DBORN is given in the Table 1. As the TDM service requires high quality of service, it is given the highest priority. The medium class (data service with guarantee of QoS) can be considered as real-time data traffic (e.g., video streaming, and voice over IP). Real-time traffic generates packets whose size is distributed between 100 bytes and 300 bytes. For the reason of simplicity, we suppose the mean packet size of 250 bytes for CoS2. The CoS3 or Best-Effort (BE) service is sporadic internet traffic, which has no guarantee of QoS. Generally, BE packets have size varying between 50 bytes and 1500 bytes.
<table>
<thead>
<tr>
<th>CoS Type</th>
<th>Priority</th>
<th>PLR</th>
<th>Delay</th>
<th>Jitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoS1 (TDM)</td>
<td>High</td>
<td>10</td>
<td>Strictly limited</td>
<td>Strictly limited</td>
</tr>
<tr>
<td>CoS2 (data with QoS)</td>
<td>Medium</td>
<td>10</td>
<td>Limited</td>
<td>Limited</td>
</tr>
<tr>
<td>CoS3 (data without QoS)</td>
<td>Low</td>
<td>No guarantee</td>
<td>No guarantee</td>
<td>No guarantee</td>
</tr>
</tbody>
</table>

## 4 Performance Parameters

Many performance parameters must be met in order to support circuit emulation on a packet switched network such as DBORN. Based on the MEN requirements [4], we focused on three main parameters for CES below.

The CES Ethernet Frame Loss (FL) is defined as the ratio of lost Ethernet frames carrying TDM service among total sent Ethernet frames carrying TDM service. The CES Ethernet end-to-end Frame Delay (FD) is the maximum delay measured for a percentile P (superior to 95%) of successfully delivered Ethernet frames carrying TDM service over a measured interval T. The CES Ethernet Frame Jitter (FJ) is derived from the FD measured over the same measurement interval T and percentile P. FJ is obtained by subtraction of the lowest frame delay from FD. FJ is used typically to size the Jitter buffer at the egress side. All these parameters must meet the MEN requirements for CES given in [4]. Concretely, the FL and FD shall be kept to a minimum, and the FJ shall not exceed 10 ms.

## 5 Simulation Parameters and Results

We used simulations to evaluate the performance parameters of CES. In our study we consider an upstream/writing bus that consists of 8 access nodes and one HUB node. The bus starts at the first access node and ends at the HUB node. At each access node, we set the CoS1 buffer capacity to 100 Kbytes, the CoS2 buffer capacity to 100 Kbytes and the CoS3 capacity to 250 Kbytes. One or more wavelengths running at 2.5 Gbs may be used on the upstream bus.

To model the packet arrival process at each access node, we used three types of traffic source. The Constant Bit Rate (CBR) source is used to model TDM traffic. The exponential source with packet size of 250 bytes is used to model CoS2 traffic. The CoS3 traffic is modeled by Interrupted Poisson Process (IPP) source. The packet size is assumed of 50 bytes (small), of 500 bytes (medium) or of 1500 bytes (big). The packet length repartition is 10% of small size packets, 40% of medium size packets and 50% of big size packets. This distribution of packet length is inspired from the internet traffic statistic in [8]. We suppose that the offered traffic on the upstream bus is repartitioned uniformly. This means that each access node is fed with the same arrival processes, and the average arrival rate at each access node is identical. The TCARD mechanism is enabled at each access ring node, which allocates for downstream nodes (i.e., all access nodes closer to the HUB node than the current access node) the mean bandwidth equal to their mean bit rate.
5.1 Segmentation Threshold Choice

We first analyze the impact of segmentation threshold on the performance of circuit emulation. We suppose that all access nodes on the upstream bus share two wavelengths running at 2.5 Gbs. Each access node is fed with one unstructured STS-1 service, which corresponds to a frame of size 810 bytes generated each 125 microseconds. The volume distribution of the offered traffic at access node is 10% of TDM traffic, 20% of CoS2 traffic and 70% of CoS3 traffic. We set the average arrival rate at each access node to 0.5 Gbs. Thus, the average offered load of upstream bus is 80%.

We consider three performance measures: Packet Loss Ratio (PLR), average access delay (AAD) and jitter. Figure 6 shows the CoS3 traffic PLR in the case where the segmentation threshold for TDM frames is 810 bytes, 450 bytes or 90 bytes. In our experiments, we observe no loss for high priority traffic such as TDM and CoS2. Thus the FL for TDM service is zero. We observe in the Figure 6 that the segmentation threshold of 90 bytes provides the highest PLR for CoS3 traffic, followed by the segmentation threshold of 810 bytes and 405 bytes. In addition, the segmentation threshold of 90 bytes causes losses at several access nodes, while the segmentation threshold of 810 bytes and 405 bytes cause losses at the last access node only.

We give the explanation of these losses. On the upstream bus, all access nodes share the bus bandwidth. The first access node, which starts the bus, has no problem to access bandwidth. Moving forward on the bus, the downstream nodes encounter the difficulty to access bandwidth. This explains the CoS3 loss at the last node in all
cases. The highest PLR obtained with the segmentation threshold of 90 bytes is due to the overhead added to each segment. Indeed, for each segment of 90 bytes, we have to add 40 bytes of overhead (4 bytes of CES header, 12 bytes of RTP header and 24 bytes of optical overhead). This leads to the waste of available bandwidth, which penalizes the emission of downstream nodes. Moreover, introducing small packets on the upstream bus may create small voids that are not exploitable for downstream nodes, evoking bandwidth loss. Figure 7 shows an example illustrating this phenomenon. When a void is detected, packets are inserted on this void. In the case of small packet, only two packets can be inserted and this leaves a small (unusable) void for downstream nodes. In the case of big packet, only one packet can be inserted, and this leaves a bigger (usable) void for downstream nodes.

Let us now look for the AAD of TDM service. We define the access delay for an arrival packet as the waiting time from the moment when it is inserted in the electronic buffer of the node, until it is transmitted successfully on the medium. Figure 8 plots the TDM service AAD versus ring node rank. The segmentation threshold of 810 bytes gives the highest AAD, followed by the segmentation threshold of 90 bytes and 405 bytes. We observe that the AAD increases when the ring node rank increases, due to the difficulty of downstream nodes to find voids to emit packets. Obviously, it is more difficult to find appropriate void to emit a segment of 810 bytes, than emitting a smaller segment of size 405 bytes. However, as we explain above, inserting small segments of 90 bytes on the upstream bus leads to an inefficient use of bandwidth, thus it increases the AAD.

Figure 9 shows the FJ for TDM service versus ring node rank. Recall that this jitter is computed, according to the MEF definition [4], as the difference between the maximum and minimum end-to-end delay value measured for a set of successfully delivered Ethernet packets transporting TDM service. We notice in Figure 9 that the FJ at each access node is fluctuating according to different segmentation thresholds, because it is very related to the variation of maximum and minimum value of end-to-end delay. We observe also that for all segmentation thresholds, the FJ of all access nodes are largely lower than 10 ms, satisfying the MEN requirements in [4].

Overall, all segmentation thresholds of 810 bytes, 405 bytes and 90 bytes provide satisfying performance for TDM service in terms of PLR, access delay and FJ. The small segmentation of 90 bytes gives the worst performance in terms of PLR for CoS3 traffic. Since segmentation process consumes network resource, it should be avoided whenever possible. Thus we think that the segmentation threshold of 810 bytes is preferable for all SONET/SDH services with frame size larger than 810 bytes (e.g., STS-3, STS-12…). For lower rate services such as PDH service (E1, E3…), there is no need to segment.

5.2 Volume of TDM Traffic

We now study the behavior of the network and the performance of CES when the volume of TDM service in offered traffic changes. We suppose that all access nodes on the upstream bus share one wavelength running at 2.5 Gbs. For each simulation scenario, we set the average arrival rate at each access node to 0.25 Gbs. Thus, the average offered load of upstream bus is 80%. The offered traffic at each access node is described in the Table 2. No segmentation is performed for all TDM services in these scenarios.
We observe no loss for high priority traffic such as TDM and CoS2. The CoS3 traffic PLR (not shown here due to limited space) is highest when the volume of TDM service is 10%, followed by the TDM volume of 20% and 48%. The behavior of these losses is due to the fact that, when the TDM volume is low, the CoS3 volume is high, and this leads to the high loss of CoS3 traffic. When the TDM volume increases, the CoS3 volume decreases, and this decreases the CoS3 PLR.

Figure 10 shows the AAD of TDM service versus the ring node rank. At the first access node, the AAD for TDM service in all cases is almost the same, due to the facility of bandwidth access. At all downstream nodes, the case of 10% TDM volume gives the highest access delay for TDM service. When the TDM volume increases, the AAD for TDM service at downstream nodes decreases.

We now explain the behavior of the curves in Figure 10. The CES performance depends on the relation between different traffic profiles inserted on the sharing medium. In our simulation, with a small volume of TDM service, we have a big volume of bursty CoS3 traffic (e.g., 10% TDM against 72% CoS3). As the TDM service has the highest priority, the CoS3 traffic does not influence the performance of TDM service at the same access node. However, CoS3 traffic inserted by upstream nodes disturbs and consumes free bandwidth for premium service at downstream nodes. Thus it can influence the performance of TDM service at downstream nodes. Concretely it increases the AAD for TDM service at downstream nodes. Therefore, as the volume of CoS3 traffic at upstream nodes decreases, it leaves more usable bandwidth for downstream nodes, which causes the AAD for TDM service to decrease.

Figure 11 shows the FJ for TDM service versus ring node rank. We observe the same trend as in the case of AAD. Moreover, in all configurations, the FJ is always lower than 10 ms, satisfying the MEN requirements.

From the simulation, we observe that there is no superior boundary for the volume of TDM service in realizing CES on DBORN. Indeed, we have performed simulation
with 100% TDM traffic on the network, and we have obtained good performance of CES. The other important parameter is that the volume of bursty traffic inserted at upstream nodes can influence the performance of TDM service at downstream nodes.

6 Conclusion and Future Research

In this paper we have provided performance evaluations of circuit emulation service on a peculiar metro Ethernet optical ring architecture - DBORN. By the simulation, we have concluded that CES can be realized in DBORN, even if the bandwidth reservation mechanism used is asynchronous (TCARD). The static segmentation method with threshold of 810 bytes (STS-1 frame size) is proved appropriate to emulate unstructured TDM service. An obstacle that limits the performance of CES on DBORN is the impact of bursty traffic inserted by upstream nodes on the performance of CES at downstream nodes. Further study should be done in order to avoid this drawback. In the future work, we think improving the current access protocol MAC to eliminate a fragmentation of free bandwidth into small voids due to insertion of bursty traffic at upstream nodes. Or we could also imagine a new complicated access protocol that ensures the synchronous transmission for TDM service, and at the same time performs the asynchronous transmission for data service.
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Abstract. An end to end (e2e) packet delay variations (jitter) has a negative impact on the offered QoS in IP networks. Therefore, in this paper we clarify this passive impact, and discuss the delay jitter that is based on the analysis done in [1]. However, here we focus on the expedited forwarding (EF) class in the differentiated services network (DiffServ). EF flows are represented by renewal periodic ON-OFF flows, and the background (BG) flows by Poisson process. We analyze the jitter effects of these BG flows on EF flows patterns when they are serviced by a single class scheduling discipline, such as FIFO, and a multiclass scheduling discipline, such as static priority service discipline (SPS). Thus, we have simulated a DiffServ network, where different users were provided with different service classes. Consequently, along the simulations different scenarios were formed to see the impact of BG flows and their characteristics on EF flows. As a result, we have found out from these simulations that the EF Per-Hop Behaviors (PHBs) configuration according to RFC 2598 can’t stand alone in guaranteeing the EF flows delay jitter. Therefore, playout buffers must be added to the DiffServ network for handling the EF delay jitter problem.

1 Introduction

Nowadays the networks with guaranteed quality of service (QoS) are greatly paid attention. These networks will offer alternatives to the existent ones, which offer a single service class called best effort. An example of such networks is the Internet network, where the end-users have no guarantee on the quality of their required services. Therefore, service models such as asynchronous transfer mode (ATM), integrated service (IntServ), and DiffServ have been developed to support new service classes with varying traffic characteristics and QoS requirements. Recently, the efforts in the world have been intensified on redefining, and improving the design of the DiffServ, so that it supports better the QoS of the supported service classes. Hence, the new demand of QoS (i.e., stringent delay, delay variations, and loss) required for real time applications, such as video streaming, audio, and IP telephony are abstracted in the real time service classes offered by these service models. Furthermore, new management algorithms have
been embedded in the control mechanisms in these service models, to manage efficiently the dramatic increase in the network capacity.

In spite of these control mechanisms, still at a given time instant, the cumulative peak rates of the connections supported in the previous service models exceed the network capacity, where serious congestions may occur, resulting in QoS degradation. Even though, network congestion can be controlled by source traffic shaping or regulating in order to reduce the traffic burstiness, the series of traffic connections multiplexing in the network core recreate once again the traffic burstiness causing traffic distortion.

In DiffServ network as shown in Figure 1; EF flows are statistically multiplexed with the BE flows. Thereby, packets belong to the EF flows experience different individual delays at the servers along their paths toward their destinations, which cause distortion in the timing sequence of the real time applications flows serviced as EF flows, arising from their packets delay variations. This can be measured at each node “n” traversed by EF flow through computing the difference between the inter departure and inter arrival times of two consecutive packets belong to the EF flow.

\[ \gamma_{jn} = \left| (d_i - d_{i-1}) - (a_i - a_{i-1}) \right| \]  

(1)

Also, packets delay variations can be measured by another parameter, rate jitter, which is the rate of difference between the minimum inter arrival and maximum inter arrival times. This parameter is very convenient for measuring video broadcast over the DiffServ domain, since a slight deviation of rate is translated to only a small play out delay \[6\].

\[ \delta_{playout} = \lim_{t \to \infty} \frac{\left| (a_i - a_{i-1})^{max} - (a_j - a_{j-1})^{min} \right|}{t} \]  

(2)

Thus, playout buffers at the end users are needed to reorganize the time sequence of the interactive applications flows. These de-jitter buffers have been considered the main solution for compensating the packets delay variations in their flows. However, their design still causes a major challenge in dealing with the delay jitter. This challenge has been represented in two points: the first point is the playout buffer mechanism choice, so that if it is a static playout buffer, then the playout instants are chosen according to the first packet arrival in its flow, however if it is adaptive playout buffer, then the playout instants change according to the packets arrivals instants. The second point in the challenge is the playout buffer depth; for example if it is small, then this increases the packets loss probability. However, if it is long, then this adds a significant delay to the flows delay budget, which is not tolerated by the real time flows. Therefore, an optimal choice for the playout buffer’s depth, and play out buffer mechanism are required. Nevertheless, the choice is an application dependent \[5,2,3,4\].

The rest of this paper is organized as follows: In section 2, we discuss some of the most important works that have been done around the EF jitter, and we clarify the problem to be treated in this paper. In section 3, and 3.1 we describe the simulation environment, different traffic classes, and its characteristics. In
section 4, and 5, we analyze the EF jitter in a DiffServ network serves aggregates through a single and multiple class service discipline. In section 6, we interpret the delay jitter results of the different EF flows in the DiffServ network shown in Figure 2, and finally, section 7 will include a conclusion to this paper.

2 Related Work and Problem Statement

A relationship between a customer and an IP telephony Operator works on the DiffServ network is controlled in two directions. In one direction the customer is committed to inject his traffic within specific traffic bounds, such as, peak rate and burst size. And, the network operator is designed to guarantee the signed QoS service in a contract; such as, delay, delay variation, and loss rate. Furthermore, the network operator supports different connections with different characteristics, where service overlapping can be occurred at any node in the network core causing jitter for the user flows as shown in Figure 1. Therefore, some regulators are installed at each node in the network core in order to hold a packet in a buffer until its eligibility time for transmission to the next node. In [6] Y.Mansour, and B.Patt-Shamir propose to install a bounded buffer size at each core node to regulate the input traffic to the node, and thus eliminating the jitter at its output. Furthermore, in [8] R.Landry, and I.Stavrakakis introduce a scheduling service discipline called peak output rate enforcement( PORE), which recognizes at the network core nodes the traffic profiles carried out at the edge routers, for each flow, or each traffic class. Then, according to these profiles, it guarantees the periodicity of the flows through keeping their packets at minimum space of time units at each output core node, which results in keeping the flows time sequences organized along their traversals toward their destinations.

Nevertheless, packets inter arrivals and inter departures might be randomly changed due to the statistical multiplexing with other different flows. But, this random change can be characterized by a stochastic process, where certain statistical functions are derived to characterize the distribution of this randomness. This represents in turn the jitter distribution of the flows to which the packets belong. The jitter distribution function might be based on markov chain as it is introduced in [8], by forming a markov chain of the points representing the eligibility times and service times of the tagged packets. Further statistical analysis around the jitter is done in [9], which derives the first order statistical function, that provides information about the jitter length of the different flows in a traffic
aggregate, and packets that constitute these flows. Furthermore, it derives
the second order statistical functions characterized with the autocorrelation func-
tion (ACF), Which provides information about the neighboring packets jitters
in their periodic flows.

DiffServ network is an example of multiple traffic classes’ networks. It sup-
ports three traffic classes: expedited forwarding (EF), assured forwarding “AF”,
and best effort “BE”. The EF class is the key ingredient in the DiffServ for pro-
viding a low delay, jitter, and loss. According to RFC 2598 [13], EF is defined as
a forwarding treatment for a DiffServ aggregate, where its aggregate’s departure
rate from any DiffServ node must equal or exceed the configured rate of this
node. However, the coexistence of multiple traffic classes in the network makes
the different traffic flows to compete for the limited resources, which creates
the randomness in the interarrivals and interdeparture of the packets belong to
the EF traffic class. Therefore, EF flows suffer from delay jitter in the network.
This problem is analyzed in [10] by Jean C.R.Bennett, and J.Yves Le Boudec
through analyzing a method to reorganize the structure of the DiffServ network
traffic flows, such that EF flows suffer from very limited minimum jitter. How-
ever, we see that this approach is hard to be realized. Because, the arrivals and
departures of the different flows belonging to the different traffic classes at the
different network nodes are random. Furthermore, their routes intersections are
totally random. As well as, we see the rearrangement of the EF flows in a tree
structure as it is introduced in [10] is nearly impossible. Therefore, we consider
the EF delay jitter still needs more clarifications, and in this paper we analyze
this problem based on the previous analysis done on the delay jitter in ATM
networks [1]. Then, we analyze it through real simulations done on the DiffServ
network shown in Figure 2.

3 Network Topology

In order to investigate the e2e delay variations of EF flows, and the effect of other
classes properties on this class, a simulation environment of DiffServ network
has been developed using NS-2 simulator [11]. The sources and destinations
are connected through multiple paths, where a circular traffic can occur. For
example, if we follow the arrows in Figure 2, we can notice that: the traffic flows
generated from source 2,3 form quasi circular traffic. Furthermore, this network
can support more users by connecting them through edges connected to core
D,C shown in Figure 2. All the routers output links have the same capacity “C0”,
except the circled links have a capacity equivalent to $\lfloor \frac{3}{4} \times C_0 \rfloor$. Since, they have
been considered the network bottleneck, where the DiffServ network shows its
real functionality, and at which we have analyzed the different queuing systems
in order to choose the one that meets our study goal.

3.1 Network Traffic

Network traffic is divided into three classes $\{C_{EF}, C_{AF}, C_{BE}\}$, where $C_{EF}$, and
$C_{AF}$ contains a determined number of flows $\{1, 2, .., N_{EF}\}$, and $\{1, 2, .., N_{AF}\}$ re-
spectively. However, the number of flows in class $C_{BE}$ is kept unknown, and they
don’t receive a special treatment by the DiffServ nodes. Therefore, this type of traffic can be injected by any network user at any time. Nevertheless, we have kept it under control along the simulations, to see their effects on the EF flows. Along our analysis we focus on the EF class under the varying effects of BE characteristics, burstiness and peak rate on this class. The AF class hasn’t been paid attention to, but it is remained as a future point to guarantee its bandwidth requirement.

Nine users divided into three groups according to their Edge routers have been allowed to inject these different traffic classes in the DiffServ domain as shown in Figure 2. A static priority scheduler serves these different classes at the routers output links. Therefore, each class has its own priority queue, and reserved bandwidth. A limited controlled number of tagged flows belong to EF class enter the network through the ingress router 1,5 and 8 as shown in figure 2, until they reach their EF destinations 1,2 and 3 respectively, as shown in the same figure. The tagged flows are those whose e2e delay variations have been monitored, and calculated from their sources until their destinations. The flows that belong to AF and EF class have the same characteristics, peak rate $p$, burst $\sigma$, and packet size. While, the flows belong to BE class has different characteristics, and we have changed these from worst case until the optimal case in order to see the impact of this class on e2e delay variations of EF flows. For example, we see clearly from Figure 3, how the EF e2e delay jitter changes in term of the BE packet size.

4 Jitter in Single Class Service Discipline

Scheduling service disciplines(S.S.D) have been considered the main tool in reducing, and improving the delay variations of the traffic flows. Therefore, some S.S.D’s have been supplied with further equipments, such as clocks for stamping the different packets. Then, the packets stamps are used by next S.S.D’s along their paths to hold the delayed or earliest packets in their regulators to become eligible for transmission. This keeps in turn the flows sequence time of the different flows, which eliminates the jitter of these flows. However, there is a big
gap between what have been theoretically discussed about the scheduling service disciplines, and what is really implemented in the real networks.

FIFO scheduling service discipline is mostly used in the actual networks. This service discipline is used due to its simplicity and availability. However, it causes distortion for a real time traffic class, whenever it supports this class with another one. This distortion is represented in the delay variations of packets belonging to the real traffic flows, which is explained deeply in [1]. However, in this paper we adopt the results of this important reference for analyzing the delay jitter in DiffServ network that support the EF traffic class and others through FIFO S.S.D.

Therefore, if we replace the static priority S.S.D’s by FIFO S.S.D’s, and disable the AF traffic sources in the network shown in Figure 2, two traffic aggregates compete for the service on the link capacity at the nodes outputs: real time periodic traffic flows (EF), and background traffic “BG”(BE). Furthermore, EF packets are given a priority higher than BG packets. Thus, EF packets are served a head of BG packets that arrive at the same time. Therefore, the delay jitter of EF packets at $m^{th}$ node equals to the difference of BG backlog times measured at two EF consecutive packets instants, if we consider the fluid queuing system. However, in this paper, we consider the discrete queuing time model, where FIFO server serves a packet each time unit. consequently, EF delay jitter is the difference of backlogged BG packets numbers seen by two EF consecutive packets ($Q_{BG,n+1,m^{th}},Q_{BG,n,m^{th}}$), and their inter arrival time is $I_{n,n+1}$

$$J_{EF}^{m^{th}} = Q_{BG,n+1,m^{th}}^{n+1} - Q_{BG,n,m^{th}}^n + I_{n,n+1}$$  \hspace{1cm} (3)

Henceforth, delay jitter analysis is coincided with the analysis of the variations of the queue size at the arrival instants of EF packets. From [1], The queue size in Z-domain can be expressed at the arrival instants of EF packets as follows:
\[ Q(z) = G_{EF}(1)(1 - \rho_{total}) \frac{(1 - z^{-1})(B(z)/z)^k}{(1 - zG_{EF}(B(z)/z))} \]
\[ \times \frac{\pi_{k=1}^K [(z/B(z)) - (r_k/B(r_k))]^k}{\pi_{k=1}^K [1 - (r_k/B(r_k))]^k} \]  

(4)

Where, \( G_{EF}(1) = (\partial G_{EF}(z)/z)_{z=1} \). \( k = G_{max} - 2 \), \( \rho_{total} = \rho_{BG} + \rho_{EF} \) is the total load at the server. The inter arrival time \( (I) \) of EF flows has finite supports; \( G_{min} \) and \( G_{max} \), where \( 1 \leq G_{min} \leq G_{max} < \infty \). \( B(z) \) is the probability generating function (p.g.f) of the random variable corresponding to the BG batch size. And, \( G_{EF}(z) \) is the (p.g.f) of the integer random variable \( I \), which can be expressed as follows:

\[ G_{EF}(z) = \sum_{i=G_{min}}^{G_{max}} P_r(I = i)z^i = \sum_{i=G_{min}}^{G_{max}} g_iz^i \]  

(5)

\[ J_{EF}^{th}(Z) = \sum_{i=G_{min}}^{G_{max}} g_iJ_i(z) \]  

(6)

where,

\[ J_i(z) = z(B(z))^i + (B(z))^{i-1}(z - 1) \sum_{k=1}^{i-1} (B(z)/z)^{-k} \phi(z^{-1}; k) \]  

(7)

\[ \phi(z^{-1}; k) = \sum_{L=0}^{k-1} z^L \pi_k(0; L)P_r(Q = L) \quad \forall 1 \leq k \leq i - 1 \]  

(8)

where, \( \pi_k(0; L) \) is the probability that the queue is empty at the \( K^{th} \) time instant following the arrival of EF packet, after all the new arrivals at this time instant have been counted. It is immediate that \( \pi_k(0; L) = 0 \) for \( 1 \leq k \leq \min(L, G_{max} - 1) \). Hence, \( \pi_k(0; L) = P_r(Q(k) + B = 0|Q(0) = L) \).

5 Jitter in Multiclass Service Discipline

Multiclass S.S.D’s are often employed in multiclass networks to isolate the different traffic classes from one to another, and manage the output link capacity among the backlogged traffic flows belonging to the different traffic classes according to their QoS requirements. However, the real time traffic flows are subjected at any node in a network to be delayed or their sequence times to be distorted due to other traffic classes’ characteristics.

In the network shown in Figure 2 the static priority scheduling (SPS) has been chosen to manage the priorities, and to serve the different traffic classes in the DiffServ domain. We have changed the SPS parameters values such as
the EF traffic flows will have absolute priority over the background (BE) flows. Nevertheless, EF flows still suffer from the problem of delay jitter as we are going to see in the simulation section. This problem can be analyzed or interpreted in the following three scenarios:

First, when the packets belong to EF class 1 in the DiffServ network shown in Figure 2 arrive to the server of core router 1, while it is busy in servicing a packet belongs to BE transmitted by BE source 1 or 2. Then, as long as this server doesn’t finish servicing the BE packet, other EF packets belong to other EF sources probably arrive, where two sources of delay variations can be underlined in this situation: one due to the BE packet that is being currently serviced by the server. Which, results in a worst delay jitter equivalent to \( \max \left[ \frac{L_{\text{min}}}{C_0 - C_{\text{EF}}}, \frac{L_{\text{max}}}{C_0 - C_{\text{EF}}} \right] \). This jitter source forms the second scenario which is similar to that we have explained in section 4. However, in this case the background for EF flows generated by EF source 1 are other EF packets generated by other EF sources 2,3 in the DiffServ shown in Figure 2. Nevertheless, we can apply the same analysis of the previous section, but we have to change the values of \( G_{\text{max}}, G_{\text{min}} \) according to the following tow equations respectively:

\[
G_{\text{max}} = \max \left[ \frac{L_{\text{min}}}{C_0 - C_{\text{EF}}}, \frac{L_{\text{max}}}{C_0 - C_{\text{EF}}} \right], \quad \text{and} \quad G_{\text{min}} = \min \left[ \frac{L_{\text{min}}}{C_0 - C_{\text{EF}}}, \frac{L_{\text{max}}}{C_0 - C_{\text{EF}}} \right].
\]

Third, when the EF packets transmitted by EF source 1 arrive to the server of core router 2 in Figure 2, where the probability of BG packets arrival rate is around zero. Then, the BG distribution can be characterized by the Taylor series around \( \rho_{\text{BE}} = 0 \). Hence, the EF queue size \( Q(z, \rho_{\text{BG}}) \) at the EF packets arrival instants can be characterized through the expression clarified in the theorem 1,

**Theorem 1 (Light Back Ground Traffic).** Given \( B(z, \rho) = 1 + \rho(a(z) - 1) + O(\rho^2) \), and \( a(z) = \sum_{i=0}^{A_{\text{max}}} a_i z^i \), then if \( A_{\text{max}} < G_{\text{min}} \Rightarrow Q(z, \rho) = 1 + \rho \left[ \frac{(a(z)-z)}{z-1} \right] + O(\rho^2) \)

Where, \( A_{\text{max}} \) is the upper bound on the minimum spacing of arriving EF packets. Which, is determined by the characteristics of the BG traffic. Then, the EF flows jitter can be characterized through the expression clarified in the theorem 2,

**Theorem 2 (EF Flows Jitter).** If \( A_{\text{max}} < G_{\text{min}} \Rightarrow J(z) = G(z) \left[ 1 + \frac{6}{5} (f_1(z) - 1) \right] + O(\rho^2) \), where, \( f_1(z) = \frac{a(z)-1}{z-1} \)

In our simulations, we have used FTP application, whose Poisson distribution as a background traffic. Z-transform of Poisson distributed batches can be described as follows:

\[
B(z) = e^{\rho(z-1)}
\]

Then, by using taylor series we can expand this as follows:

\[
B(z) = 1 + \rho(z-1) + \rho^2 \frac{(z-1)^2}{2} + O(\rho^3)
\]
Then from theorem 1, and background Taylor expansion 10, we get $a(z) = z$, then from theorem 2, $f(z) = 1$, thus

$$J_{EF}(z) = G(z) + O(\rho^2) \text{ if } G_{\text{min}} \succ 1$$  \hspace{1cm} (11)

where, we see no effect for the first order term appeared in expression 10.

So far, we have focused on a single node analysis. Nevertheless, the previous results form the base in the analysis of jitter in a multiple nodes. Since, if we approximate the departure process of the EF traffic flows from any node in the DiffServ domain shown in Figure 2 as a renewal process, the marginal distribution of the departure process of EF flows from node $k$ is approximated by a renewal process with the inter arrival time distribution identical to $J_k(i)$. Denote the sequence $G_{k+1}(i)$ as the probability of inter arrival time of EF flows entering node $k+1$ to be $i$ time service units.

$$G_{k+1}(i) = J_k(i) \quad 1 \leq k \leq N - 1$$  \hspace{1cm} (12)

and in the Z-domain, we have

$$G_{k+1}(z) = J_k(z) \quad 1 \leq k \leq N - 1$$  \hspace{1cm} (13)

Consequently, once the EF arrival process at the first node of the network is periodic, then we simply have $G_{1}(z) = Z^T$. Therefore, if we track the EF flows’ jitter from their sources to destinations, then their exact marginal jitter distribution can be obtained.

### 6 Simulation and Results

In this section, some simulations are provided on the e2e delay jitter of the different EF flows generated by the different EF sources in the network shown in Figure 2. The EF traffic sources are periodic ON-OFF. The Background traffic generated by the different BE traffic sources are identical. Furthermore, they are characterized by the same statistical distribution described in the expression 9. The BE (BG), AF, and EF sources are controlled at their traffic generation starting times in order to form different scenarios, where different traffic flows generated from the different sources arrive at the same time at the network core nodes. Afterward, we focused on analyzing the EF flows jitters due to other traffic flows’ existence through measuring their delay jitter using the expression 1.

Among the different scenarios that have been realized, we focus on only four scenarios due to space limitation. In the first scenario, all the traffic sources, AF, BE and EF are allowed to generate traffic at the same time. In the second scenario, we disabled the AF source, and allowed the BE and EF to generate traffic at the same time. In the third scenario, we changed the burstiness of the BE flows, and we allowed only the BE and EF sources to generate traffic in the network, while keeping the AF sources disabled. In the fourth scenario, we disabled the AF and BE sources, and allowed only the EF sources to generate traffic.
The behaviors of the different EF flows e2e delay jitters along the previous.

Four scenarios are described in the Figures shown in 4, 5, 6, 7, and 8. From Figure 4, we see that the EF flows from source 1 keep their jitter bounds within small limits, however when they arrived at core router 1, a spike is formed, which represents the delay jitter of these EF flows, due to other traffic coming from source 2, and 3. Afterward, their delay jitter increases as they traverse more nodes, but with decreasing probability, since the background traffic load rate is decreasing. Furthermore, we see that when we increase the BG burstiness in the third scenario, the probability of EF delay jitter is increased. From Figure 5, we see that EF flows from source 1 suffer from a very small jitter at the core router 1 when they meet other EF flows coming from source 2, 3, however, after their delay jitter almost approach zero in the network core.

**Fig. 4.** EF e2e jitter distribution of the EF flows generated by EF source 1.

**Fig. 5.** EF e2e jitter distribution of the EF flows generated by EF source 1.

**Fig. 6.** EF e2e jitter distribution of the EF flows generated by EF source 2.

**Fig. 7.** EF e2e jitter distribution of the EF flows generated by EF source 3.

From the figures shown in 6, and 7 we see that the behaviors of EF flows of source 2, and 3 along the three scenarios are almost similar. However, if we look carefully in these two figures, we find out that the probabilities of delay jitter of EF flows of source 3 are greater than those of source 2. This can be referred to
that the EF source 2 started to generate traffic before the EF source 3. Therefore, the EF flows from source 2 are mostly served before the ones generated from source 3 at core B, core 1, and core A, where both of these EF flows, and other BE flows compete for the service at these servers. However, the spikes in these two figures, which represent the delay jitter of the EF flows are formed due to their meeting at the links that connect core B and core 1, and core 1 and core A. After that the probability of delay jitter decreases rapidly until they arrive around the probability of delay jitter steady state, then their delay jitter stays within certain jitter bounds. However, From figure shown in 8, the delay jitter of EF flows of sources 2,3 approach almost zero, because the back ground load rate is decreased to arrive around zero. Nevertheless, a number of spikes are formed, because both of EF flows of source 2, and 3 compete for the common resources along their path.

7 Conclusion

In this paper, we analyzed the EF e2e delay jitter in the DiffServ network shown in Figure 2. This network was designed according to the DiffServ norms defined in ns-2, and further the EF aggregate departure rate was configured according to RFC 2598[13]. Therefore, we thought that the EF flows would not suffer from any delay jitter, since through this configuration they will be isolated from other traffic classes. However, we found out from the simulations carried out on the network that they are not isolated, and they are affected by other traffic class characteristics as we have seen in Figure 3, the effect of BE packet size change on the e2e delay jitter of EF flows. Furthermore, the different Figures in section 5 show us clearly that the EF flows are affected by the existence of other traffic classes through their traversals to their destinations. Therefore, the DiffServ norms in ns-2, and RFC 2598 configuration can’t stand alone in guaranteeing the QoS demanded by real time traffic offered the EF service class. Thus, playout buffers as shown in Figure 1 must be added to the DiffServ
network for compensation the delay jitter of EF flows. Furthermore, we found out that delay jitter of EF flows depend on the background traffic intensity in the network. In this, we have seen in Figures 4, 6, 7, that when the different traffic flows meet at the core router 1 some spikes are formed in the three scenarios. Therefore, the background traffic intensity must be controlled to guarantee the EF delay jitter.

Consequently, there are two points that require further studies:

- From the different simulations results we see that the DiffServ network requires de-jitter buffers to improve the QoS offered through Expedited service class to the real time applications.
- Adding a control mechanism that controls the best effort (BG) traffic intensity in the DiffServ network to guarantee the QoS offered to EF flows.
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Abstract. This paper offers an approach to the definition of access speed measurements. An ever growing increase of Internet Service Providers (ISP) and different types of technologies in the Internet access, makes it difficult for users to decide which is the best or most suitable connection to satisfy their needs. From these considerations, the possibility for Internet users of obtaining a real and neutral measurement of their access may help them to decide if it is covering their demands or, on the contrary, the provider is not complying with the terms of the contract. To perform this measurement, an Internet speed test has been defined, as well as the way to obtain a measure which can comply with the objective of giving users a proper idea of how their Internet access is working. This project is included in the Quality of Service (QoS) investigation area in our investigation group.

1 Introduction

The growth of the Internet over the last years along with the spread of new access technologies, have given rise to new situations. Internet services end users are becoming aware of the importance of a sensible choice when it comes to selecting the ISP and the technology that best fulfil their connection needs.

Knowing if an ISP is complying with the terms of agreement, according to time and access speed to end services, is becoming more and more important. Moreover, among end users there is a real interest for being able to perform their own speed measurements since, this way, they can obtain actual results about the status of his connection whenever the ISP seems to fail to provide the agreed quality. Similarly It is also useful to objectively compare the degree of quality obtained against other users with the same characteristics.

On one hand, ISPs are conscious of the competition they must face [1] and know that the QoS offered to customers is critical to preserve their market share[2]. ISPs also know that advertised speeds are no longer considered an objective factor for users. Not only ISPs, but also their customers, would take advantage of a measurement service developed by a neutral entity. This would allow users to evaluate the speed of their connection at any time, and ISPs to compare their service to the one offered by
competitors. Other working groups have developed other measurement systems[3], however, most of them only present static results. None of them manages to carry out statistical analysis with the data obtained from different tests. Nonetheless, this is a main interest focus in our approach.

On the other hand, within the present environment of Internet accesses that are offered by ISPs, we are involved in an era of great changes and new developments, specially concerning traditional access technologies such as POTS and ISDN. Among those new trends, ADSL and cable-modem and newly arrived PLC can be considered outstanding. All these provide users with much faster speeds and are remarkable because they are billed as a real flat-rate as well. Speeds higher than 256 kbps can be achieved along with permanent connectivity. The average user no longer looks only for an economical access, but also for one that warrants the QoS required.

Internet service providers offering these services are frequently limited by factors outside their own network infrastructure. Sometimes they are forced to hire services to higher level providers or carriers that usually offer Internet access services as well.

A customer who purchases one of the fastest connections (i.e. basic ADSL) expects at least a download rate near 256 kbps. It is obvious that he must be very keen on knowing the actual status of his connection at times when downloading files or web surfing takes much longer than usual.

Last of all, it is important to describe the special situation that takes place in Spain. The whole access network belongs to the same provider, and so does the local loop too. In the particular case of ADSL technology –currently the most important in Spain–, this ISP has a market share of near 85 per cent. In addition, Spain has one of the higher connection fees in Europe, taking into account Spain’s population average income and the data transfer rate the users get. In general, the access speed to these networks is lower that the hired one and the customer service is very deficient. This fact get worse due to the absence of any law, because the ISP only commit themselves to give users an access speed of up to 10 per cent of the highest hired!

2 Pursued Objectives

The objective of this paper is to present the system developed within our research group to estimate access connection speed achieved by an ISP. To do so it is important to analyse both download and upload channels and be able to check whether the performance achieved fulfils the agreement.

The platform www.velocimetro.org pretends to be a point of reference in the area of QoS measurements, offering a simple and fast way of knowing the real speed of our Internet access. Besides, the tool owns others functionalities that allow users to maintain a repository with all the tests that permits examine the evolution of their connections speed. The measurements service also allows the storage of resulting data from the tests to perform further filtering and analysis that led to the publication of periodical reports in our site.

Being so, users can have an estimate of their Internet access speed so they could decide if the service provided complies with ISP’s contract terms and if it is covering their demands regarding a good service quality.
As a global goal, the results of the test are stored in the database to analyse and draw conclusions, carrying out comparisons and generating interesting statistics through data mining.

### 3 System Description

Figure 1 shows the initial screen of the application. It can be reached through the following URL: [http://www.velocimetro.org](http://www.velocimetro.org).

From an ISP customer’s point of view, this system allows him to estimate its connection speed in both download and upload channel. He is also informed about certain relevant aspects of the system itself: estimation of the type of hired access, date and hour of the test, number of tests carried out so far, etc. and other type of information or computations of exclusive interest for the user of the service.

From ISPs’ point of view, this is a very useful tool to estimate which is the final speed their customers are obtaining [4]. It also allows them to compare the speeds that other ISPs offer to their customers. Because of the special system architecture, all kinds of statistics can be obtained from the data stored in every step of the test. Some examples of statistics could be a graphic representation of a connection’s speed at any given time slot, most used connections to access the Internet, and so on.

Once welcome page has been loaded, the test begins by clicking on the start button. Then, an initial small sample of data is downloaded in order to estimate the connection speed by measuring that time slot. The results of this initial part of the test are not shown to the user since they are not very accurate and are only useful to get an approximation of the user’s connection type. After doing so, test parameters are customized to best suit each connection’s characteristics; mainly the size of file to communicate with the remote servers.

While the test is being performed a form is presented to the user. By means of it, some interesting information can be interactively collected from the user, an information that will help in later result processing and study: Requested information includes ZIP code –only for connections from Spain– and technology used in the access to the Internet, where individual and LAN connections are distinguished. All this information is verified in order to guarantee the validity of data.
As a result of the test, a measurement of the connection speed is displayed (Figure 3a). That final result is the average value of measured times against already mentioned destinations. Besides, a comparison is showed between the measured speed and the average of all the results obtained so far for that connection type in the same time slot. Results are also graphically compared to the maximum and minimum measured speeds obtained in previous tests developed in identical conditions. If the user wants to obtain further information, he can access to a detailed results section, where all the partial upload and download speed measurement tests against the three destinations are shown.

Registered users are entitled to gain access to some advanced features, such as automatic test scheduling or personal results repository where time-evolution graphics of their connection are displayed). Due to the considerable amount of tests presently stored in the database, our system can provide reliable information about this test, arranging then according to connection types, user role, upload and download channels, time zone, destination, etc.

4 Architecture and Methodology

Next, the architecture of our web based speed test is described. Although some aspects will be detailed later, we would like to insist on the separation of the different modules not only from the users’ point of view, but also from the server side.
4.1 Platform

The system consists of a group of hosts located in strategically disperse locations with a suitable and optimum connection and the basic software to perform the measurements. This way, results are more reliable and independent from a specific location.

Moreover, so that the test can give coherent data and provide statistics classified by zone, the test platform must be located in independent and separated hostings. These should have a good and warranted connectivity.

Figure 2 shows the distribution of the hosts. The first one is located in Spain, in a neutral point, called HISPANIX, where all ISPs exchange their data; it is the main one, so that it also holds the database and management module. The second host is located in the USA and the third one is in Holland. The locations have been chosen taking into account that most of web traffic exchanged by the main target audience, Spanish users, is due to Spain, USA and Europe.

The main server, which contains the whole software suite to perform all the actions, is situated in a dedicated machine. The rest of the remote locations (Holland and the United States) are hired in a virtual-host way. There is only a nominal part of the software in those hosts: the upload and download related modules (agent and manager). These modules directly communicate with the result manager module.

In particular, the main site consists of two servers in a master-slave configuration. The master is responsible for collecting requests from clients, data processing and returning the suitable responses to the users. The second machine communicates with the other one and executes operations that require higher data processing needs. In this way, the slave generates statistical graphics and holds the database. All these operations take place in execution time.

Each host contains a web server, a Java Virtual Machine and a Web Container (for running Servlets and JSPs). The central host also includes a DataBase Management System (DBMS). The basic software is Tomcat and PostgreSQL. All the software used in the platform is opensource and runs on a Solaris platform. Finally, Extensible Markup Language (XML) is internally used for generating and formatting dynamic contents from static data.

4.2 System Internal Architecture and Technology

A clear need for portability between different operating systems and architectures lead us to an architecture based on the use of several modules of the Java 2 Enterprise Edition platform (J2EE). These elements are Servlets, JSP pages and JavaBeans objects. These three elements make up the model-view-controller design pattern.

First of all, Servlets are responsible for controlling the application operation; they include the processing logic and all the methods to interact with the other elements of the global architecture. Java Server Pages implement the interface management and they are in charge of presenting information to the user. Finally, JavaBeans objects contain the logic and the facilities to represent the designed data model.
The database is a basic element of the system architecture. Not only it stores information about results, users and configuration data, but also collects data to enhance statistical information access. It is essential to choose an efficient DBMS and design the database properly, since it has a direct impact on the overall system performance. Because of that, a specific data model was designed to represent the information in the database.

There are numerous potential sources of error in the system. For example, a user could just close his Internet browser before finishing the test or the connection could be lost. This would lead the system to gather incomplete or inaccurate results. This incorrect or incomplete information should be deleted to prevent statistics from being corrupted.

To achieve this, a management module consisting of some maintenance scripts and a web interface has been incorporated. By means of the web interface, the system manager can easily program maintenance tasks and check the status of the system.

Concerning to the operation of the system, it is based on a client-server model. It involves client processes requesting service from server processes.

4.3 Methodology

The measuring process is divided into three individual estimations. These match up with servers located in Spain, Holland and USA. When the user launches the test, his host establishes a TCP connection and executes an HTTP request to the first server. In this moment, the host begins to download a packet of a certain size. The size is the result of an initial estimation carried out when the user enters to the site and it is different for each type of connection considered in the speed test.

After that, the host returns the downloaded packet in the opposite direction. Each server is responsible for measuring the time needed for downloading and uploading. Following this, the user repeats these operations this time connecting to the servers located in Holland and the United States.

Due to the special configuration of the platform, the test collects a huge amount of data for each destination. The main server processes the results in order to return to the user just most representative data of his connection capacity. System stores all the
data introduced by the user and partial results of the test. It is important to guarantee the correct maintenance of the information in the database because it is all used to generate periodical reports and they are essential to provide added value services.

Being so, the speed test evaluates the real capacity of the users to surf in the Internet, so that the results refer to World Wide Web browsing (HTTP protocol over TCP/IP stack).

4.4 Server Site

The main tool runs on a Solaris platform; that fact gives the platform a high stability. The server is intended to keep the interface of the test, gather the data and statistics generated, and store and manage this information properly. In order to perform all these actions, Java Servlets and JSP pages are used (based on J2EE platform). These two elements are responsible for controlling system operation, executing the suitable actions and presenting results to users. The modules involved in the test that reside in the server are:

- **Identification module.** It is responsible for collecting all available information about a client, such as IP address, browser type or the Internet Service Provider. It is also in charge of logging in users’ access. Every user is uniquely identified; thus, cookies are used to store or retrieve their identification. In this way, each client uses the same identification every time he connects, which would allow detailed statistics per user to be offered periodically.

- **Upload manager.** It is in charge of managing the actions that the upload agent carries out. These actions are related to the initial estimates of the user’s speed. Once gathered the data from the agent, it transfers it to the result manager.

- **Download manager.** As the upload manager does, this module manages the actions that the download agent must carry out; It collects the download speed estimates from the agent and transfers them to the result manager. It is also responsible for discriminating the optimum size of the packet to transfer according to user’s connection type.

- **Result manager.** It acts as the interface between the rest of the modules and the database. It stores all the information from download/upload managers into the database. It also computes some cumulative statistics and stores them in the appropriate context, so that further statistics are quickly available. This reduces the need to continuously access the database when showing test results to the user.

- **Database.** The database manager module interacts between the result manager and the database itself. It receives the results of the test in the proper way and maintains them in the database. It also holds system configuration data and users information.

4.5 Client Site

Client site is one of the most active elements. The platform takes advantage of the characteristics of the Internet browser and HTTP protocol to download samples and files of a certain size. In the same way, web technologies, such as POST method, are used to send files back to server.
The use of HTTP methods involves the need of an adapted control logic over this operations. The programming language adopted to solve these questions is Javascript. The main reasons for choosing this client-side scripting language was its simplicity, lightness and the availability of an interpreter in almost every modern browser. On the other hand, it is powerful enough to carry out the needed operations (time capturing, file transferring, automatic redirections, etc.).

The client site is also responsible for maintaining the upload and download agents. These modules are in charge of transferring data between client and server site.

5 Future Research

Research on this project will go on by introducing some improvements, analysing results and also developing new tools to make a good use of them. Last 28th of October 2003 the new version of the application was released. It incorporates all the functionalities described in this article.

Nowadays, new services are been developed. Most of them are result of the unselfish aid our users. It is planned to publish periodical reports with the results of the tests, classified by region, user role, type of connection and so on. These reports are available online. It is also planned to translate the whole application into English and Basque (local language in the Basque Country). Some other particular improvements that will be carried out include:

- Improving testing methodology.
- Automation of maintenance activities.
- Developing of new tools for accurate handling of tests results.
- New web interfaces and tools will be defined so that results statistics can be extended to different entities of the Internet community.
6 Conclusions

Through this system users can obtain an estimation of the effective speed they have available to surf the Internet. This kind of measurement is not valid to properly estimate the real raw bandwidth, since TCP, a non stateless protocol, is used. However, it is a valid service to grant users a real impression of the maximum speed they can achieve.

Our measurement system gives multiple benefits not only for users, but also for ISPs and companies associated to the World Wide Web. In conjunction with single individual test results, resulting comparatives are used to extract conclusions about the real state of the users’ connections to the Internet. This information is extremely valuable to ensure whether ISPs are complying with the terms of agreement, according to time and speed of access to end services.

It is very important to remark that our investigation working group is a neutral entity. That is, all the results collected are handled the right way, guaranteeing their integrity and never helping out private providers. Moreover, home users are handed full results completely out of charge.

Last of all, the work developed in the frame of this project has contributed to turn the Telematics Engineering Group into a point of reference in Spain in the area of quality of service measurements. Presently several other QoS related measurement tools and methodologies are under development both for Spain’s Ministry of Science and Technology and also to audit European Union’s Community R&D Information Service (CORDIS) External Monitoring and user feedback.
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Abstract. This work proposes a XML-based framework for distributing and enforcing RSVP access control policies, for RSVP-aware application servers. Policies are represented by extending XACML, the general purpose access control language proposed by OASIS. Because RSVP is a specific application domain, it is not directly supported by the XACML standard. Hence, this work defines the XACML extensions required for representing and transporting the RSVP access control policy information.

1 Introduction

Policy based network management (PBNM) is an important trend for IP-based networks. Recent works developed by IETF have defined a standard model for representing policies on different areas of network management. Besides IETF, others organizations are proposing standard policy models for PBNM. The OASIS (Organization for the Advancement of Structured Information Standards) proposed a language for representing access control policies, on general purpose, denominated XACML (eXtensible Access Control Markup Language). This work proposes the use of the XACML for modeling and distributing RSVP access control policies for RSVP-aware application servers. Because RSVP is a specific application domain, it is not directly supported by the XACML standard. Hence, this work defines the XACML extensions required for representing and transporting the RSVP access control policy information. This proposal also supply the information for defining the Tspec and Rspec parameters transported in the PATH and RESV messages, defined by RSVP. Therefore, the XACML policy also provides the information used for “admission control” by the network elements along the path between the transmitter and the receiver.

This paper is structured as follows. Section 2 presents an analysis of the models that can be employed for describing RSVP access control policies, and the strategies for distributing and enforcing those policies. The section 3 describes how the XACML can be used for describing RSVP policies, and presents the required extensions for adapting XACML to the RSVP issue. The section 4 illustrates the modeling of RSVP policies through a case study. Finally, the conclusion reviews the principal aspects of this study and indicates the future works.
2 RSVP Policy Control Strategies

In this paper, the strategy for representing, distributing and enforcing RSVP access control policies follows Policy Based Network Management (PBNM) approach. The concept of PBNM is already widely adopted by organizations that propose Internet standards, such as IETF [11] and the OASIS [7]. Although the definitions for PBNM could diverge according to the organization, the main concepts are relatively universal. The basic idea for PBNM is to offer a strategy for configuring policy on different network elements (nodes) using a common management framework, composed by a policy server, denominated PDP (Policy Decision Point) and various policy clients, denominated PEPs (Policy Enforcement Points) [12]. The PDP is the entity responsible for storing and distributing the policies to the diverse nodes in the network. A PEP is, usually, a network node component responsible for interpreting and applying the policies received from the PDP. IETF defines as well a standard protocol for supporting the communication between the PEP and the PDP. This protocol is denominated COPS (Common Open Policy Service). The basic structure of the COPS protocol is described in the RFC 2748 [1]. The PBNM approach can be applied in various aspects of network management. This section will explore how this approach can be applied for managing access control policies in RSVP server (sender) applications.

The IETF already published various works concerning the use of PBNM approach for RSVP policy control. The works cover the definition of a framework for admission control [11] and the utilization of COPS in outsourcing (COPS-RSVP) [4] and provisioning (COPS-PR) models. The provisioning approach is still under development, being necessary additional definitions for its complete specification.

The XACML proposal from OASIS also follows the PDP/PEP approach. However, OASIS does not make a distinction between the outsourcing and provisioning models, neither defines a standard protocol for supporting the communication between the PEP and the PDP. An analysis of the XACML indicates, however, that it was primarily conceived for supporting the outsourcing approach. An important difference between the approaches adopted by OASIS and IETF relates to how policies are represented and stored. OASIS proposes XACML as a particular model for access control, represented and stored as XML documents. On the other side, IETF defines PCIM as a generic model, independent from the way the policies will be represented and stored. The PCIM model is abstract, and needs to be extended in order to support particular areas of management, such as QoS [10]. IETF indicates strategies for mapping the information models to LDAP (Lightweight Directory Access Protocol) schemas, but this form of storage requires a supplementary effort by developers.

A work describing the implementation and performance evaluation of a PBNM framework, using COPS in outsourcing model with RSVP (COPS-RSVP) was presented by Ponnappan [8]. The QoS policies were represented using QPIM (QoS Policy Information model), an IETF PCIM extension described by Snir [10]. The policies were represented and stored using LDAP. This work uses CORBA (Common Object Request Broker Architecture) for supporting the interaction between the application components.
3 Proposal

This paper proposes a XACML-based framework for distributing and enforcing access control policies to RSVP-aware application servers. The PEP element represents a component of the server application, responsible for requesting policy decisions to the PDP and interacting with the RSVP daemon in the host computer. The code of the PEP must be integrated with the application server. In our proposal, the PEP is responsible for all interaction with the RSVP daemon, releasing the application from the task of any QoS negotiation. This interaction includes retrieving the traffic information for building PATH messages and granting or not the reservation request on receiving the RESV message. This approach can be implemented in any system that supports the RSVP APIs described in the RFC 2205. The sequence of events and messages exchanged during the establishment of a RSVP reservation, using the proposed framework, is described as follows:

1. A RSVP client requests a connection to a multimedia server for obtaining services with QoS.
2. In the multimedia server, the application calls the PEP for evaluating the request. Then, the PEP sends to the PDP a XACML request context message informing a “Target” containing its IP address (Resource), the IP address of the client (Subject) and the requested operation (Action).
3. The PDP evaluates the policy defined in XACML for the supplied target, and returns to the PEP a XACML response context message having, besides the result (permit or deny), the information of traffic specification ($T_{spec}$, supplied through the Obligations structure).
4. In case of positive decision, the PEP calls its RSVP daemon, informing the $T_{spec}$ parameters. The RSVP daemon, then, sends a RSVP PATH message to the receiver (i.e., the RSVP client). The $T_{spec}$ parameters are stored in the PEP for further analysis (see step 6).
5. The RSVP client, on receiving a RSVP PATH message, calls its RSVP daemon, which obtains the traffic parameters from the PATH message and formats a RESV RSVP message, returning it to the sender (i.e., the PEP).
6. On receiving the RESV message from the client, the RSVP daemon of the server triggers an event to the PEP forwarding the $T_{spec}$ information. The PEP compares the $T_{spec}$ information received from the client with the $T_{spec}$ information saved in step 4. If the $T_{spec}$ parameters are identical or smaller than those saved in step 4, the PEP confirms the reservation to the RSVP daemon. In this step, the RSVP daemon also verifies if it has enough resources to satisfy the request (admission control).

Fig. 1. The steps 1 to 6 refer to a well-succeeded scenario of reservation, and exception treatment was omitted.

The strategy adopted in this work for describing a RSVP policy in terms of XACML is illustrated in Fig 2. The reason for defining a RSVP policy in terms of a <PolicySet> and not in terms of a single <Policy> element is related to the XACML definition. In XACML version 1.1 the <Obligations> element is mapped to <Policy> or <PolicySet>, but it can’t be mapped to Rules, i.e., all <Rules> in a policy defines the same <Obligations>. Therefore, distinct service levels can’t be represented in a single policy. Another important point is to define where the users and services information is located. If we consider the PCIM approach, defined by IETF, a logical approach would consist in representing users and services through CIM (Common Information Model objects). The XACML definition permits to define all the information concerning the policy (subjects, resources and actions) in the same XML document, as defined by the “xacml policy scheme”. However, OASIS points that it will be possible to write XACML policies that refers to information elements stored in a LDAP repository. The 1.0 specification does not define how it can be done. However, because xacml is based on standard xml definitions, a possible solution...
would be create references in a policy to external documents using the XML Pointer Language (XPointer) strategy [6]. There are some references about the use of XPointer in the 1.0 OASIS specification, however, its use is limited to request documents (i.e., context scheme) and its use in policy documents is not supported. However, using XPointer for creating policies with reusable subjects and services information is a logical extension for future XACML versions. Hence, this work adopts the use of XPointer for defining policies with reusable subjects (users) and services information.

Fig. 2. In the proposed strategy each “RSVP-aware” server application (or group of applications) is mapped to a XACML <PolicySet>.

4 Case Study

In order to illustrate the use of the XACML approach for describing RSVP policies, the following scenario was considered: A set of “video streaming” servers in a university campus offers “tutorials” to registered and unregistered students (visitors). The policy adopted for having access to the video streaming is defined as follows: a) Registered students have permission to access any server in the campus offering a “TutorialVideoStreaming” service without time restrictions. If a student connects to a server using a client host from inside the campus, he will receive a “GOLD” or “SILVER” service level. b) Unregistered students can have access to the “TutorialVideoStreaming” service only from the internal network and not in business-time. They can receive only the “SILVER” service level.

The service level are described by an external XML document as illustrated in Fig 3. The RSVP policy is defined in terms of a XACML <PolicySet>, as described in section 3. Fig 4 illustrates the structure of a policy in the <PolicySet>. The <Action> element, in the <Target><Rule>, defines that a PEP requesting a RSVP policy for a specific application must specify a getResourceQoS action. The <Subject> element defines that the policy applies only to registered students. The xpath-node-match function is a proposed XACML extension permitting to create XPointer references to external documents. In the example, the information concerning the student status is represented in the external document “resource.xml” not shown in this paper. The <Condition> of the <Rule> determines that the policy applies only to requests where the client host is located inside the university campus. Finally, the <Obligation>
element uses XPointer references to the Service information file in order to retrieve the QoS parameters.

```
<service serviceId="TutorialVideoStreaming">
  <description>tutorial videos in the campus university</description>
  <sap>
    <inetaddress>192.168.200.10</inetaddress>
    <inetaddress>192.168.5.3</inetaddress>
    <protocol>tcp</protocol>
    <port>8976</port>
  </sap>
  <serviceLevel serviceId="Gold"> … </serviceLevel>
  <serviceLevel serviceId="Silver"> … </serviceLevel>
</service>
```

Fig. 3. The figure illustrates how a service information is represented. Note that the `<SAP>` structure defines the services in the campus that are subjected to the policy.

```
<Policy PolicyId=":policy:TutorialRegStudentsInternal"
  RuleCombiningAlgId=":rule-combining-algorithm:first-applicable"
  Effect="Permit">
  <Rule RuleId="Reg_Students_Internal_Get_Gold_Silver"
    Effect="Permit">
    <Target>
      <Actions> </Actions>
      <Subjects> </Subjects>
    </Target>
    <Condition FunctionId=":function:or">
      <Apply FunctionId=":function:any-of">
        <Function FunctionId=":function:regexp-string-match"/>
        <AttributeValue DataType="#string">192.168.0.*</AttributeValue>
      </Apply>
    </Condition>
    <Obligations> </Obligations>
  </Rule>
</Policy>
```

Fig. 4. Policy Structure for Registered Students in Internal Network

5 Conclusion

In this work, XACML use was extended beyond the access control functionalities, because the decisions generated by the PDP include the Tspec parameters necessary for building the PATH messages. The capacity of returning configuration parameters through PDP decisions is an important feature for many PBNM scenarios. This feature, easily supported in IETF PCIM-based models, is quite difficult to implement.
in XACML. To support the RSVP scenario, modifications in the <Obligations> structure were required. The 1.0 XACML specification is deficient in returning results that are not simple deny or permit decisions. In the proposed work, some features have been added to the XACML framework without modifying its scheme: <Obligations> are dynamically processed and XPointer references to external documents are used for creating policies with reusable resources and subjects.

Some modifications on XACML scheme, however, would be useful. First, we suggest a more flexible way of mapping conditional <Obligations> to policies. Mapping <Obligations> to <Rules> would permit to define different service levels in a single policy. This modification would certainly be useful for other application domains. Another suggested modification is to formalize the use of XPointer references in the XACML scheme.
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Abstract. This paper presents a comparative evaluation of the Scalable Reservation-Based QoS (SRBQ) and the RSVP Reservation Aggregation (RSVPRAgg) architectures, both designed to provide QoS levels similar to RSVP/IntServ without the scalability concerns that prevent its usage in high-speed core networks. The comparative analysis, based on simulation results, shows that SRBQ provides the same QoS guarantees of RSVPRAgg, with significantly increased network resource utilisation and a small penalty in signalling processing overhead. This stems from the fact that although based on end-to-end reservations, SRBQ makes use of techniques and algorithms that reduce the computational complexity of signalling processing, increasing its scalability.

1 Introduction

With the goal of benefiting from the virtues of both IntServ \cite{1} and DiffServ \cite{2} and mitigating their respective problems, several architectures have been proposed in the literature. None of them, however, ensures simultaneously the strict and differentiated QoS support and the maximisation of the usage of network resources without scalability concerns. One of the most promising architectures \cite{3} is based on the aggregation of per-flow reservations, where the RSVP is extended to allow RSVP signalling messages to be hidden inside an aggregate. In the simplest case, reservations of aggregate bandwidth are performed between ingress and egress routers of a network domain; these reservations are updated in bulks much larger than the individual flow’s bandwidth. Whenever a flow requests admission in an aggregate region, the edge routers of the region check if there is enough bandwidth to accept the flow on the aggregate. If enough resources are available, the flow is accepted without any need for signalling the core routers. Otherwise, the core routers will be signalled in an attempt to increase the aggregate’s bandwidth. If this attempt succeeds, the flow will be admitted; otherwise, it will be rejected. This architecture benefits from the fact that signalling messages are only exchanged when the aggregate’s bandwidth needs to be updated. Unfortunately, the decrease in signalling rate is accompanied by a decrease in resource utilisation.

In order to address the requirements of end-to-end QoS support without resource utilisation and scalability concerns, we developed a new architecture, Scalable Reservation-Based QoS (SRBQ) \cite{4}. The underlying architecture of SRBQ is based on DiffServ, with the addition of signalling-based reservations subject to admission control. The network is partitioned into domains, consisting of core and edge routers; access domains contain also access routers. Flows are aggregated according to service classes,
mapped to DiffServ PHBs (Per-Hop Behaviors), and packet classification and scheduling are based on the DS field of the packet headers. Besides Best-Effort (BE), SRBQ supports a Guaranteed Service (GS) class, providing strict QoS guarantees, and one or more Controlled Load (CL) classes, emulating lightly-loaded BE networks, based on the Assured Forwarding (AF) PHB. SRBQ’s queuing model is compatible with DiffServ; the two models may coexist in the same network. The main scheduler is priority-based: the highest priority belongs to the GS class, which must be shaped by a token-bucket; below, there is a class for signalling, which must be rate-controlled; the CL class(es) come next, with optional rate-control; finally, at the bottom priority is the BE class.

In SRBQ, all nodes perform signalling and support the previously described queuing model. Access routers perform per-flow policing for the CL class and per-flow ingress shaping for the GS class. Edge routers perform aggregate policing and DSCP remarking. Core routers perform no policing.

Flows are subject to admission control, performed at every node. GS flows are characterised by token-buckets; CL flows are characterised by 3 rate water-marks, corresponding to different drop priorities. A scalable hop-by-hop signalling protocol was developed to perform unidirectional, sender initiated, soft-state reservations. Several techniques and algorithms have been developed aiming at the minimisation of the computational complexity and, therefore, the improvement of the signalling scalability. More specifically, a label switching mechanism, was developed to allow direct access to the reservation structures, avoiding expensive lookups in flow reservation tables. The labels are installed at reservation setup time, and all subsequent signalling messages use them. Moreover, a scalable implementation of expiration timers for soft reservations, with a complexity that is low and independent from the number of flows, was also developed. In terms of QoS guarantees, [5] has shown that our architecture is able to support strict and soft QoS guarantees to each flow, irrespectively of the behaviour of the other flows in the same and in different classes, with resource utilisation similar to that of IntServ, but increased scalability.

The rest of the paper is organised as follows. In section 2 we compare both architectures in terms of QoS guarantees and resource utilisation, evaluating their relative merits and shortcomings, as well as their suitability to replace the reference RSVP/IntServ architecture, which suffers from scalability problems that disallow its usage in high traffic core networks. The results indicate that both the Scalable Reservation-Based QoS (SRBQ) [4] and the RSVP Reservation Aggregation (RSVPRAgg) [3] models provide adequate QoS levels and may, therefore, be used in place of RSVP/IntServ. Section 3 presents the most important conclusions and points out some topics for future work.

## 2 Comparison Between SRBQ and RSVPRAgg

Both the SRBQ and RSVPRAgg models aim at providing QoS levels comparable to RSVP/IntServ, but in a scalable manner. Both of them make use of flow aggregation in order to achieve scalability in packet classification and scheduling, using the DSCP field of the IP header to this end, in a DiffServ-like approach. The main differences between these architectures stem from the different approaches to signalling. In RSVPRAgg, reservations at the core are performed in an aggregate basis and their bandwidth is updated in bulk quantities, reducing the amount of state stored and the number of signalling
messages processed. The unused bandwidth of all aggregates, however, adds up, leading to poor resource utilisation. Large bulk sizes aggravate this problem, but are needed for signalling to be scalable. Additionally, at edge routers of transit domains, where traffic is still very high, per-flow signalling (and, in some cases, classification and scheduling) is performed, imposing a scalability limitation. In SRBQ, the end-to-end character of reservation signalling is preserved, and scalability is achieved by using highly efficient techniques (like label switching and efficient timers). The amount of state stored is not really a problem [5], and resource usage is always optimal. Overall, the signalling processing overhead of these models is expected to be comparable.

Both architectures were implemented in the ns-2 network simulator. Although not scalable, an existing implementation of the RSVP/IntServ model is also used as a reference for QoS results. It is important to keep in mind that ns-2 has some limitations, the most significant of which is the inability to simulate and measure processing delays.

These models have some adjustable parameters. In RSVP and RSVPRAgg, the R parameter (average refresh period) used was the default of 30 s. The reservation expiration timer in SRBQ was chosen so that refreshes would be sent every 32 s, the closest value. Controlled Load (CL) flows in SRBQ are characterised by 3 rate water-marks; their target utilisation values were adjusted to 0.999, 1.0 and 3.0 times the bandwidth assigned to the CL class in order to ensure that, using the reservation parameters given below for each set of simulations, admission control would be performed based on the second water-mark. In the RSVPRAgg model there are two tunable parameters related to aggregate bandwidth management [6]: we used a value of 15 s for the bulk release delay timer, related to hysteresis, and a value of 5 s for the hold timer which prevents repeated failed attempts at increasing the bandwidth of a given aggregate. Simulations with the RSVPRAgg model were performed with two different bulk sizes: 300 kbps and 600 kbps. The admission control used in all models is parameter-based (PBAC).

A mapping between the QoS architectures needs to be performed for an accurate comparison. The aggregation regions of RSVPRAgg and the non-aggregated RSVP regions correspond to the core and access domains of SRBQ, respectively; the aggregators and deaggregators in RSVPRAgg correspond to edge routers in SRBQ. Given this mapping, the simulations used the same topology, depicted in figure 1. It includes 1 transit (TD) and 6 access (AD) domains. Each terminal simulates a set of terminals. The bandwidth of the connections in the transit domain, and in the interconnections between the transit and the access domains, is 10 Mbps. The propagation delay is 2 ms in the transit domain connections and 1 ms in the interconnections between the access and the transit domain.

The simulated scenario contains a class for signalling traffic, CL and BE classes. At each link, the bandwidth assigned to signalling is 1 Mbps. Note that, although this seems very high, the unused signalling bandwidth is used for BE traffic. The bandwidth assigned to the CL class is 7 Mbps. The remaining bandwidth, as well as unused CL and signalling bandwidth, is used for BE traffic.

Each terminal of the access domains on the left side generates a set of flows belonging to the CL and BE classes. The destination of each flow is randomly chosen among the terminals in the right side access domains. With 3 source and 3 destination edge routers in the core domain, the number of required end-to-end aggregates in the domain is 9. Traffic belonging to the CL class is a mixture of different types of flows: CBR, exponential on-
off and Pareto on-off. These flows are initiated according to a Poisson process with a certain mean time interval between calls (MTBC), and flows’ durations are exponentially distributed. Filler traffic in the BE class is composed by on-off Pareto and FTP flows.

All simulations presented in this paper are run for 5,400 simulation seconds, and data for the first 1,800 seconds is discarded. All values presented are an average of, at least, 5 simulation runs with different random seeds. The simulation results are presented in the next sub-sections.

2.1 QoS, Utilisation, and Signalling

In the first set of simulations we used, in the CL class, only 64 kbps constant bit-rate (CBR) flows with a packet size of 500 bytes. This is done to completely avoid the unfairness originated by disproportionate rejection rates between flows of different types in different models. The average flow duration is 120 s, and the mean time between calls is adjusted to vary the offered load between 0.8 and 1.2 times the bandwidth allocated to the CL class at the core link. The results from this set of simulations are presented in figure 2.

In all models, the mean delay is not much higher than the sum of transmission and propagation delays (12.08 ms), meaning that the time spent in queues is low. Nevertheless it is lower in SRBQ, as is jitter (not shown). These results are probably due to the use of WFQ in RSVP and in RSVPRAgg outside the aggregation domain. In all models presented there are no losses, since the reserved bandwidth of the CBR flows is equal to the maximum required bandwidth, being sufficient to accommodate the accepted flows.

Regarding the utilisation of bandwidth allocated to the CL class, it is much higher in SRBQ (similar to RSVP) than in RSVPRAgg. In RSVPRAgg, the utilisation is very noticeably lower with a bulk size of 600 kbps than with a bulk size of 300 kbps. Notice that a bulk size of 600 kbps is less than a factor of 10 higher than the flow rates. This suggests that the use of larger bulk sizes in order to increase the scalability would lead to very poor network resource utilisation. Corresponding to the lower utilisation figures, the blocked bandwidth in the RSVPRAgg model is higher than in SRBQ, and is higher when using larger bulk sizes. In SRBQ the blocked bandwidth figures are similar to regular RSVP, since in both end-to-end reservations are accepted up to the bandwidth

![Fig. 1. Simulation topology](image-url)
reserved for the CL class, contrasting to the RSVPRAgg model in which end-to-end reservations are only accepted up to the reserved rate of the corresponding aggregate.

We also evaluated the number of signalling messages processed at core node 1 (see figure 1). This number is much lower in RSVPRAgg (about 1500 packets on average during the 3600 useful simulation seconds) than in SRBQ or RSVP (respectively, about 9000 and 16000 packets processed under the same conditions). This is an obvious result, since at interior nodes only aggregate messages are processed in RSVPRAgg. The almost twofold difference between SRBQ and RSVP is due to the fact that in RSVP both Path and Resv refreshes are needed. From the number of processed messages only, the RSVPRAgg model would be the clear winner in terms of signalling processing scalability. Keep in mind, though, that one big strength of the SRBQ model is the use of low complexity, highly efficient algorithms (labels, timers, etc.), which translate in much less CPU time used to process each message.

We performed a similar set of simulations using a mixture of different flow types (CBR, exponential on-off and Pareto on-off). The results of these simulations have shown that both models provide adequate QoS to the different flow types, except for
Pareto on-off flows which suffer higher delay and very significant losses in RSVPRAgg (about 10%, compared to about 0.003% in SRBQ). The higher delay is inflicted by WFQ outside the aggregation domain, while the packet losses occur mostly at the aggregator due to policing. Both of these problems stem from the fact that, having a heavy-tailed distribution with infinite variance, Pareto flows are not well suited for the token-bucket characterisation. SRBQ’s rate water-marks characterisation is more tolerant of this type of flow. The per-class utilisation curves were similar to the previous ones, but lowered by about 10%.

### 2.2 Flow Isolation

With this set of simulations we evaluate the behaviour of the different models in the presence of misbehaved flows, that is, flows that transmit at rates much higher than they reserved for considerable periods of time. We measure not only the quality of service received by these bursty flows but also the impact in the other flows. Three flow types were used in this test (table 1): (1) CBR flows (cbr64cl) that are considered well behaved flows; (2) on-off exponential flows (exp1cl) with a burstiness of 50% (average busy and idle times of 200 ms) and a peak rate of 96 kbps, that are considered nearly well behaved flows, since they send at a rate a little higher than the reserved; and (3) on-off exponential flows (exp2cl) with varying burstiness and peak rate that are considered misbehaved flows, since they send at a rate much larger than the reserved one for considerable periods of time. Their burstiness is variable, from 50% to 12.5%, varying their peak rate between 96 kbps (average busy and idle times of 200 ms) and 384 kbps (average busy and idle times of 50 ms and 350 ms, respectively). Notice that the sum of the average idle and busy times remains constant (400 ms), as does the average rate. It is the high mismatch between the requested rate and the peak transmission rate that turns exp2cl flows into misbehaved ones.

<table>
<thead>
<tr>
<th>Type</th>
<th>Avg. rate (kbps)</th>
<th>Pkt. size (Bytes)</th>
<th>On (ms)</th>
<th>Off (ms)</th>
<th>Ph. rate (kbps)</th>
<th>Token Bucket R (kbps)</th>
<th>Token Bucket B (Bytes)</th>
<th>Watermarks (kbps)</th>
<th>MTBC (s)</th>
<th>Avg. dur. (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>cbr64cl</td>
<td>64</td>
<td>500</td>
<td></td>
<td></td>
<td>64</td>
<td>64</td>
<td>15000</td>
<td>64,064</td>
<td>72</td>
<td>11</td>
</tr>
<tr>
<td>exp1cl</td>
<td>48</td>
<td>500</td>
<td>200</td>
<td>200</td>
<td>96</td>
<td>64</td>
<td>15000</td>
<td>32, 64</td>
<td>96</td>
<td>11</td>
</tr>
<tr>
<td>exp2cl</td>
<td>48</td>
<td>500</td>
<td>var</td>
<td>var</td>
<td>var</td>
<td>64</td>
<td>15000</td>
<td>32, 64</td>
<td>96</td>
<td>11</td>
</tr>
</tbody>
</table>
Misbehaved flows are heavily penalised in terms of packet losses. In SRBQ, packet losses for these flows almost reach 5% with a burstiness of 12.5%, while they are about 2.6% in RSVPRAgg. The high loss values are due to the fact that these flows transmit at rates much higher than they reserved for considerable periods of time. A relatively large bucket size absorbs these bursts up some level in RSVPRAgg, but in SRBQ the reservations for CL traffic have no bucket parameter, only 3 rate water-marks, of which even the third one is much lower (96 kbps) than the peak transmission rate (384 kbps). Clearly, these flows are violating their contracts, so measures must be taken against them to prevent QoS degradation for other flows. SRBQ is inflicting higher penalisations, better protecting other flows. Loss figures for other flows are not affected by the misbehaved ones. They are very low in RSVPRAgg and null in SRBQ for low burstiness exponential flows and are null in all models for CBR flows (not shown).

These results show that all models are able to provide adequate QoS levels to flows respecting their traffic contracts even in presence of misbehaved flows. The service
of these flows is degraded in order to protect the well behaved flows: in SRBQ this degradation is only in terms of packet losses; in RSVPRAgg they are less penalised in terms of losses, but also have increased delay and jitter.

3 Conclusions and Future Work

In this paper we performed a comparative evaluation of two QoS architectures, SRBQ and RSVPRAgg, aimed at providing QoS levels similar to those provided by the well-known RSVP/IntServ architecture, but which are scalable enough for use in high traffic core networks. Several sets of simulations were performed for both models in order to evaluate different relevant aspects of the architectures (QoS parameters, flow isolation and resource utilisation). From the simulation results discussed in the previous section we may state that both the RSVPRAgg and SRBQ models provide adequate QoS levels and flow isolation in the CL class and are, therefore, real alternatives to RSVP/IntServ. Regarding scalability, SRBQ and RSVPRAgg are similar in terms of packet classification and scheduling procedures at the core, both using a scalable DiffServ-like approach. In terms of the raw number signalling messages processed at core nodes, RSVPRAgg wins by a wide margin. This is due to the fact that signalling scalability in SRBQ is not obtained by performing it at an aggregate level with bulk updates; instead, SRBQ makes use of highly efficient techniques and algorithms while keeping the end-to-end character of signalling. Due to these different approaches, utilisation figures are significantly better in SRBQ: there is no trade-off with signalling scalability like in RSVPRAgg, and resource utilisation is optimal under all conditions.

As future work, we plan to evaluate the possibilities for interoperability between SRBQ and other QoS architectures. We also plan to perform simulations with less synthetic, more realistic generation of flows, based on flow data collected in a real network. Finally, we expect to implement prototypes of both architectures in order to evaluate performance parameters which are not provided by ns-2, namely those regarding processing power required.
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Abstract.} The rapid increase of the internet and intranet usage has significantly increased the data sent to networks and in most cases this has resulted in congestion. Several techniques are used nowadays in networks to control network congestion. Most of these techniques are used for a unicast transmission. This paper is proposing a new technique to alleviate the multicast network congestion. This technique is also, trying to use the available network resources while reducing packets drops.

1 Background of Congestion Control

The following example offer good introduction of network congestion as shown in network diagram figure 1. In this diagram, three senders transmit data to 6 receivers. The available bandwidth is different for each receiver as shown on the diagram. The intermediary devices like router 2 is receiving data at 4Kbps and transmitting it on 3Kbps due to capacity of line hence 1Kbps is stored on its buffer. The same will be noted for the routers 4, 5 and 6. They will all stores data on their buffers because of the difference between the receiving and the transmission rates. With the increase of the data storage on the routers, the time required for the data to reach the destination increases. This cause a delay on receiving data and also a delay of data flow of other transmissions from senders 2 and 3. When the buffers are filled with data, the router drops all extra packets. TCP will ensure reduction of sending rates and the dropped data is retransmitted. This further increases complexity of network congestion.[1,2,3]

The congestion caused by over transmissions results in inefficient utilization of the network and specifically bandwidth resources. The congestion control reduces this inefficiency by controlling the transmission levels to the actual throughputs. This benefits both methods of transmissions: multicast and unicast transmissions. [1,2,3]
2 Network Congestion Control Methods

Recently there has been attempt to control network congestion by controlling the transmission rate. These techniques are used for unicast and multicast transmission. The technique presently used in TCP/IP is Additive increase multiplicative decrease (AIMD)[4,5,6]algorithm which is simply controlled by a congestion window which is halves the transmission rate for every window of data containing a packet drop, and increased by roughly one packet per window of data otherwise.

A good attempt to break off the AIMD method is TCP Friendly Rate Control (TFRC) for Unicast [7] and multicast [8]which developed equation that can be used to control network congestion. In Unicast TFRC the receiver measures the packet loss rate (p) and feed it back to the sender. The sender calculates the round trip time RTT (R) to the receiver and uses an equation to identify the new transmission rate (T) which is adjusted accordingly.

For Multicast TFRC[7] uses receivers to measure packet loss rate, round trip time and calculate the new sending rate that is suitable for them and send it back to the sender. The sender adjusts its sending rate to the lowest one among the received ones from the receivers. This is despite of the fact that some of the receivers are capable of receiving at higher rates.

3 Layered Multicast Network Congestion Control

This proposed method strives to make use of the available network resources and to control network congestion more efficiently. This method is a based on layered transmission rates which makes use of the multitasking capabilities of computer systems. Network congestion is controlled by setting different transmission rates for different groups of receivers. These transmission rates levels are selected based on the receiver’s throughput capabilities see Figure 2 below.
Layered Multicast congestion control is based in the following algorithm:

1. Sender sets the initial transmission file type, the number of transmission groups and their transmission rates based on the receivers bandwidth on the network and he allocates the number of processes to start new transmissions.

2. Receivers calculate the preferred transmission rate using the equation used in the equation based congestion control \[7\] hence, selecting their preferred transmission group layer. This information is then feedback to the sender.

3. Sender store the information in its database and starts to send data on different transmission rates based on the layers groups.

### 3.1 Transmission Rate Change

The system is flexible since it allows receiver to change its transmission rate level if their throughput is changed during transmission. But live data are treated a bit different than the non-live data. This is due to the fact that live data has to be received by all receivers at the same time.

### 3.2 Changing to Lower Transmission Layer

If receiver’s calculated transmission rates are significantly lower (due to packet drops which translates to mean that present sending rates are high), receiver sends a feedback to the transmission controller in the sender. When the sender receives a request from the receiver to switch to a lower transmission layer, sender checks if it can multitask new process i.e. a new transmission layer if it can if will start transmitting at this new rate. But if the allocated sender capabilities do not allow starting new transmission layer, the receiver should wait for the others receivers in the lower transmission layer to reach its synchronization and then continue with them.
3.3 Changing to Higher Transmission Layer

In cases where receiver is receiving at lower rates than what is capable of receiving as far as it calculated transmission rates are concerned, it sends a feedback to the sender requesting a change in transmission rate. Sender moves receiver directly to the higher transmission layer. This means the receiver will miss some data because of the un-synchronization in the transmission. To recover this missing data, the controller check for the sender capability to make new transmission layer to transmit it in parallel with the higher transmission layer connection transmission. This means the receiver will not be allowed to move to the higher transmission layer unless it can receive the data in the upper transmission layer in parallel with the missing data from the new started transmission layer. If the sender is not able to starts new transmission layer, the missing data position will stored in a database so that they will be sent later when it is possible to start new transmission layer.

4 Sender and Receiver Capabilities

To be able to carry out Layered Multicast Congestion Control, sender should be able to sends simultaneously data in different independent transmission layers with different transmission rates without affecting any transmission layer. Receiver is required to be able to receive data from more than two sources at the same time. It should be able to combine the received segments from different layered transmissions into a uniform file. Before, the receiver is allowed to move to a higher layer transmission rate it should be able to receive data at least into two transmission rates. One is the higher transmission rate and the other one is at least the lowest transmission rate so that it recovers the missing data because of the un-synchronization between different levels.

4.1 Congestion Control Overheads

Layered Multicast Congestion Control like other congestion control methods has limited benefits in cases of small size transmissions. Using such methods to sends small size files would not help to improve the transmission rate because the time spent recognizing and defining transmission rates can be used for the real transmission. However with the increase of the transmission file size the performance of this method increase comparing to the conventional transmission methods.

4.2 Benefits of Layered Multicast Congestion Control

The Layered Multicast Congestion Control improves multicast transmissions. Benefits of this method are measurable by the following three network parameters: Packet Drops, Throughput and Usage of available network resources.

It can be seen in figure 1 that the sender is trying to sends 12 Kb to 4 receivers which can receives data in different transmission rates (4,3,2 and 1 Kbps). With the
standard TCP congestion control method, the data will be sent to all receivers with transmission rate of 4 Kbps. This transmission rate would create network congestion on routers 2, 4, 5 and 6 which will affect the data flow on that network as explained earlier.

This behavior will happen at the beginning of the transmission but then the TCP congestion control will starts to work and will send the data on the slowest transmission rate of the receivers i.e. 1Kbps.

![Diagram of network](image)

**Fig. 3.** Layered multicast transmission and Data transmission in the proposed methods

However, in Layered Multicast Congestion Control the sender will send transmission information to all receivers which will select the preferred transmission layer based on their available throughput. Then the sender will send the data in different transmission layers (1, 2, 3 and 4 Kbps). So in this case the data will not be sent through any route unless it is expected that the route is capable to handle the data transmission without losing any data. The sender will transmit bits at a rate of 4 Kbps in the route which passes through routers 1 & 3, 3 Kbps in route which passes through routers 1 & 4, 2 Kbps in route which passes through routers 2 & 5 and 1 Kbps in route which passes through routers 2 & 6. The sender will continue sending data very smoothly and in a way that uses maximum of available network resources and after making sure that each route is capable of handling that transmission rate as explained above. With such a way of transmission, the number of dropped packets is sharply reduced. This example shows that the root of each connection goes through only two routers but in the real life applications it might go through many several routers, hubs and switches which should increase the packet lost problem.

Layered Multicast Congestion Control method at stable sending rates improves the overall network throughput. Figure 4 shows example where the sender is transmitting 12Kb to four receivers using conventional method at the rates shown.

Once the transmission become stable in the standard method, the data will be sent via the lowest receiver throughput to all receivers. This means that the sender is sending only at the lowest possible rate.

In the Layered Multicast Congestion Control, the sender should send the data to the four receivers in different transmission rates based on their throughputs. This does not mean that the new method is going to overload the network with data but it is going to use all available resources to finish the transmission as soon as possible, hence, freeing the bandwidth for other transmission. In other words, if we have a 10 lanes road,
Fig. 4. Comparison between standard and the new method on the number of bits send to the network

the old method is going to use only 4 lanes of them while the new method is going to use all available lanes. The total amount of data sent to the network in the new method will continue going down once each group of transmission layer finish receiving their data.

The first area on the chart represents resources that are not used by the standard method and used by the new method. The second lower area on the chart represents resources that are freed in the Layered Multicast Congestion Control method to be used for other transmission. Above example also indicates that Layered Multicast Congestion Control method offer better benefit in cases where the multicast group is having many high throughput receivers and few low throughput receivers.

5 Network Simulation and Results

The proposed method is simulated in a network simulation tool called Opnet. The network used in this simulation is selected in a way that contains several bottlenecks. Also, it contains several nodes with several connections capabilities to the internet. The aim is to generate the congestion and to show that the new proposed system is able to help in controlling it.

The network covers six subnets which belong to three independent organizations networks. To ensure that the system is as realistic as possible real organizations with their actual configurations were simulated. The organizations were PDO(4 subnets which include 314 workstations), Omantel and SQU(71 workstations). Omantel is the internet service provider (isp) which has several users who connects via 56K fax/modem, ADSL and ISDN connections. The other organizations are connected to Omantel via several technologies among them, E1 standards with bandwidth of 2Mbps. IDF’s in PDO are connected to the backbone via 100Mbps to each other except Fahud area is connected by bandwidth of 10Mbps. The simulation is run for 10 minutes and several network parameters are used for the simulation comparison to shows the existence of the congestion. These parameters are the packet drop, network delays and download response time.
Figure 5 shows the average IP traffic dropped in both scenarios during the data transmission. Packet drop rate is the number of packets that are lost and did not reach the destination or the receiver during the transmission period. As it is clear, during most of the transmission period the packet dropped for the Layered Multicast Congestion Control method is better than the one for the standard method. Figure 5 also shows the average Ethernet delay which represents the delay of the packets to reach the destination or the receiver. At the beginning the delay in both methods are similar. This is due to the fact that the Layered Multicast Congestion Control method sends most of the data at the beginning of the transmission at higher transmission rates than the standard method. The standard method delay time increases quickly and become much higher than the new method. That is because of two reasons. The first one is the new method has already finished the transmission to group of receivers and it is not sending data to them again. So less data is sent to network and so less delay. The second reason, the standard method at this stage already filled the network with packets and it start to handle these packets which cause the network loosing some of it resources for such tasks. Layered Multicast Congestion Control method responds faster because the network is not loaded with a lot of data and it is not overloaded. This means that the congestion is controlled better in the new proposed method. In addition, the network resources are used better and not wasted in saving and getting rid of lost packets.

5.1 Benefit from the Layered Multicast Network Control Method

This method offer different benefits for different parts of the network these are summarized as follows:

Sender: With the reduction of the packet dropped the request to resend packet should be reduced as well. This reduction should reduce the amount of tasks required to be undertaken by the sender.
Receiver: Receivers with high capabilities and good connection will receive data much faster than the slow ones. They do not need to wait for other receivers which are slower or which are in slower connections.

Network: Network Components will not be overloaded and will not be tasked in getting rid of overflowed buffers. This indicates that the expensive connection to the internet and WAN resources will be used in more efficient way. Also, in this method the data will be sent once to the network and resending due to packet drop would be reduced sharply.

6 Conclusion

Simulation results shows that the new method has less packet drop, faster download response time, and less Ethernet delays than the standard method. This demonstrates that the congestion is less in the new Layered Multicast Congestion Control method.

Implementation of Layered Multicast Congestion Control method adds more control of data flow on the network which offers efficient utilization of the resources of the sender, receiver and the in-between network (especially ISP's).

This method is effective mainly for multicast congestion control and for cases where the non-live data files must not be received by receivers at the same time. Similarly, this method is most effective when used to transmit large files.
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Abstract. In this paper, we investigate the network attack traffic patterns appeared on Internet backbone links. Then, we derive two efficient measures for representing the network attack symptoms at aggregate traffic level. The two measures are the power spectrum and the packet count-to-traffic volume ratio of the aggregate traffic. And, we propose a new methodology to detect networks attack symptoms by measuring those traffic measures. Unlike existing methods based on individual packets or flows, since the proposed method is operated on the aggregate traffic level, the computational complexity can be significantly reduced and applicable to high-speed Internet backbone links.

1 Introduction

Recently, we have experienced several troubles of the Internet services due to various network attacks. Attacks on the Internet infrastructure can lead to enormous destructions, since different infrastructure components of the Internet have implicit trust relationship with each other.

Houle and Weaver[1] surveyed the trends in deployment, use, and impact of variety of denial of service (DoS) attacks. In their report, most of attack tools alter packets’ major attributes such as source/destination IP addresses and port numbers for different purposes of attacks. Some of representative network attack types classified regarding the degree of alteration of those attributes are listed in Table.1 [1][2], which includes IP spoofing attacks with varied destination port number (vspoof) as well as fixed one (fspoof), host scanning attacks (hostscan), and port scanning attacks (portscan).

Much of works on of network attacks and corresponding solutions[3] have been focused on detecting and reacting to network attacks at individual end networks for their own safety. However, since global-scale network attacks are far more defined and visible in the backbone before it spreads out towards targets, it might be more efficient that to detect and react the symptoms of those global-scale network attacks are done in backbone domain. Some works for detecting

* This work was supported by grant (No. R05-2004-000-10824-0) from Ministry of Science & Technology
network attacks on backbone links, e.g. [2], have been carried out. However, those works cannot be applied to all the attacks since attack mechanisms and tools continue to improve and evolve. One promising direction to react those evolving various attack patterns is to develop a global defense infrastructure[4]. However, it is only suggestion, but not provide any actual mechanism or architecture.

In this paper, we propose a new methodology for traffic measurement based detection of network attack symptoms on high-speed Internet backbone links. The proposed method deals with the network attacks from the view points of the aggregate traffic level different from the existing works, in which network attacks were dealt with on the individual packet or flow basis. The reasons why we focus on network attacks from the aggregate traffic’s viewpoints are as follows: First, it can provide a robust mechanism even though the advent of new attack types. This is because the pattern of the normal traffic can be known and forecastable by conventional traffic modeling or measurement techniques, so that if new network attack types are appeared, the traffic pattern affected by those attacks can be easily detected since the aggregate traffic patterns may be significantly changed different from the normal traffic patterns. Second, to detect network attacks at individual packet or flow levels require much higher computational complexities, while the complexity of the works at the aggregate traffic level can be significantly reduced. Finally, since the traffic monitoring and management at each network segment are currently working individually and it can be extended for global Internet management, if the detect mechanism at aggregate traffic level are cooperated with the global network management systems, it can possible to develop a global defense infrastructure.

The rest of the paper is organized as follows. In Section 2, we show some characteristics of network attack traffic, and how those network attacks can affect the normal traffic pattern. And, the proposed method for detecting network attacks at aggregate traffic level and experimental results are presented in Section 3 and Section 4, respectively. Finally, we conclude the paper in Section 5.

2 Characteristics of Network Attack Traffic

In this Section, we investigate how network attack traffics are appeared on backbone links and how those attacks affect the normal traffic pattern. For doing so, first, we captured packets on two trans-pacific T-3 links connecting the U.S. and a Korean Internet Exchange with the help of National Computerization Agency.

Table 1. Classification Of DoS Attack Types

<table>
<thead>
<tr>
<th>attack types</th>
<th>source IP address</th>
<th>destination IP address</th>
<th>destination port number</th>
</tr>
</thead>
<tbody>
<tr>
<td>vspoof</td>
<td>varied</td>
<td>fixed</td>
<td>varied</td>
</tr>
<tr>
<td>fspoof</td>
<td>varied</td>
<td>fixed</td>
<td>fixed</td>
</tr>
<tr>
<td>hostscan</td>
<td>fixed</td>
<td>varied</td>
<td>fixed</td>
</tr>
<tr>
<td>portscan</td>
<td>fixed</td>
<td>fixed</td>
<td>varied</td>
</tr>
</tbody>
</table>
Korea. Then, we classified network attack packets from the captured data by using the method proposed in [2] and [7], which are based on the phenomenon of attack types as shown in Table 1. We define the attack traffic as the sequence of packets classified for network attacks among captured packets, the normal traffic as the sequence with remaining packets, and the aggregate traffic as the sequence of whole packets.

In Fig. 1, it is shown how each traffic type is mutually correlated with other types in the packet counts. Each point in the figure represents the number of generated packets during the same 1 second period from the two comparative traffic types. Fig. 1 shows strong relationships not only between the aggregate and the normal, but also between the aggregate and the attack, for their packet counts. While, no relationships between the normal and the attack can be seen. Fig. 2 also depicts the relationship in traffic volume between each traffic types. The traffic volume of the aggregate traffic is highly correlated to that of the normal traffic, while we can not see any relationships between other traffic types. As we can see from Fig. 1 and Fig. 2, the packet counts of the aggregate traffic are governed by both the normal and the attack traffic, but the variant of aggregate traffic volume is mainly affected by the normal traffic.

In order to show the reason why the results of Fig. 1 and Fig. 2 are appeared, we depict the cumulative density function (cdf) for packet sizes of each traffic type in Fig. 3. As we can see, most of the attack packets have much smaller bytes than the normal traffic. That is, more than 90% of the attack packets show sizes below 80 bytes. While, the normal traffic shows more spread pattern around the
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Fig. 3. Cumulative density function for packet sizes

![Figure 3: Cumulative density function for packet sizes](image)

Fig. 4. Relative statistics: (a) between packet counts and traffic volumes (b) packet counts-to-traffic volumes ratio (CVR)

![Figure 4: Relative statistics](image)

whole packet sizes from 60 to 1500 bytes, but there are some sizes where much of packets have, such as below 70 bytes, around 590 bytes, and above 1450 bytes.

To view how the statistics shown in Fig. 3 affects the aggregate traffic flow from a different standpoint, the relationships between the traffic volume and the packet counts are depicted in Fig. 4(a), in which all values are measured in 1 second period. From Fig. 4(a), we can see that when the attacks are added, the degree of packet count variation in the aggregate traffic becomes much higher than that of traffic volume variation. Fig. 4(b) shows the ratio of the packet count to the traffic volume in a certain time period, in which more attacks are detected than in other time period. As we can expect, the packet count-to-the traffic volume ratio (CVR) of the attack traffic is much higher than that of the normal traffic. Accordingly, the ratio of the aggregate traffic is getting increase by adding the attack traffic as shown in Fig. 4(b).

It has been well known that the Ethernet traffic is statistically self-similar[5]. The self-similar nature of a traffic flow can affect the development of network congestion control schemes as well as the source traffic characterization. It is noted that the higher the self-similarity of the traffic is, the more the network performances such as link utilization, throughput, and so on, are affected. In Fig. 5, it is shown the variance-time-plot (VTP) [5] for estimating Hurst parameters for each traffic type. We can see that the attack traffic shows higher self-similarity than the normal traffic, and that the self-similarity of the aggregate traffic is increased by adding the attack traffic. This indicates that since the addition of the attack traffic increases not only the traffic volume in networks, but also the self-similarity of the aggregate traffic, it can significantly affect the
network performances more than in the situation that the same amount of the normal traffic is added.

3 Detection of Network Attack Symptoms Based on Traffic Measurement

In the previous section, we used the VTP method for finding the Hurst parameter. However, the Hurst parameter can be estimated by using periodogram method[6]. For the discrete-time sequence with $l$ samples $X_0, X_1, ..., X_{l-1}$, the periodogram is defined as

$$S(\omega) = \frac{1}{2\pi N} \left| \sum_{k=0}^{l-1} X_k e^{jk\omega} \right|^2$$

(1)

The relationships between $S(\omega)$ and $\omega$ can be written as

$$\log S(\omega) = a_0 \log |\omega| + a_1$$

(2)

When $S(\omega)$ is plotted against $\omega$ on a log-log plot, it can be approximated by a straight line with a slope $a_0$. Then, the Hurst parameter is given by $H = (1 - a_0)/2$. It is noted that Eq.(1) is based on the discrete-time Fourier transform (DFT). Li et al[8] showed that the queuing performances in networks can be dominated by the average power spectrum obtained by DFT of the input traffic. From the researches related to [8] and the results of the previous section, we use the average power spectrum as one of the measures for detecting the network attack symptoms. The average power spectrum is defined as follows. Let us assume that the time is divided into a constant period of $\Delta$, then $\Delta$ is a basic unit for traffic measurement. Let $c_n$ and $v_n$ ($n=0,1,2,\ldots$) be the packet count and the traffic volume of the aggregate traffic measured during $n$-th $\Delta$ duration, respectively. Let $L\Delta$ be the detection period, which is the time duration that the detection algorithm is applied to. That is, each detection period consists of unoverlapped $L$ consecutive $\Delta$s. And, we define the packet counts and traffic volumes measured during $m$-th detection period as the vectors $c_m = [c_{mL}, c_{mL+1}, \ldots, c_{(m+1)L-1}]$ and $v_m = [v_{mL}, v_{mL+1}, \ldots, v_{(m+1)L-1}]$ ($m=0,1,2,\ldots$), respectively. Then, we have the average power spectrum for the vector $c_m$ as following.
Fig. 6. Transition between states for the detection of the attack symptom

\[
\mathcal{P}(m) = \sum_{k=0}^{L-1} \phi_{mk}
\]

where \( \Psi_m = [\phi_{m0}, \phi_{m1}, \ldots, \phi_{m(L-1)}] \) is obtained through DFT of \( c_m \). That is, \( \Psi_m = L^{-2}|DFT(c_m)|^2 \).

It is noted that the average power is a measure for reflecting the effect of the self-similarity due to the network attacks. Besides the self-similarity, we showed several characteristics of the packet count and the traffic volume statistics, and they can be another good measure for detecting network attack symptoms. Especially, it is shown that the CVR is significantly changed when the network attacks are added. In this paper, we use the ratio as another measure for detecting the network attack symptoms. The CVR is given by

\[
\bar{R}(m) = \frac{c_m \cdot e}{c_m \cdot \bar{e}}
\]

where \( e = [1, 1, \ldots, 1]^T \), and \( [\cdot]^T \) indicates a transpose matrix.

The proposed method to detect the network attack symptoms considering two measures given in Eq.(3) and Eq.(4) is as follows. Let \( x_p(m) \) and \( x_r(m) \) be the weighted averages of the average power and the CVR measured at \( m \)-th detection period, respectively, and given by

\[
x_p(m+1) = \alpha_p x_p(m) + (1 - \alpha_p) \mathcal{P}(m) , m = 0, 1, 2, \ldots
\]

\[
x_r(m+1) = \alpha_r x_r(m) + (1 - \alpha_r) \bar{R}(m) , m = 0, 1, 2, \ldots
\]

where \( \alpha_p \) and \( \alpha_r \) are the constant values between 0 and 1.

In general, it is known that the normal traffic flows in a stationary state vary within a forecastable range. Let \( m_p \) and \( \delta_p \) be the average and the tolerance for the weighted average of the average power of the normal traffic within a certain stationary state, respectively. The \( m_p \) is calculated by the conventional way to obtain the arithmetic mean, and the \( \delta_p \) is determined by an administrative policy of the network operators. Similarly, we define \( m_r \) and \( \delta_r \) as the average and the tolerance for the weighted average of the CVR of the normal traffic within a certain stationary state, respectively. It is assumed that the tolerances \( \delta_p \) and \( \delta_r \) are determined based on the normal traffic flows prior to the actual measurement for the detection. The case when the measured \( x_p(m) \) and/or \( x_r(m) \) exceed the tolerances \( \delta_p \) and \( \delta_r \), we can assume that it may be a symptom of the network attacks. In order to determine the situation that the network infrastructure is currently being attacked, we define the three states such as NORMAL, ALERT,
and ATTACK. The NORMAL state is the state that there is no attack. The ALERT state is the one that the attack symptom is in question but the decision of the attack symptom is not completed. And, in the ATTACK state, it is inferred that the network resources are being attacked. The transition between those states is shown in Fig.6, and the main algorithm to detect the attack symptom considering those states is illustrated as follows.

```plaintext
<variables>
attack_count : counter for representing the degree of attack
Alert_Threshold : threshold value to change between ALERT and ATTACK states
Attack_Threshold : maximum value of attack_count
state : current state of the algorithm
</variables>

<main algorithm>

at the end of every detection period, update \( x_p(\cdot) \) and \( x_r(\cdot) \) by using (5) and (6) considering \( x_p(\cdot) \) and \( x_r(\cdot) \), the state at the detect period is determined by the following sequence.

```plaintext
if ( state == NORMAL )
    if ( ( \( x_p(\cdot) > \delta_p \) AND \( x_r(\cdot) \leq \delta_r \) ) OR ( \( x_p(\cdot) \leq \delta_p \) AND \( x_r(\cdot) > \delta_r \) )
        state = ALERT;
        attack_count += 1;
    elseif ( \( x_p(\cdot) > \delta_p \) AND \( x_r(\cdot) > \delta_r \) )
        state = ALERT;
        attack_count += 2;
else
    attack_count = 2;
endif
``` 

```plaintext
elseif ( state == ALERT )
    if ( ( \( x_p(\cdot) > \delta_p \) AND \( x_r(\cdot) \leq \delta_r \) ) OR ( \( x_p(\cdot) \leq \delta_p \) AND \( x_r(\cdot) > \delta_r \) )
        attack_count += 1;
    elseif ( \( x_p(\cdot) > \delta_p \) AND \( x_r(\cdot) > \delta_r \) )
        attack_count += 2;
    elseif ( \( x_p(\cdot) \leq \delta_p \) AND \( x_r(\cdot) \leq \delta_r \) )
        attack_count -= 2;
else
    attack_count -= 1;
endif
``` 

```plaintext
if ( attack_count > Alert_Threshold )
    state = ATTACK;
else if ( attack_count \leq 0 )
    state = NORMAL;
else
    attack_count = 0;
endif
``` 

```plaintext
elseif ( state == ATTACK )
    if ( \( x_p(\cdot) > \delta_p \) AND \( x_r(\cdot) > \delta_r \) )
        attack_count = \text{MIN} ( attack_count + 1, Attack_Threshold );
    elseif ( \( x_p(\cdot) \leq \delta_p \) AND \( x_r(\cdot) \leq \delta_r \) )
        attack_count -= 2;
else
    attack_count -= 1;
endif
``` 

```plaintext
if ( attack_count \leq Alert_Threshold )
    state = ALERT;
endif
``` 

```plaintext
endif
```

4 Experimental Results

For the experiment, we used the self-similar traffic generation method proposed in [10]. Traffic parameters used for the experiment were obtained from our cap-

tured traffic data explained in Section 2. That is, for the parameters of the normal traffic, we used 0.9 for the Hurst parameter and 9080.97 packets per second for the average packet count. For the attack traffic, we used 0.99 for the Hurst parameter and 5292.8 packets per second for the average packet count. More detail about the statistics for those parameters is illustrated in [9]. We had the packet size of each generated packet followed the distribution shown in Fig.3. And, we had the attack traffic kept in a certain period as shown in Fig.7.

Fig.8 shows the variation of the weighed averages $x_p(m)$ and $x_r(m)$ for the normal traffic and the aggregate traffic, respectively, when $\Delta=10$ msec and $L=10$. We can see from Fig.8 that the two traffic measures such as the average power and the CVR can be appropriately used for detecting the attack symptoms at the aggregate traffic level. That is, those weighted average values in the normal traffic are varied within the forecastable range during the time interval in a stationary sate. On the other hand, when the irregular traffic patterns such as network attacks are added, those weighted average values in the aggregate traffic deviate from those in the normal traffic pattern. From this point of view, the two measures reflect the phenomenon of the network symptoms very well.

For testing the effectiveness of the proposed method, we define the following performance measures

$$\text{Exactness} = \left( \frac{T_{\text{detected}}}{T_{\text{actual}}} \right) \times 100(\%)$$

$$\text{ErrorRatio} = \left( \frac{T_{\text{error}}}{T_{\text{actual}}} \right) \times 100(\%)$$

$$\text{DetectDelay} = T_{\text{detected}} - T_{\text{actual}}$$

where $T_{\text{actual}}$ and $T_{\text{detected}}$ are the time duration that the attack traffic is appeared in the test sequence used for the experiment and the time duration that the attack is detected by the proposed algorithm, respectively. $T_{\text{error}}$ is the time duration that the detection is not correct, which consists of the duration classified into ATTACK state though it is not the actual attack duration and the duration that is not classified into ATTACK state though it is within the actual attack duration. And, $T_{\text{actual}}$ and $T_{\text{detected}}$ are the start time of the attack in the test sequence and the time that the attack is firstly detected, respectively.

Table.2 shows the experimental results for the performance measures varying the unit time $\Delta$ and the detection period $L$. The format of A/B/C in each cell in Table.2 represents the performance measures such as Exactness/ ErrorRatio/ DetectDelay. The parameters for obtaining Table.2 are as follows: $\alpha_p=\alpha_r=0.9$, Alert Threshold=5, Attack Threshold=10. For $\delta_p$ and $\delta_r$, the maximum weighted average values obtained from the normal traffic sequence used for the experiment by using Eq(5) and Eq(6), respectively, are used. As we can imagine intuitively, the smaller the values of $\Delta$ is, the better the performance measures such as Exactness and ErrorRatio are. While the bigger the value of $L$ is, the larger the DetectDelay is. However, it is noted that as $\Delta$ and $L$ are decreased, the computational complexity will be increased, and it will give the more load to the system. For any treatable parameters, the exactness of the detection is greater than 97%.
5 Conclusion

In this paper, we investigated the nature of network attacks from the viewpoint of the aggregate traffic flow. We showed that the network attacks alter the pattern of the normal traffic significantly and the degree of the alteration can be detected by two measures such as the power spectrum of the packet count and the CVR. Then, we proposed a method for traffic measurement based detection of network attack symptoms at the aggregate traffic level, and showed the effectiveness and the applicability of the proposed method by experiments.

Detecting the network attack symptom based on individual packet or flow level requires for much higher computational complexities. In addition, finding the detection mechanisms to deal with each attack mechanism that is continuously and diversely evolving will get to a limitation. However, if the detection is done at the aggregate traffic level as in the proposed method, the required computational complexity can be significantly reduced, and it is possible to provide a robust detection mechanism regardless of the attack types. This is because the basic nature of the normal traffic flows can be known and forecastable by conventional traffic modeling or measurement techniques, so that if new network attack types are appeared, the altered traffic pattern affected by those attacks can be easily detected.
Table 2. Experimental Results

<table>
<thead>
<tr>
<th>$L \ \Delta$</th>
<th>10 msec</th>
<th>100 msec</th>
<th>1 sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>99.98%/0.001/300msec</td>
<td>99.77%/0.016/3sec</td>
<td>97.71%/0.275/30sec</td>
</tr>
<tr>
<td>100</td>
<td>99.77%/0.016/3sec</td>
<td>97.71%/0.274/30sec</td>
<td>N/A</td>
</tr>
<tr>
<td>1000</td>
<td>97.71%/0.274/30sec</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Backbone networks have their network management systems to monitor and maintain the networks. The traffic measurement based detection methodology can cooperate with those network management systems, so that it can possible to develop a global defense infrastructure. This paper focused on the issue to detect the attack symptoms on individual backbone links, so it requires further study for the proposed method to be extended to and used for the global defense infrastructure. In addition, we derived the measures for detecting attack symptoms by using captured packet data empirically. So, to investigate the traffic model for reflecting the variety of network attacks and to develop more practical control method to detect and deal with those attacks requires further study.
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Abstract. IEEE 1588 is a new standard for precise clock synchronization for networked measurement and control systems in LAN environment. This paper presents the design and implementation of an IEEE 1588 PC software prototype for Wireless LANs (WLAN). Accuracy is improved using two new developed methods for outbound latency estimation. In addition, an algorithm for adjusting the local clock is presented. The achieved accuracy is measured and compared between WLAN and fixed LAN environments. The results show that 2.8 μs average clock offset can be reached on WLAN, while wired Ethernet connection enables 2.5 μs.

1 Introduction

Clock synchronization is needed in various home, office, and industrial automation applications. As computer clocks in general have limited accuracy, synchronization protocols are used to precisely synchronize independent clocks throughout a distributed system. Synchronization allows transactions between distributed systems to be controlled on timely basis.

Basically, synchronization accuracy can be improved using two methods [1]. First, computer hardware can be extended with a more accurate clock. Second, computer clocks can be synchronized to one accurate external clock. This paper focuses on the second method, which is considered more cost efficient and scalable.

Network Time Protocol (NTP) [2] is a wide-spread protocol for time synchronization. It is targeted for wide area networking (Internet scale) and for maintaining the correct time and date in personal workstations. Consequently, its accuracy requirements are within a millisecond scale [3]. This is inadequate for time critical automation processes.

Applications in home, office and industrial environments are increasingly built using Local Area Network (LAN) technologies. IEEE 1588 is a new standard for precise clock synchronization for networked measurement and control systems in the LAN environment [4]. The standard defines a Precision Time Protocol (PTP) developed for synchronizing independent clocks running on separate network nodes. The standard aims for sub-microsecond accuracy, while higher accuracy is targeted by defining hardware implemented extensions.

Wireless LANs (WLAN) are increasingly used to extend wired networks due to easier installation and freedom of movement. This paper presents the design and im-
implemetation of a software based prototype for implementing the IEEE 1588 standard on IEEE 802.11 WLAN [5]. The accuracy of the implementation is improved with two developed methods for outbound latency estimation. Additionally, an algorithm for adjusting the local clock is presented.

The prototype has been implemented on Windows PC platform. Measurement results on switched and shared Ethernet are compared to the results on WLAN. Additionally, the effect of outbound latency methods is evaluated by measurements in WLAN environment.

The paper is organised in the following way. Sect. 2 presents related work on time synchronization. Sect. 3 gives an overview of the IEEE 1588 standard. Next, Sect. 4 presents the prototype design and implementation. Sect. 5 defines the measurements arrangements and gives the measurement results. Finally, Sect. 6 concludes the paper.

2 Related Research

The use of hardware extensions for improving NTP accuracy has been proposed in [6]. The results show significant improvement in accuracy as the average offset between two computer clocks is reduced to 90 ns. Without extensions the average offset is within the range of few milliseconds [3].

In the proposal, special hardware used in synchronization is added to Network Interface Card (NIC). Hardware recognizes NTP packets, corrects their timestamps, and calculates a new checksum for a packet. The operation is done just before transmitting the Ethernet frame. The delay between the timestamping and the actual start of the transmission is practically a constant. When NIC receives a NTP packet, it triggers a timestamp latch, which a NIC device driver can read. Timestamps are generated from a time register on NIC. The value in the time register is the time of the clock that is synchronized.

In NTP, the clock adjustment algorithm [2] is based on Phase Locked Loop (PLL), Frequency Locked Loop (FLL), and a loop filter. PLL and FLL analyse the phase and frequency errors of the local clock based on NTP messages. The analysis results are combined and filtered using a loop filter. The filter output is used to adjust the clock frequency.

Agilent Technologies has implemented a hardware-based prototype of the IEEE 1588 standard. The accuracy of the implementation was measured on a 10 Mbit/s repeater (hub) and a gigabit Ethernet switch. According to the measurements, it has 32 ns average offset with 6400 ns² variance on a repeater network and 49 ns average offset with 19600 ns² variance on a switched network [7].

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{tp1.png}
\caption{PTP messaging.}
\end{figure}
Although good results have been achieved in both proposals, they require special hardware. Hardware-based implementation can be used in special applications but it is neither cost-efficient nor feasible approach for synchronizing the existing computer systems. Our goal is to reach the best possible accuracy without special hardware.

### 3 IEEE 1588 Overview

PTP divides the topology of a distributed system into network segments enabling direct communication between PTP clocks. These segments, denoted as communication paths, may contain repeaters and switches connecting same LAN technology. Devices connecting communication paths, such as routers, introduce possibly asymmetric and variable delay to the communication, and are therefore treated separately. PTP defines two types of clocks, ordinary clocks and boundary clocks. An ordinary clock connects to only one communication path while a boundary clock has connections to two or more communication paths. The boundary clock is responsible for synchronization between communication paths.

On each communication path a single clock is selected as a master clock while others are slave clocks synchronizing to it. The selection is done using the best master clock algorithm. The algorithm calculates the status of the local clock independently by listening synchronization messages and no negotiation between clocks is necessary. If two or more precise clocks are available, such as atomic clocks or clocks coupled with Global Positioning System (GPS), the algorithm makes only one active at a time.

PTP messaging between a master clock and a slave clock is presented in Fig 1. A master clock sends a synchronization (sync) message once in every two seconds in a default configuration. The message contains information about the clock and an estimated timestamp $t_{m1}$ of the message transmission time. The clock information contains the identification and the accuracy of the master clock. When a slave clock receives the sync message, it stores a timestamp $t_{s1}$ of the reception time. As it may be difficult to timestamp a sync message with an exact transmission time, the master clock can send a follow-up message, which contains a more precise value for the timestamp $t_{m1}$.

A slave clock sends periodically a delay request message and stores its transmission time with a timestamp $t_{r2}$. When a master clock receives the message, it sends a delay response message, which contains the timestamp $t_{m2}$ of the reception time of the corresponding request message.

The slave clock calculates the master to slave delay $d_{ms}$ and the slave to master delay $d_{sm}$ according to these timestamps as

$$d_{ms} = t_{s1} - t_{m1}, \hspace{1cm} (1)$$
$$d_{sm} = t_{m2} - t_{s2}. \hspace{1cm} (2)$$

The slave clock calculates the estimation of the one way delay $d_w$ and the offset from master $o_{pm}$ using the results from (1) and (2) as

$$d_w = \frac{d_{ms} + d_{sm}}{2}, \hspace{1cm} (3)$$
The offset from master is used to adjust the computer clock frequency and/or time. All PTP messages described above use a multicast address, thus every clock on the communication path receives the messages and the discovering of other clocks is not necessary. Due to multicasting, it is necessary that PTP messages are not propagated between communication paths. The Ethernet implementation, defined by an annex of the standard uses a Time To Live (TTL) value in the Internet Protocol (IP) packet header to limit the propagation distance. On top of IP, User Datagram Protocol (UDP) is used as a transport protocol.

The accuracy of a generated timestamp is an important factor of the overall PTP system accuracy. It is affected by the delay fluctuation in the protocol stack thus the closer the timestamp is taken from the transmission of the message, the better the accuracy is. The timestamp can be generated either on hardware, driver, or application layer, as presented in Fig. 2. The delay between the timestamping point and the sending of message bits to the medium is called outbound latency while inbound latency is corresponding delay for received messages. Regardless of the location, the implementation is required to correct the values of reported timestamps with the estimation of the corresponding latencies. The estimation method is outside the standard scope, but averaging is advised to be used.

4 Prototype Implementation

Our prototype is an implementation of the IEEE 1588 standard for Windows platform. The remote management is not implemented and the number of network connections is limited to one.

The prototype topology and test arrangements are presented in Fig. 3. The prototype consists of a master and slave clock, a reference pulse generator, and a connecting LAN technology.

The reference pulse generator is connected to a Clear-To-Send signal (CTS) in a serial port of the both clocks. Each time CTS is set, an interrupt is generated and the implementation creates a reference timestamp. Reference timestamps are values of the local clock at the times of reference pulses. Thus, they can be used for calculating the clock offsets. The generator creates approximately one pulse per second independ

![Fig. 2. Possible timestamping methods.](image-url)
ently from the synchronization process. The used LAN technologies are a direct cable, repeater, switch, ad-hoc WLAN, and WLAN Access Point (AP).

Fig. 3 also shows the implementation architecture. The prototype uses UDP/IP with Windows Sockets 2 (WinSock2) for communication [8]. It is implemented as a user mode application consisting of three modules: the user interface module, the protocol implementation module, and the message timestamping module.

When the message timestamping module is loaded, it creates three threads. Two of the threads are listening UDP sockets and when a socket receives a message, the listening thread attaches a timestamp to it. Threads have a high priority in Windows for achieving as precise timestamping as possible. The third thread is used for transmission. It sets the transmission timestamp field of the sync and delay request messages. The module provides an Application Programming Interface (API) for the protocol implementation module.

The protocol implementation module contains the state machine of the protocol. Possible inputs for the state machine are timer events and received PTP messages from the timestamping module. The protocol has two types of timer events. First is for issuing a sync or a delay request message while the second is for reconfiguration timeouts. When sync messages are not received from the master clock, the timeout is used to initiate automatic selection of new master clock.

The user interface module receives status information from the protocol implementation module and shows it on display as presented in Fig. 4. The information contains the state of the state machine, the estimated one way delay, and the scaling factor of the timestamp counter of the processor. The received messages are also displayed.

The user interface sends administrative messages and the initial configuration to the implementation module. The reference timestamps are created by the user interface module, which also shows them on the display.

We have developed two methods for estimating the outbound latency that are used in the prototype. They are called local and external echo methods. The inbound latency is assumed constant.

The local echo method estimates the outbound latency as follows. When a clock sends a PTP message, the protocol stack echoes the message back to the sender, be-
cause PTP uses a multicast address that is listened also by the sender. The elapsed time between the timestamping of the message and reception of the echo is called an echo delay in the implementation. The measured echo delay is decreased by the calculated average echo delay and used as an estimate of the outbound latency. According to the test measurements, the changes in actual outbound latency are followed by the echo delay value. Thus estimating the outbound latency with the local echo method is more accurate than simply using a constant estimate.

The external echo method can only be used when both master and slave clock are using WLAN as a LAN technology with a single WLAN AP. With this setup, the second echo of each multicast transmission can be received when AP broadcasts the message. The sender and receiver receive the broadcasted message at the same time and the reception time is used as an estimate of the precise transmission time. The variation in inbound latency is smaller than in outbound latency because no waiting due to access contention is involved before accessing the medium. Additionally, the effect of the delay variation in WLAN AP is completely removed. This extension to the standard increases the accuracy but requires that both clocks use the same method.

The prototype uses averaging when calculating the delays from master to slave and slave to master. When a slave clock receives a sync message, the estimated master to slave delay is calculated and filtered using an 11-tap median filter. The filter output is a median of the eleven latest input values. When the slave clock receives a delay response message, the slave to master delay is calculated and filtered respectively. The master to slave and the slave to master delays are used to calculate the offset from a master.

The offset from a master is used to adjust the local clock. The clock adjustment method is not defined in the IEEE 1588 standard. The general time unit of the Windows system clock is a millisecond, which is too long for synchronization purposes. Instead, the implementation uses the timestamp counter \( t \) of Central Processing Unit (CPU) as a clock source. The implementation reads the counter value directly using assembler commands.

![Fig. 4. Screen capture of the application.](image)
The time unit in PTP is one nanosecond while $c_p$ is increased once in a clock cycle. The time of the clock $t_{ns}$ (in nanoseconds) is calculated from $c_p$ with a linear function

$$t_{ns} = \frac{10^9}{f_p} c_p + t_{base},$$

(5)

where $t_{base}$ is the time of the clock (in nanoseconds) when the processor was started, since $c_p$ starts from zero, and $f_p$ is the clock scaling factor that converts clock cycles to nanoseconds.

At the beginning of the synchronization, the values of $f_p$ and $t_{base}$ are estimated and set in order to achieve a rough estimate of $t_{ns}$. Later, $t_{ns}$ is changed by adjusting $f_p$ with a small value $a f_p$ instead of directly changing the time value. This is necessary because time must be strictly increasing, and it guarantees that the clock does not run backwards. When $f_p$ is changed, the value of $t_{base}$ is changed accordingly to keep $t_{ns}$ constant in the adjustment point.

The adjustment is based on the offset from master and the first derivative of it. The adjustment $a$ is calculated

$$a = \frac{A o_{fm} + B(o_{fm} - o'_{fm})}{10^9 t_d c_s},$$

(6)

where $o_{fm}$ is the calculated offset from master in nanoseconds, $o'_{fm}$ is its previous value, $t_d$ is the time elapsed from previous adjustment in seconds, and $c_s$ is a sequence number of the adjustment. Values $A=1.5$ and $B=5.0$ are scaling factors chosen based on test measurements. The divisor $c_s$ is used for enabling faster adjustment at the beginning. The implementation restarts synchronization when $c_s$ increases too much. Synchronization is also restarted when the absolute value of $a$ reaches the value 1, thus slave clock is too far from the master for gradual adjustment.

### 5 Measurement Results

Three laptop PCs and one desktop PC were used in the measurements. Test equipment details are presented in Table 1. All computers were equipped with 10/100 Mbit/s Ethernet NICs and in addition, laptops were equipped with 11 Mbit/s 802.11b WLAN adapters. In all measurements, the 500 MHz laptop was used as a master clock and the 700 MHz laptop as a slave clock unless otherwise stated. The local echo method was selected for the outbound latency estimation.

In each test run, the clocks are first set to different times. The length of each test is about 15 minutes. At first, about 5 minutes is needed before the slave clock is stabilized, depending on the original clock offset. The reference timestamps generated before the slave clock was stabilized are ignored. The rest of the corresponding timestamps are compared and the difference of each timestamp pair is calculated. The clock offset for a single test run is defined as the average of the timestamp differences. Each test run is repeated 15 times. The average offset for a set of test runs is the average value of the test run offsets and the variance is the variance of the test run offsets.

Six measurement cases were used to analyze the accuracy of the prototype. Summary of the results is presented in Fig. 1.
The best achieved accuracy with each LAN technology was evaluated according to measurement arrangements presented in Fig. 3. The results of each test run are presented in Fig. 1. Outbound latency estimation methods used in this measurement were the external echo method for WLAN AP and the local echo method for the others. The results show that the average offset reached using a direct cable connection was 7.0 μs while the variance was 10.8 μs². A repeater network is almost as accurate as the direct cable connection with 8.3 μs average offset and 4.1 μs² variance. A switched network enables 2.5 μs average offset with 3.5 μs² variance. In WLAN, the results show that ad-hoc enables 7.4 μs average offset with 22 μs² variance. The WLAN AP enables the average offset of 2.8 μs with 4.0 μs² variance.

The most accurate setup was the 100 Mbit/s switched network, which supports full-duplex operation. The full-duplex operation probably improves the accuracy because transmission medium can be used without a multiple access algorithm.

With WLAN AP, the usage of the external echo method improves the accuracy close to the switched network although the switched network is more than ten times faster than WLAN. With the ad-hoc setup WLAN can achieve accuracy close to 10 Mbit/s repeater and direct cable setups.

1) The effect of the computer speed was measured with the direct cable setup. By exchanging the master and slave clock the average offset was 9.5 μs and the variance was 9.0 μs². This is close to original values of 7.0 μs offset and 10.8 μs² variance. Us-

**Fig. 5.** Overview of the measurements (left) and summary (right).

1) The best achieved accuracy with each LAN technology was evaluated according to measurement arrangements presented in Fig. 3. The results of each test run are presented in Fig. 1. Outbound latency estimation methods used in this measurement were the external echo method for WLAN AP and the local echo method for the others. The results show that the average offset reached using a direct cable connection was 7.0 μs while the variance was 10.8 μs². A repeater network is almost as accurate as the direct cable connection with 8.3 μs average offset and 4.1 μs² variance. A switched network enables 2.5 μs average offset with 3.5 μs² variance. In WLAN, the results show that ad-hoc enables 7.4 μs average offset with 22 μs² variance. The WLAN AP enables the average offset of 2.8 μs with 4.0 μs² variance.

The most accurate setup was the 100 Mbit/s switched network, which supports full-duplex operation. The full-duplex operation probably improves the accuracy because transmission medium can be used without a multiple access algorithm.

With WLAN AP, the usage of the external echo method improves the accuracy close to the switched network although the switched network is more than ten times faster than WLAN. With the ad-hoc setup WLAN can achieve accuracy close to 10 Mbit/s repeater and direct cable setups.

2) The effect of the computer speed was measured with the direct cable setup. By exchanging the master and slave clock the average offset was 9.5 μs and the variance was 9.0 μs². This is close to original values of 7.0 μs offset and 10.8 μs² variance. Us-

**Table 1.** Test equipment.

<table>
<thead>
<tr>
<th>Equipment</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laptop PC 1</td>
<td>Intel Pentium III 500 MHz WinXP</td>
</tr>
<tr>
<td>Laptop PC 2</td>
<td>Intel Pentium III 700 MHz WinXP</td>
</tr>
<tr>
<td>Laptop PC 3</td>
<td>Intel Pentium III 1.0 GHz Win2000</td>
</tr>
<tr>
<td>Desktop PC</td>
<td>AMD Athlon 1.33 GHz Win2000</td>
</tr>
<tr>
<td>Direct cable</td>
<td>10 Mbit/s half-duplex</td>
</tr>
<tr>
<td>Repeater</td>
<td>10 Mbit/s MIL-4710H half-duplex</td>
</tr>
<tr>
<td>Switch</td>
<td>100 Mbit/s Cisco Catalyst 3500 Series XL full-duplex</td>
</tr>
<tr>
<td>WLAN AP</td>
<td>11 Mbit/s Nokia A020 802.11b WLAN AP</td>
</tr>
<tr>
<td>WLAN adapter</td>
<td>11 Mbit/s Nokia C110 802.11b</td>
</tr>
</tbody>
</table>
Fig. 6. Fifteen hour measurement results.

The accuracy of the prototype in a longer timescale was evaluated with a fifteen hour measurement using the repeater network. The offsets are shown in Fig. 5. The offset changed between 0.8 μs and 14.6 μs with the average of 8.3 μs.

4) The effect of the selected outbound latency estimation method was analyzed with WLAN AP measurements. First, outbound latency was assumed a constant and the average offset was 5.7 μs with 6.3 μs² variance. With the local echo method, the average offset was 3.3 μs with 7.6 μs² variance. Finally, with the external echo method the average offset was 2.8 μs with 4.0 μs² variance.

5) The need for a boundary clock in a WLAN AP bridge was analyzed with the following measurement. A master clock connected with WLAN and a slave clock connected with Ethernet were bridged by WLAN AP. According to the standard this setup requires a boundary clock, which was verified by the results. The average offset was 310 μs with 21 μs² variance. The result is 30 to 100 times worse than with other setups.

6) The effect of background network traffic on synchronization accuracy was estimated using a third station, the 1.0 GHz laptop, transmitting 1500 byte UDP packets to a station that was not involved with the measurements. The station transmitted with the loading rates of 1.2, 2.4, 3.6, and 4.8 Mbit/s on the repeater network and with rates of 0.6, 1.2, 1.8, and 2.4 Mbit/s on the ad-hoc WLAN. The results are shown in Fig. 7. for the repeater and for WLAN. On the repeater, the average offset was decreased
from 8.3 μs to 18.9 μs at 1.2 Mbit/s and to 195 μs at 4.8 Mbit/s. On WLAN the decrease on average offset was from 7.4 μs to 12.6 μs at 1.2 Mbit/s and to 198 μs at 2.4 Mbit/s. Thus increased background traffic decreases the accuracy considerably. Increasing background traffic from 1.2 to 4.8 Mbit/s with a repeater network increases the average offset by a decade.

6 Conclusions

The prototype of PTP implementation is done and measurements are carried out to find out the precision of software based clock synchronization for WLAN environment.

According to the results, the average offset less than 10 μs can be reached with software implementation on fixed LANs and WLANs. Consequently, the 1588 standard can be implemented with application based time-tamping and used with WLANs. The accuracy is increased considerably using the local and external echo methods presented in this paper. To achieve better stability, the clock adjustment algorithms used with NTP could be adopted. In future, better accuracy will be targeted by time-stamping the messages closer to the transmission medium. A driver and hardware aided timestamping will be evaluated. Additionally, PTP will be implemented in the WLAN AP and used as a boundary clock.
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Abstract. There is a growing need for integrating telecommunication systems. This paper introduces the Telecommunication Outside Plant Markup Language (TOPML), an OpenGis GML (Geographic Markup Language) application schema designed to describe telecommunication outside plant data in which geographical information is an important issue. The use of TOPML can be a key factor for cost reduction on data gathering, conversion process of georeferenced data and system integration. By using TOPML, telecom systems can now communicate in different ways such as Web Services. Additionally, with TOPML and the definition of services following the OpenGIS specifications and the NGOSS component based architecture, the telecom outside plant systems can move towards a standard interoperable environment. The results of this paper are being implemented in the CPqD Outside Plant System, a geographical information system that automates the telecommunications outside plant management.

1 Introduction

Technology innovations and business drivers are in constant shift in the telecommunication area. This constant evolution leads to alterations in telecom outside plant management systems internal properties such as the addition of new equipments, services or business rules [4]. These new pieces of information also have to be exchanged among other systems, usually resulting in new communication interfaces.

In order to decrease costs concerned with the alteration of application programming interfaces (APIs) and integration mechanisms, it is necessary to use generic APIs and data importation and exportation mechanisms. The construction of these generic mechanisms and APIs can be accomplished with the use of XML [8], by means of which the schema of the elements can be shared among the communicating systems.

Telecom outside plant management systems has been used in the automation of many operation carriers processes. These systems should be integrated with many other systems, like workflow, customer care and ERP (Enterprise Resource Planning)
systems. In order to facilitate data handling and data exchange, it is required to describe these data in XML during data importation and exportation.

Georeferenced data is an important characteristic in the representation of telecom outside plant elements, such as the basic urban mapping elements and telecom network elements like underground duct placement, connectors, cables, poles and terminal boxes.

Thus, the goal of this paper is to present an XML encoding to describe the several types of existing elements in an outside plant management system. The GML [1] language were used since it is an OpenGIS Consortium (OGC) standard that act as an XML encoding for the transport and storage of geographic features. The next stage of our work is to define services and interfaces following the OpenGIS and the NGOSS (New Generation Operations Systems and Software) specifications [3][6].

The rest of this paper is organized as follows. Section 2 is an introduction on telecom outside plant and on the CPqD Outside Plant (OSP) system, used as the basis to gather data about outside plant elements. Section 3 presents the TOPML language. Section 4 describes the possible contributions for the integration of telecommunication systems. Finally, section 5 presents the conclusions of the paper.

2 Telecom Outside Plant

A telecom outside plant or telecommunication network is a combination of several elements required in order to support telecom services (such as voice and data), both in local and long-distance scenarios. A telecom outside plant is the basis for the whole telecommunication activity, as it connects the final user to the world through the use of several technologies such as: copper pairs, coaxial cable, optical fiber or wireless, microwaves and satellite. Telecommunications outside plant is the name given to the set of cables and equipments external to the central office, responsible to connect the customer to the central office, and interconnect different central offices.

An important characteristic of a telecom network management system is the use of georeferenced data to precisely locate the several existing elements in an outside plant, like poles and distribution boxes, and elements of the basic urban mapping, such as streets and blocks. So, an outside plant management system should be a geographical information system (GIS) that adds geographic data to database elements, and functions that allow specific uses in outside plant management. The use of GIS can provide the following benefits:

- Establish a standard representation for the network elements;
- Calculate project costs, based on distances and length of cables and fibers in the network;
- Search for paths among connected network elements;
- Search automatically for the best paths to serve a specific subscriber.

Currently, many operation companies still have all their outside plant usage recorded on paper notebooks and have their network management systems in a non-integrated way, greatly increasing the difficulties to keep the network data up to date. Fortunately, the advances in technology also brought new tools to help with the re-
quired revolution in the operating companies environment. Next section describes a system that automates the process related to outside plant network.

2.1 CPqD Outside Plant System

The CPqD Outside Plant (OSP) is a system comprised of several modules developed by CPqD Telecom & IT Solutions for the telecom outside plant management. It was developed to automate the process related to outside plant, from the planning, design and construction phases, and continuing with the network operation and maintenance.

CPqD OSP puts the power of GIS technology to work for the network infrastructure operator [4]. Assignments and management of existing facilities, capacity planning for future requirements, and engineering of new facility implementation can be conducted in concert, sharing consistent views of the operating environment, service delivery facilities, and spatial and non-spatial representations of customer locations and service demands. This system has been used in the process automation several operating companies.

The CPqD OSP has approximately 400 objects described in a proprietary format. Many of these objects have geographic properties such all objects related to the basic urban mapping. However, this format has some disadvantages: lack of mechanisms to organize the relationship of the outside plant element properties; mechanisms for reading and validation are complex and hard to maintain; reuse of data types is impossible; difficult communication with external systems.

In order to prevent these problems, a new format was defined. The use of GML was chosen to represent the outside plant elements. The following sections present the new format.

3 GML and TOPML Schema

The Open GIS Consortium, an international industry consortium of more than 230 companies, government agencies and universities participating in a consensus process to develop publicly available interface specifications, adopted GML [1] as the standard for description of geographic content.

Since GML documents are both human-readable and machine-parsable, they are easier to understand and maintain than proprietary formats. GML brings an alternative to expensive proprietary software, making possible for many smaller companies to beat industry barriers and deploy GML in a variety of applications, like the telecom industry.

We developed TOPML [7], an XML encoding that uses GML to describe the telecom outside plant data. Figure 1 describes the structure of the XML Schema that was created for the TOPML application schema showed above.
Consider, for instance, a pole object, where there is a geographic property indicating its location and a set of attributes describing it, such as for instance, its identification number and height. The definition of a type in the XML Schema, according to TOPML schema would be as follows:

```xml
<complexType name="POLE_TYPE">
  <complexContent>
    <extension base="gml:AbstractFeatureType">
      <sequence>
        <element ref="gml:location"/>
        <element name="number" type="string" minOccurs="1"/>
        <element name="height" type="float" minOccurs="0"/>
        <element name="situation" type="integer" minOccurs="1"/>
      </sequence>
    </extension>
  </complexContent>
</complexType>
```

Notice that in the case of a pole, its geographic property is a point, represented by a *location* element. The *location* type is one of the geographic properties defined by GML. Other properties are lines, polygons and several combinations of these properties [1].

For the construction of the TOPML language, the concepts applied in the CPqD OSP system were applied as the basis for the collection of data about outside plant. Therefore, mapping rules were defined to map the CPqD OSP proprietary format schema into the TOPML schema.

The use of GML may standardize the representation of the telecom network objects that have spatial information, making even more easy its handling and dissemination.
4 Towards a Standard Interoperable Environment

Currently, most operation carriers have all registers from the outside plant in hard copy or have non-integrated computer systems, showing several inconsistent and scattered databases throughout many company areas. This implies the possibility of errors due to these databases being outdated, which may lead to errors in the network facility designation.

In this context, the great challenges to the widespread use of GIS in telecom is the reduction of costs concerned to data gathering and to system integration solutions.

Some activities were developed aiming at the establishment of a proper infrastructure to integrate a GIS for telecom outside plant management with other existing systems in the telecommunication area. Standard models are intended to be used for GIS interoperability, such as the Service Architecture defined by OpenGIS consortium [3]. The OpenGis Web Feature Server (WFS) and Web Map Server (WMS) were used in prototypes to allow data exchange in the Internet. The WFS can also be used in data export mechanisms.

APIs and mechanisms were developed in order to make the most requested integrations to the CPqD OSP system feasible. This way, some of the APIs that were developed to meet the integration of GIS for outside plant management with some telecom carriers legacy systems were implemented. Some examples include:

- Service Order Management System for Privative Lines,
- Feasibility Analysis Systems for the Installation of ADSL Services,
- Service Order Management System for Pay Phones,
- Supervision Systems for Pay Phones,
- Geographic Positioning Simulation Systems.

The TOPML language is being applied to the defined integration APIs and to the data importation and exportation mechanisms. The built import mechanism performs validation and reading of TOPML documents and its data insertion into a database. This mechanism is configurable through a metadata file also described in XML. This file defines which objects will be imported, their format and type, in addition to their database schema. So, to import data of other objects, change an object data format, or import data in different database tables, it is enough to change the metadata file.

These results are very important for the GIS integration in the telecommunication domain and enabled to keep the CPqD OSP in line with the market expectations, giving greater agility in the product deployment and decreasing maintenance and development costs of specific APIs.

The integration infrastructure will be consolidated through the use of the results achieved by the international efforts in standardization of telecom operation system interfaces [5][6] and geographic information systems interoperability [3].

By using TOPML, telecom systems can now communicate in different ways such as Web Services. The TOPML can be transformed into a SVG (Scalable Vector Graphics) format, allowing geographic data visualization in the Internet [2]. The integration mechanisms based on XML can be more stable and easier to maintain, modify and extend. A standard format defined along with the use of GML can make
the information exchange easier, which also improves data mapping and extraction process.

The next goal is define interfaces using the NGOSS architecture model [6]. The NGOSS specifies a component based architecture where each component interacts with all other components in a deterministic fashion. The adherence to NGOSS will enable the CPQD OSP system to interoperate with other NGOSS complaint systems.

5 Conclusions

The definition of the TOPML language may facilitate system integration as other systems can work with the proposed language, avoiding the creation of specific solutions, typically based on the creation of text documents with proprietary formats. Thanks to GML standard, TOPML can act as the basis to a standard format to describe telecommunications outside plant data.

TOPML is part of a project aimed at the use of the OpenGIS specifications in order to define an open architecture to build interoperable telecom outside plant systems. This architecture will enable interoperable data services through interface standardization.

Additionally, with TOPML and the definition of services following the OpenGIS specifications and the adherence to the NGOSS architecture, the telecom outside plant systems can move towards a standard interoperable environment.
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Abstract. This paper regards an evaluation of different spatial diversity techniques contrasted to a Space-Time Code (STC) technique called Alamouti-scheme, applied to OFDM WLAN, using channel estimation based in the least squares criteria and with a limited preamble. The results here presented are based on IEEE802.11a Physical Layer simulations, but could be straightforward extended to HIPERLAN/2. The implications of using such a recent approach as STC, and conventional diversity schemes in existent WLAN standards are addressed, as well as the implications of using channel estimation.

1 Introduction

Wireless transmissions through multipath fading channels have been always a challenge that researchers and developers have to face when designing or implementing wireless communication systems that will work over that scenario. Demand for higher data rates has enforced the rising of new wireless technologies to support communication with high and low mobility. These new wireless data technologies appear to force the wireless systems towards Shannon’s frontier. Nevertheless, more issues arise. With the aim of mitigate these problems, several solutions have been proposed on the last years: channel codification, interleaving, more robust modulations, diversity, multiple access technologies in different flavors, “Smart Antennas”, adaptive equalization, power control, turbo coding and, more recently, Space-Time Code (STC) and the use of multiple antennas at both end of the radio link (MIMO). These techniques can reduce drastically the inconvenient behavior of the wireless channel. Some of them improving average throughput and others the signal-to-interference ratio. But MIMO has a breakthrough concept that is to exploit the rich-scattering nature of wireless channel, under no-line-of-sight (NLOS) conditions, to give a diversity gain lineal with the number of antennas. A core idea behind MIMO is to complement time signal processing with the spatial dimension inherent in the use of multiple antennas.
Space-Time Code is the set of schemes aimed at realizing joint encoding of multiple TX antennas. Transmission schemes in MIMO are typically Spatial Multiplexing, Space-Time Trellis Code (STTC) and Space Time Block Codes (STBC). Spatial multiplex consists in split the data stream in several independent streams as the number of Tx antennas and focus on increasing the average capacity. STTC consists in the joint coding of the independent streams, created by multiplexing, in order to maximize diversity gain and/or code gain. STBC has reached a strong penetration in standards due to the use of a simple linear decoder, and after its discovery, the popularity of STC has risen in importance [1].

A special STBC implementation that reduces the receiver complexity was proposed by Alamouti [2] and is currently part of the standards cdma2000, UMTS, IEEE802.16a. Taking into account its simplicity and advantages presented in the literature, we are going to consider the evaluation of the basic Alamouti’s scheme in MISO case, i.e. 2Tx and 1Rx antenna, as an initial step towards more complex MIMO systems. This scheme is applied in an OFDM WLAN system and compared with other more conventional diversity schemes.

This paper is organized as follows: the section two presents an overview concerning the physical layers of two WLAN standards: IEEE802.11a and HIPERLAN/2 (HL/2). The section three presents the diversity and the STC schemes. Section four is dedicated to channel estimation. Section five is addressed to simulation results for receive diversity techniques and STC applied to OFDM modulation, using channel estimation as well as for perfect channel knowledge. Finally, in section six we present a summary and the conclusion.

2 WLAN Physical Layer Overview

HL/2 and IEEE802.11a, thanks to joint efforts of IEEE and ETSI, have the same characteristics in the physical layer (PHY), with a modulation scheme based on OFDM, due to its good performance on highly dispersive channels. Table 1 shows a summary of their characteristics and Figure 1 presents their block diagram.

In both cases, baseband signal is built using a 64-FFT, and a 16 samples cyclic prefix is added to avoid multipath effects. Since the sampler frequency is 20 MHz, each symbol is 4 μs (80 samples) long, and the guard interval is 800 ns long. In order to facilitate implementation of filters and to achieve sufficient adjacent channel suppression, only 52 subcarriers are used: 48 data carriers and 4 pilots for phase tracking. One main difference between HIPERLAN/2 and IEEE802.11a is the multiple access technology adopted by each one: TDMA for the former and CSMA for the last.

The preamble structure of both standards have small differences, but its use for training purposes (synchronization, frequency and channel estimation) stands for both of them. Figure 2 presents the training structure for IEEE802.11a, applied in this work. The preamble T was used for channel estimation and the system was supposed perfectly synchronized.
HIPERLAN/2 and IEEE802.11a Physical Layer (PHY)

Fig. 1. HIPERLAN/2 and IEEE802.11a Physical Layer (PHY)

Fig. 2. Training structure for IEEE802.11a standard

HIPERLAN/2 has 7 transmission modes while IEEE802.11a has 8. Modes 1 to 6 are mandatory for HIPERLAN/2, and modes 1, 3 and 5 for IEEE802.11a.

Simulations carried out in this work are based on the block diagram presented in figure 1, except for the scrambling, code and puncturing, which were not considered. The simulator was set up to mode 6 therefore the results could be straightforward extrapolated to HL/2.

Table 1. Main Physical Layer (PHY) Parameters for IEEE802.11a and HIPERLAN/2 Standards

<table>
<thead>
<tr>
<th>MODE</th>
<th>MODULATION</th>
<th>CODE RATE</th>
<th>BIT RATE (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIPERLAN/2</td>
<td>IEEE 802.11a</td>
<td>HIPERLAN/2</td>
<td>IEEE 802.11a</td>
</tr>
<tr>
<td>1</td>
<td>BPSK</td>
<td>BPSK</td>
<td>1/2</td>
</tr>
<tr>
<td>2</td>
<td>BPSK</td>
<td>BPSK</td>
<td>3/4</td>
</tr>
<tr>
<td>3</td>
<td>QPSK</td>
<td>QPSK</td>
<td>1/2</td>
</tr>
<tr>
<td>4</td>
<td>QPSK</td>
<td>QPSK</td>
<td>3/4</td>
</tr>
<tr>
<td>5</td>
<td>16QAM</td>
<td>16QAM</td>
<td>9/16</td>
</tr>
<tr>
<td>6</td>
<td>16QAM</td>
<td>16QAM</td>
<td>3/4</td>
</tr>
<tr>
<td>7</td>
<td>64QAM</td>
<td>64QAM</td>
<td>3/4</td>
</tr>
<tr>
<td>8</td>
<td>-</td>
<td>64QAM</td>
<td>-</td>
</tr>
</tbody>
</table>

3 Diversity and Space-Time Code Scheme

In this section we present a short explanation regarding the spatial diversity techniques applied to receiver and transmitter, and also the space-time code scheme.

3.1 Diversity Techniques

Usually, when different multipath components fade independently, diversity is the chosen method. The reason is that if $p$ is the probability that one of the paths is below a detection threshold, then $p^L$ (a value considerable smaller than $p$) is the probability that...
all $L$ paths are below the threshold. The cost of diversity is an additional complexity due to path tracking and additional components processing.

![Spatial Receiver Diversity Block Diagram](image)

**Fig. 3.** Spatial Receiver Diversity Block Diagram

### 3.1.1 Receiver Diversity Techniques

Habitually, most of wireless communications systems design, either with or without mobility, use spatial receiver diversity. But this diversity technique is generally applied to the Base Station (BS) side, while the other end of the link uses just a single antenna. In a very simple way one can say that spatial diversity techniques are usually applied when space to put the extra antennas is not a problem and when it causes less economic losses for the network vendor.

Figure 3 presents the block diagram of spatial receiver diversity techniques implemented in this work.

#### 3.1.1.1 Maximal Ratio Rx Combining (MRRC)

Subcarriers in both antennas are phase aligned and weighted by their power. The output of the combiner is given by $R_k = R_{A,k}(H_{A,k})^* + R_{B,k}(H_{B,k})^*$. So that, the values to be compensated by the equalizer are given by the equation $|H_{A,k}|^2 + |H_{B,k}|^2$, for all $k$. These operations are shown in figure 5.

#### 3.1.1.2 Rx Subcarrier Selection Combining (RSSC)

This combiner selects the subcarrier with highest magnitude response. That is, $R_k$ output is either $R_{A,k}$ or $R_{B,k}$ for each $k$, depending on $|H_{A,k}|$ is greater or not than $|H_{B,k}|$. So, for each subcarrier the equalizer compensates the channel response at the subcarrier frequency of the selected entry.

### 3.1.2 Transmission Diversity Techniques

Traditionally, transmission diversity techniques were not chosen. But recently it has received a lot of attention, especially due to its improvements in high data rate dedicated systems. The transmission diversity techniques here presented are dual of those presented for reception in the previous section. One point to highlight here is that, in spite of its gain, the use of such transmission diversities brings more complexity to the transmitter and a lost of throughput in the reverse link, for systems that do no use TDMA, due to the necessity of channel state feedback. Figure 5 presents the block diagram of spatial transmitter diversity.
3.1.2.1 Tx Subcarrier Selection Combining (TSSC)
The combiner selects the subcarrier with highest magnitude response. So, output is either $T_{A,k}$ or $T_{B,k}$ for each $k$, depending on $|H_{A,k}|$ is greater or not than $|H_{B,k}|$. Also, for each subcarrier the equalizer compensates the channel frequency response.

3.1.2.2 Maximal Ratio Tx Combining (MRTC)
In this technique, subcarriers are rotated, so that they are aligned at the receiver, weighted by their power, and transmitted on each antenna, for all $k$,

$$T_{A,k} = T_k (H_{A,k}) / |H_{A,k}|^{1/2}$$  \hspace{1cm} (1)

$$T_{B,k} = T_k (H_{B,k}) / |H_{B,k}|^{1/2}$$  \hspace{1cm} (2)

3.2 Space-Time Code (STC)
Space-Time Codes were introduced as a method of providing diversity in wireless fading channels using multiple transmit antennas [3]. Until then, multipath fading effects in multiple antennas wireless system were mitigated by means of time, frequency, and antenna diversity. Receive antenna diversity was the most commonly applied technique. For cost reasons, multiple antennas are preferably located at base station (BS), so transmit diversity schemes for BS are increasing in popularity.
Alamouti’s scheme is a particular case of STBC, and consequently STC, that minimizes the receiver complexity and reaches a diversity gain similar to MRC, but using diversity at transmitter side instead of the receiver.

### 3.2.1 Alamouti’s Space Time Scheme

Alamouti has shown that a scheme using two Tx and one Rx antenna provides the same diversity order as MRRC with one Tx antenna, and two Rx antennas [2]. This scheme does not require bandwidth expansion, any feedback from the receiver to transmitter, and its complexity is similar to MRRC. Figure 6 illustrates it.

The receiver combiner performs the following operation,

\[
\tilde{s}_0 = (\alpha_0^2 + \alpha_1^2) s_0^* + h_0^* n_0 + h_1^* n_1^* \\
\tilde{s}_1 = (\alpha_0^2 + \alpha_1^2) s_1 + h_0 n_1^* + h_1 n_0
\]

This scheme may be easily generalized to 2 Tx and M Rx antennas to provide a diversity order of 2M [2]. The proposed scheme support maximum likelihood detection and it is as complex as Maximal Ratio Combining (MRC). Even when one receive chains fails, the combiner works as well as in case of no diversity (soft failure).

![Fig. 6. Alamouti’s scheme for 2 Tx and 1 Rx antennas.](image)

### 4 Least Square Channel Estimation Based on Limited Preamble

Here we present the Least Square (LS) estimator used to implement channel estimation with limited preamble in IEEE802.11a, (preamble T shown in figure 2).

Given a training sequence at the receiver, the LS criteria applied to channel estimation in the frequency domain will lead us to equation 5.
\[ h_{LS} = X^{-1} y = \begin{bmatrix} x_0 & x_1 & x_2 & \ldots & x_{N-1} \\ y_0 & y_1 & y_2 & \ldots & y_{N-1} \end{bmatrix} \]  (5)

Operating (5) over an average of preambles T1 and T2, we obtain the frequency response LS-estimated. Figure 7 shows the block diagram for an OFDM system and the transmitted and received symbols in frequency domain.

![Block diagram of the OFDM modulation and demodulation](image)

Fig. 7. Block diagram of the OFDM modulation and demodulation. The figure shows the transmitted and received symbols in frequency domain as well

5 Results and Discussion

Following we will present the simulation results for Maximal Ratio Receiver Combining (1Tx,2Rx), Maximal Ratio Transmitter Combining (2Tx,1Rx), Space Time Block Code in its Alamouti’s version (2Tx,1Rx), Space Time Block Code with Soft Failure(SF) (2Tx,1Rx), Transmitted Subcarrier Selection (2Tx,1Rx) and Receiver Subcarrier Selection Combining (1Tx,2Rx) for perfect knowledge of the channel(CSI) and also for channel estimation based in a limited preamble.

Channel model was based in the taped delay type A presented in [4] and it was supposed to be invariant. So, Figure 8 presents the performance using channel estimation with LS criteria, and figure 9 shows the results with perfect CSI. As one can see, the best performance was reached by the MRRC with and without channel estimation. Next better performance was reached by RSSC, with quite simpler implementation than MRRC, and next one is MRTC, with similar performance as STBC. Next, we have TSSC that, like its dual in Rx, has a quite simple implementation; nevertheless, it needs to feed the transmitter combiner with channel information. Alamouti’s scheme with soft failure performance presents a better result than zero forcing case when using channel estimation. Nevertheless, for perfect knowledge of the channel, it presents similar performance than zero forcing. It is necessary to clarify that, in Alamouti scheme with perfect channel knowledge, signal power is 3dB greater than in the channel estimation case. This does not happen with STBC, so this difference must be compensated in the C/N ratio.

Each proposed technique has its drawbacks. Depending on the application, one might considerer if the implementation premises are stronger than the improvement of a specific technique. For instance, transmitter diversity must be considered when the
number of antennas is a problem at the receiver side, and receiver combining techniques must be considered in order to avoid increase complexity at the transmitters.

Receiver Subcarrier Selection is the technique with simplest implementation and it has a good performance. Nevertheless it is necessary the use of channel estimation in transmission. This is not the case of STBC that does not need such information. Nevertheless for some cases the premise that channel does not vary within two OFDM symbol could not be true and the channel could lost its orthogonality what could be an issue for STBC in its Alamouti’s version.

For implement all these diversity techniques is necessary to take some changes in the preamble structure of the standards as well as the addition of a new preamble for each antenna for channel estimation purposes. For transmission diversity, except for the STBC, is necessary to have information about the channel at the transmitter.

Using transmission diversity and channel estimation, we need to estimate the channel response of the channel, by means of the training structure, before to start transmitting the data.

**Fig. 8.** Performance of IEEE802.11a and HIPERLAN/2 using transmission and receiver diversities techniques and least squares channel estimation, based in a limited preamble

**Fig. 9.** Performance of IEEE802.11a and HIPERLAN/2 using transmission and receiver diversities techniques (left) and STBC with and without Soft Failure (right), with perfect CSI.
6 Conclusions

In this paper we present the performance of physical layer simulations for OFDM applied to WLAN standards IEEE802.11a and HIPERLAN/2. We have applied spatial diversity techniques at the transmitter and receiver sides as well as STBC in its Alamouti’s version. We have assumed perfect channel knowledge and channel estimation based in a limited preamble using the least squares criteria in frequency domain. Among those results here presented the MRRC presents the best performance while the RSSC/TSSC presents the smallest complexity. The Alamouti’s scheme when applied in time domain could not keep its performance when in presence of fast channel variations (within one OFDM symbol). Nevertheless its implementation in frequency domain (Space Frequency Block Code-SFBC) is a choice to fix that drawback. The Alamouti scheme when contrasted to MRTC has the advantage of no need of channel information at the transmitter and has the diversity order that MRRC/MRTC. Channel estimation in OFDM has an important impact in the performance of the system and stands for new preamble structure when using diversity techniques.
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Abstract. To adapt the data rate in accordance with the quality of the link, the IEEE 802.11b standard proposes the variable rate shifting functionality. This intrinsic functionality of the 802.11b products progressively degrades the bit rate when a host detects unsuccessful frame transmissions. Furthermore, the basic CSMA/CA channel access method guarantees that the long-term channel access probability is equal for all hosts. When one host captures the channel for a long time because its bit rate is low, it penalizes other hosts that use the higher rate, inciting a performance anomaly. This paper aims at avoiding this performance anomaly and the consequent waste of bandwidth. We propose the Fair Time Sharing (FTS) approach to perform real fair sharing among the active hosts in the hot spot, thus avoiding the performance degradation caused by one or more slow hosts. This paper presents the FTS architecture and its performance evaluation, showing the improvement achieved.

1 Introduction

The economic feasibility and an easy deployment of IEEE 802.11b for wireless local area networks, leading to the wireless mobile Internet, incite its widely adoption as future access networks. The raise of the bit rate in the wireless networks technologies offers to these networks a comparable performance with respect to wired local area networks. However, the wireless nature of the radio networks introduces many problems that were unknown in the wired networks. These are mainly due to the transmission of a signal over the radio medium. Furthermore, there are various effects due to fading, interference from other users, and shadowing from objects, all them degrading the channel performance \cite{Ja94}. Measurements of a particular radio LAN appear in \cite{Du92}, showing that the packet-error rates critically depend on the distance between the transmitter and receiver, and surprisingly, not monotonically increasing with the distance. Because of such constraints, transmission in radio networks is not reliable enough to allow the construction of a control based access mechanism for the network management. Likewise, several performance evaluation studies of the IEEE 802.11 DCF \cite{Ch04} \cite{Cr97} \cite{We97} \cite{Bi00} show that performance is very sensitive to the number of competing stations on the channel, especially when the Basic Access mode is employed. To adapt the data rate in accordance with the quality of the link, the IEEE 802.11 standard \cite{St99} proposes the variable rate shifting functionality.
This intrinsic functionality of the 802.11b products progressively degrades the bit rate from the nominal 11 Mbps to 5.5, 2, or 1 Mbps when a host detects unsuccessful frame transmissions. The multiple data transfer rate capability performs dynamic rate switching with the objective of improving performance. Nevertheless, to ensure coexistence and interoperability among multirate-capable stations, the standard defines a set of rules that shall be followed by all stations. A performance anomaly causing a performance degradation in a hot spot due to the influence of a host with lower bit rate, was first analyzed in [HE03]. The authors examine the performance of 802.11b showing that the throughput is much smaller than the normal bit rate. They also analyze how a host with a lower bit rate influences the throughput of the other hosts that share the same radio channel. This results in a performance anomaly perceived by all hosts. The authors solely analyze the performance anomaly without introducing any solution. Our paper introduces the new Fair Time Sharing approach to avoid the performance anomaly in a dynamic and adaptive manner. Such an approach is based on the attribution of time slot for each host, to perform a real fair sharing among the active heterogeneous hosts in the hot spot.

2 Fair Time Sharing (FTS)

The fair access to the channel provided by CSMA/CA causes a slow host transmitting at 1 Mbps to capture the channel for a period eleven times longer than hosts transmitting at 11 Mbps [HE03]. Such a procedure induces, at the long-term, a non equitable time sharing, because the active hosts degrade their bit rate to the smaller bit rate in the hot spot, e.g. around 1 Mbps. This characterizes a performance anomaly. We introduce the Fair Time Sharing approach to avoid the performance anomaly. In our approach we fairly share the access time destined for each host according to the configured bit rate. We attribute a specified time slot to each slow host, shaping their maximum output traffic to prevent the unfair share due to the data rate degradation. The assessment of the time slot is based on the number of competing hosts within the hot spot and the useful throughput. The Fair Time Sharing (FTS) architecture proposes a simple architecture composed by three components over the UDP protocol: FTS-Server, FTS-Client, and Traffic shaper. To achieve a better bandwidth optimization in the hot spot, two classes are implemented: Slow class and Fast class. In the slow class, all client stations that can compromise the hot spot performance are included, i.e. client stations having a slow data rate. In such a class, the resources are shared based on the number of clients and a resource reservation is performed. In the fast class, all client stations work in fast data rate. The FTS-Server is located on the access point. The access point logs the number of connected users in the hot spot and their corresponding bit rate. The FTS-Server broadcasts this number of connected users and sets the fast class threshold. It works over UDP to avoid connection state management. The FTS-Client is located on the client station, it receives the FTS-Message and implements the traffic shaper. It works over UDP remaining simple and connectionless. The Traffic shaper is located on the client station and responsible for adapting the outgoing traffic to network bandwidth availability. This traffic shaping policy is implemented using the Traffic Control (TC) program from the “iproute2” package, detailed in [HOTC]. It works at network level.
Each FTS-Client enforces the calculated allowed time slot using the traffic shaper element. The FTS-Client does not limit the time slot when it belongs to the fast class, using as much bandwidth as possible. This means that a FTS-Client in fast class uses the default fair sharing method, allowing this class of clients to also consume the idle bandwidth left by slow class clients. In order to optimize the bandwidth utilization, the FTS-Message sets a threshold for the fast class. For instance, when there is no host working at 11 Mbps, the threshold for the fast class is set to the highest data rate in the hot spot. Therefore, this field allows changing the maximum data rate used in the fast class in a dynamic manner. Then, each node i maintains a local control of the bandwidth in setting its traffic shaper.

3 Performance Measurements

In this section, we present the performance measurements of the proposed FTS protocol. The measurements are performed using the iperf tool [IPER]. The iperf represents a TCP/UDP bandwidth measurement tool. We set up a testbed platform to measure the throughput that hosts can obtain when sharing a 11 Mbps 802.11b wireless hot spot. We have used three notebooks (host1, host2, and host3) with 802.11b cards (Lucent Orinoco). The wired part of the network is connected by the access point. We implement the FTS protocol comparing the results with a classical hot spot. The first step is to measure the real useful throughput in data rate degradation. These measurements depicted in Table 1, are stored in the host to gauge its allotted time slot and are then used to set the traffic shaper. Table 1 presents the measurements of the useful throughput through our performance evaluation results.

Table 1. The useful throughput obtained for one single host in a hot spot with UDP traffic.

<table>
<thead>
<tr>
<th>Bit Rate</th>
<th>Useful throughput</th>
<th>Proportion of useful throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>11 Mbps</td>
<td>6.05 Mbps</td>
<td>55%</td>
</tr>
<tr>
<td>5.5 Mbps</td>
<td>3.81 Mbps</td>
<td>69.27%</td>
</tr>
<tr>
<td>2 Mbps</td>
<td>1.68 Mbps</td>
<td>84%</td>
</tr>
<tr>
<td>1 Mbps</td>
<td>0.891 Mbps</td>
<td>89.1%</td>
</tr>
</tbody>
</table>

The FTS protocol uses a bandwidth value to set the traffic shaper to avoid the degradation of the average throughput. This bandwidth is calculated according to the number of connected clients in the hot spot and the maximum useful throughput, presented in Table 1. In the measurement environment, the choice of the destination nodes for the flows is somewhat arbitrary and any destination could have been chosen for each flow without affecting the results. Unless otherwise specified, the following assumptions are made: Each flow is active throughout the duration of the experimental. All packets on all flows contain 1534 bytes. The time duration of our implementation is of 400 s. The results of the first experimentation are depicted in Fig. 1(a). Observe that this experi-
mentation shows the effect perceived by improving the mobility of one host in the hot spot.

In time 0 s, only one station (host1) is active in the hot spot with 11 Mbps as bit rate and approximately 6 Mbps as useful throughput. After approximately 10 s, another station (host2) also with 11 Mbps as bit rate arrives in the hot spot. The useful throughput decreases to 3 Mbps for the two hosts. Afterwards, the host2 starts to move away from the Access Point, decreasing its useful throughput, although it keeps the same bit rate. At the other hand, we can see the throughput increase of host1. From 50 s until 150 s, the useful throughput perceived by host2 is strongly degraded. At about 160 s, we set the bit rate to 2 Mbps only for the host2. In this instant, the slower host increases its useful throughput to about 500 kbps. Thus, the fast host decreases drastically its useful throughput to about 2.5 Mbps. In such a case, we can verify that the degradation of the bit rate in one mobile host imposes the degradation in the other host. However, as the slower host gets closer the Access Point, and consequently near the fast host, the useful throughput becomes the same. For the two hosts this stabilization is perceived between time 240 s and time 310 s, when the two stations achieve approximately the same throughput. Afterwards, about the time 320 s, we set the bit rate to 11 Mbps for the host2. In such an instant, the faster host increases its useful throughput to about 4 Mbps and the slower host to about 2.5 Mbps. Then, the useful throughput of the host2 starts again to decrease because of the mobility. Next experimentation measures the throughput of the competing hosts if there are 2 heterogeneous hosts in the hot spot. The results presented in Fig. 1(b), show the final throughput according to the bit rate degradation.

At the beginning, only one host is active in the hot spot, thus achieving 6 Mbps as useful throughput. At 50 s, a second host arrives in the hot spot, fairly sharing the useful throughput. At 100 s, the bit rate of the first host is degraded to 5.5 Mbps. Note that the degradation of the 2 hosts reaches nearly the same throughput, about 2.5 Mbps, despite that only one host has the bit rate degraded. The same anomaly is depicted each time that the bit rate of a single host is degraded. At 260 s, the bit rate of the slower host is once again set to 11 Mbps. Then, we can verify that the useful throughput perceived by the two hosts is again of 3 Mbps. The effectiveness of the proposed FTS approach is
demonstrated in Fig. 2. This scenario demonstrates that our proposed technique is able to track abrupt variations in the network state, while keeping a very high level of accuracy.

In these experimentations, our FTS-Server broadcasts each 5 s the FTS-Message that represents the number of connected clients (2 clients) and the fast class threshold (11 Mbps). At 100 s, the bit rate of the first host, is degraded to 5.5 Mbps. In this point, the FTS-Client checks its bit rate and the corresponding useful throughput according to Table 1. In such a case, as we have 5.5 Mbps as bit rate configuration, we use the 3.81 Mbps value. Then, the FTS-Client divides this value with the last received number of connected clients cad 1.905 Mbps. This value is applied in the traffic shaper limiting the output bandwidth as shown in Fig. 2. We verify that the FTS approach prevents the degradation in faster host’s throughput. Only the hosts belonging to a slow class have their throughput degraded. Likewise, the same improvement occurs when the bit rate of the slower host is degraded to 2 Mbps. The FTS-Client checks its bit rate and the corresponding useful throughput according to Table 1. As we have 2 Mbps as bit rate configuration, we use the 1.68 Mbps value. Then, the FTS-Client divides this value with the last received number of connected clients, that is equal in this case to 0.840 Mbps. Therefore, this value will be applied in the traffic shaper limiting the bandwidth output as stated in Fig. 2. The FTS-Client checks its bit rate and the corresponding useful throughput according to Table 1. In such a case, as we have 1 Mbps as bit rate configuration, we use the 0.891 Mbps value. Then, the FTS-Client divides this value with the last received number of connected clients, that is equal in this case to 0.445 Mbps. Therefore, this value will be applied in the traffic shaper limiting the output bandwidth as depicted in Fig. 2. After 250 s, the bit rate of the slower host is once again set to 11 Mbps. Then, we can verify that the useful throughput perceived by the two hosts returns to 3 Mbps. A drawback of the FTS architecture is the need to deploy a FTS-Server application in the Access Point in order to broadcast the number of clients and a FTS-Client application in every host to set the shaper. Therefore, we assume that all stations in the hot spot support the FTS architecture. Our findings show the improvement achieved by our architecture: the faster host keeps its throughput unchanged regardless of the presence of a slower competing host.
4 Conclusion

In this work, we have analyzed the performance of a 802.11b network. This performance is very sensitive to the number of competing stations on the channel. Through our analysis, we verify that a lower bit rate host influences the throughput of other hosts that share the same radio channel. This paper has discussed the impact of bit rate degradation in an 802.11b wireless LAN that characterizes a performance anomaly. We have then introduced a new approach, Fair Time Sharing to avoid the performance anomaly. The proposed FTS approach implements a real fair sharing scheme among the active heterogeneous hosts in the hot spot, avoiding the performance degradation caused by one or more slow hosts. We attribute a specified time slot to each slower host, shaping their maximum traffic during the degradation period. The FTS approach presents the cure for the performance anomaly of 802.11b.
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Abstract. Nowadays, the need for communications systems able to contemporary support best-effort and "QoS sensitive" (real-time, for example) traffic, is constantly increasing. The urge is particularly felt in environments experiencing a dramatic growth, such as the Wireless LANs. Unfortunately, 802.11, which is the WLAN standard with the widest diffusion, does not seem to be able to satisfy those requirements. Many research efforts have been put to fill up this gap both by academic and standardization groups. They brought to the formalization of the IEEE 802.11e standard, representing a MAC layer enhancements of the former IEEE 802.11. This paper proposes an novel algorithm specifically tailored to dynamically assign the priorities to the packets, depending on application level QoS requirements.

1 Introduction

Wireless LAN (WLAN) are clearly emerging as a wireless and mobile access methodology that is complementary/alternative to the 3G and beyond mobile radio systems. Therefore, the role of the WLAN as a mere alternative to the fixed LAN in private office environment belongs to the past. The current telecommunications scenario is, in fact, characterized by global systems fast converging towards the idea of virtual home/office environment. Consequently, the user while moving feels the exigency of being continuously end efficiently connected to multimedia information systems and databases scattered across a fixed interconnected backbone (mainly characterized by the Internet technology). The way he/she wants to access particular services is expected to be "personalized" and "differentiated".

Unfortunately, IEEE 802.11 [1] does not offer any support to the Quality of Service (QoS) differentiation. To this aim, an ad-hoc conceived task group is currently going towards the standardization of an enhanced version of the 802.11 MAC, the IEEE 802.11e [2]. This "annex e", which is still a draft, defines a new operational mode for the MAC, called the Hybrid Coordination Function (HCF). HFC couples a contention based medium access modality, the Enhanced Distributed Channel Access (EDCA), with a polling based medium access procedure controlled by the Hybrid Coordinator (HC) that will be typically located within the AP in "infrastructured" WLANs.

EDCA adds a prioritization mechanism to the legacy DCF by allowing up to four different Access Categories (ACs). Each AC has a different queue, different Arbitration
Inter-Frame Spaces and contention window parameters. The HCF polling mechanism essentially is an improved version of the legacy Point Coordination Function (PCF).

The authors of [3,4,5] highlight that the EDCA modality is able to support acceptable QoS levels under high load conditions even when it is not coupled to any polling modality. We agree with this approach but in our opinion still some issues need to be investigated to make this latter choice actually effective in any condition. As an example, up until now criteria have not been formulated to effectively associate the EDCA priorities to traffic flows with different QoS exigencies. Solutions reported in literature assume a heuristic association between traffic category and priority [2].

Two main drawbacks are implied by such a static priority association. On the one hand, the system has no certainty that the priority assigned to a given service is actually able to always match its exigencies in terms of QoS guarantees. On the other hand, no mechanism is available to dynamically adapt each associated priority to the current congestion level of the network; this strongly affects the resulting application QoS. Therefore, automatically adapting the assigned priorities to the current system conditions intuitively could greatly enhance the QoS levels guaranteed to each application traffic.

This paper proposes an effective algorithm specifically tailored to dynamically assign the EDCA priorities, depending not only on the application level QoS requirements, but also on the medium loading conditions.

The paper is structured as follows. Section 2 describes the proposed algorithm. The description of the performance evaluation campaign is the topic addressed in section 3. Concluding remarks are given in section 4.

2 The Proposed Algorithm

The methodology for dynamically assigning priorities to the applications is specified by following a design approach based on two steps:

- first, the access time, associated to each priority, is constantly evaluated,
- then, for each packet, a transmission priority is dynamically chosen according to the applications requirements and the measured access times.

As for the second step, it is worth highlighting that each packet has a "delay budget" associated, this implying that the packet has to be transmitted within this delay budget. The delay budget is assigned according to the specific requirements of the application (which are derived from the SLA the user subscribes) and is associated to each packet by means of a suitable label put into the TOS field. In the following subsections more details are given, which allow the reader to have a more detailed idea on the functional behavior of the proposed methodology.

2.1 Dynamically Updating the Transmission Delay Estimation: The Virtual MAC

The transmission delay $D_i$ associated to a given priority is evaluated on the basis of the delay experienced by each packet that is transmitted with such a priority. More specifically, the time interval $\Delta T^J_i$ from the instant in which the $j$-th packet with the $i$-th
priority is inserted into the $i$-th priority queue to the instant when it is sent to the radio interface for transmission is evaluated. This is done each time a packet is scheduled from the $i$-th priority queue and the result contributes to the update of the estimated average delay for the transmission of packets with the $i$-th priority as follows:

$$D_j^i = (1 - \alpha)D_j^{i-1} + \alpha \Delta T_j^i$$

(1)

where $\alpha$ represents a suitable smoothing factor, whose best value has been computed to be 0.8 following a comprehensive simulation campaign under different traffic and system conditions.

As long as the WSTA sends traffic at the $i$-th priority, the $D_i$ relevant to the $i$-th priority is continuously updated. It clearly emerges that, if no traffic at the $i$-th priority is sent for a given time interval, then the estimation relevant to this priority soon turns to be obsolete. Therefore, finding a method to update the delay estimations relevant to those priorities we call "temporary inactive" (without introducing further traffic, such as probe traffic, into the network) is vital for the correct behavior of our algorithm.

In [6] the concept of Virtual MAC (VMAC) has been introduced, which provides the WSTA with a MAC operating on "virtual packets" (i.e. packets not actually sent). By means of these virtual packets, a suitable functionality estimates the traffic currently loading the network and the quality of service which would likely be perceived by the WSTA at the moment of the "real packet" transmission.

In the present work the concept of virtual, or dummy, packets is also exploited. Specifically, each time the $D_i$ estimation, relevant to the $i$-th priority, turns to be obsolete, a dummy packet is inserted into the $i$-th priority queue. It will be processed as a normal packet until the instant just preceding its transmission over the air interface. Logically, the packet will not be actually transmitted.

According to what proposed in [6], a collision is assumed whenever a different station chooses the same slot to perform the transmission. If a collision is detected, the backoff algorithm is repeated. Eventually, the instant in which the packet is "virtually" passed to the physical interface is exploited for the computation of $\Delta T_j^i$. This way, $D_i$ can be estimated according to equation (1).

In our proposal, following a comprehensive parameter tuning campaign, it has been decided that a dummy packet with the $i$-th priority need to be sent each time the $D_i$ estimation is not updated for more than 250\text{ms} and no packets at the $i$-th priority are in the relevant queue.

### 2.2 The Decision Criterion

Last point to address is the criterion used to assign a given priority to a newly originated packet. Each time a given WSTA has a packet ready to be transmitted, it compares the packet $\text{Delay Budget}$ with the $D_i$ values associated to the different priorities and chooses for the packet transmission the value of priority for which the following condition is verified:

$$\text{Delay Budget} - T_{\text{Physical}} > \begin{cases} D_i & \text{if queue}_i \text{ is empty} \\ \max(D_i, TLT_i) & \text{otherwise} \end{cases}$$

(2)
Where $T_{LT_i}$ represents the time from the last transmission at priority $i$. $T_{physical}$ is computed as $\frac{PS}{R}$, being $PS$ the packet size and $R$ the physical interface rate, and represents the difference between the time instant in which a packet gains the access to the medium and the instant in which the last bit of the packet is completely delivered. The second of the two alternatives in equation 2 is added to take into account the possibility that the priority queue is blocked and the last estimation of $D_i$ is too old and far from the actual value of the experienced delay.

3 Results

Several simulation campaigns have been performed by means of a proprietary simulation tool implemented by exploiting the Network Simulator NS-2 [7]. Our studies mainly aim at testing the capacity of the proposed algorithm in effectively adapting the priorities to the traffic conditions and the consequent performance achievable by the cited procedure. During the simulations, according to [8], the channel bandwidth is assumed to be 11Mb/s, while the parameters related to the backoff process are set as suggested in [2].

We modelled the video traffic as reported in [9], speech sources have been assumed to be CBR coded at 64kb/sec according to ITU-T Rec. G.711[10], and, finally, for bulk traffic, we simply adopted the ns-2 pre-existing models. Finally let us remark that, according to [2], in our notation priority 0 is the highest one while priority 3 is the lowest one.

3.1 The Dynamic Priority

Early studies conducted aim at gathering a deeper knowledge on the capacity of the proposed algorithm to dynamically choose the priorities according to the traffic loading the system. For this study the reference scenario is that in figure 1.a). The node tagged with SV is equipped with the adaptive priority mechanism proposed, while nodes S1-S3 originate interfering traffic flows. The observed flow is a speech flow. Due to the high delay sensitivity of Voice flows [11] it has a delay budget of 10 ms associated.

To the aim of modelling an interfering traffic at different levels of "aggressiveness", a priority 1, 2, 3 is associated to the S1, S2, S3 source respectively. In the envisaged scenario, the adaptive source starts its transmission at the instant $t=1$ sec, while the

![Fig. 1: Simulative Scenario and Priority Experienced for Each Packet](image-url)
interfering sources behave as follows: S3 starts at 2 sec, S2 starts at 2.5 sec, and S1 starts at 3 sec, then S1 ends at 8 sec, S2 ends at 9 sec and S3 ends at 10 sec. Figure 1.b) shows the priority at which packets are transmitted vs. the simulated time (in seconds). It shall be pointed out that in figure 1.b) the lines represent the measured values relevant to the "real" packets, while the dotted values refer to the "dummy" packets. From the observation of figure 1.b) it can be noticed how the proposed algorithm, following the activation of the interfering sources, adapts the priority of the transmission priority of the speech flow so to keep the transmission latency. As the interfering sources begin their transmission, the proposed algorithm forces the speech source to transmit at a higher priority.

### 3.2 Overall System Performance

During the second campaign of simulations, we investigated the advantages, in terms of system performance, achievable when the adopted algorithm is employed. To this aim, we considered to use the proposed algorithm for the transmission of a high quality video (average bandwidth 3.65 Mb/s). This latter is the flow under examination during the test campaigns. Two scenarios with different loading levels are considered: in the “light loaded scenario” the interfering traffic is represented by ftp flows while in the “heavy loaded scenario” the interference is caused by an additional video flow and a variable number of ftp flows. The second video flow is characterized by the same traffic parameters as the flow under examination; furthermore, according to [2], static priority of 1 is assigned to it. Having the ftp interfering flows a typical best effort nature, they have a priority 3 assigned. Some results of the simulation campaign are shown in fig. 2. More specifically, the graphics in the first row refer to the "light load scenario" while that on the second one are relevant to the "heavy loaded scenario". Let us start to analyze the results in figures 2.a and 2.b. These figures show the mean priority assigned to the packets of the flow under examination when varying the delay budget assigned to them and the number of interfering ftp flows. From 2.a and 2.b we can observe that in both scenarios the priority assigned to each packet increases (i.e. tends to zero) as the "delay budget" is reduced; moreover, we can observe that while in the "light loaded scenario" the mean priority assigned to the packets can be also kept low (i.e. values greater than 1), in the other scenario it shall be kept almost always below 1. This means that the adaptive flow, when it is required, i.e. under high traffic load, will assume a priority greater than the other one.

The second experimental results refer to the throughput evaluation of the adaptive flow. In order to have a clear idea on this issue, we compare our results with the reference "static priority assignment" case (always priority 1 assigned to the Video). In figures 2.c and 2.d we plotted the ratio between the throughput obtained in the adaptive case and the throughput obtained in the static case, against the delay budget assigned to the adaptive flow. Also in this case we observed a different behavior in the two scenarios. In the light loaded one we get ratios very close to one (i.e. the same throughput with adaptive and non adaptive algorithm). This is because both in the adaptive and in the static case the observed video flow does not suffers from the presence of the interfering traffic and it get all the bandwidth it needs. Please note that, in the case of adaptive priority assignment, as shown in figure 2.a, packets are, on the average, transmitted with a priority lower than
that used in the reference case (i.e. always 1). This means that in the adaptive case even if we get similar throughput results than in the static case, this happens without allowing the observed source to abuse of the system resources as it does when a static priority 1 is associated to it. As a consequence, also an improvement in the performance of the lower priority traffic is expected.

In the "heavy loaded scenario" we get ratios up to 1.3, which means up to 30% throughput gain of the adaptive priority assignment approach against the static one. The improvement in the gain of the adaptive sources at heavy loads, and the contemporary improvement in the behavior of the lower priority sources at light loads, are the beneficial effects of an adaptive priority based approach.

In figures 2.e and 2.f, we reported the latency experienced during the transmission of the packets against the delay budget committed. At a first glance it is clear that the
latency we obtain is frequently *well below* the one we committed to the system (given by the delay budget). This can appear as an inefficiency of our algorithm, as it seems that the systems increases too much the priority of the dynamic sources. Nevertheless, we should remember that we can choose only between a finite set of priorities and very often, the difference in the latency associated to each priority level is high (see figure 2.g); therefore, in order to transmit a packet within a certain *delay budget* we must choose to adopt a priority with a latency significantly lower than the *delay budget* itself. In other words, this is just a mere *granularity* problem, which can be easily overcome by foreseeing a greater set of priorities.

4 Conclusions

In this paper a mechanism for the adaptive allocation of the access priorities to the application traffics loading a IEEE 802.11e WLAN is proposed. As emerges from the simulation campaign the throughput of the traffic sources exploiting this dynamic priority association (usually real-time applications) can be improved when compared to the static allocation case. Furthermore, the dynamic association of priority to the transmission of high exacting traffic allows for an expected contemporary improvement in the QoS of the low priority traffics.
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Abstract. In this paper we present a simple solution to control the wireless users/terminals access to the services offered by a wireless access provider and ultimately to the global Internet. We enhance the DHCP configuration procedure with authentication capability, and add further filtering control at the access router interfacing with the global Internet. This required adding some functionality in the DHCP server; while the DHCP client is unchanged. This feature allows personalizing the offered service based on user’s credentials and profile.

1 Introduction

Wireless local area networks (WLANs) have experienced unusual growth in the last few years, especially encouraged by the success of the Internet and the availability of low-priced laptop computers and PDA with WLAN cards.

Although WLANs were originally conceived for enlarging the range of wired LAN in corporate environments, they are gaining popularity as a means for providing IP connectivity in office, residential and campus environments as well as in public hot-spots, such as airports, hotels, and convention centers.

Authentication and authorization is a vital requirement for providing access to the Internet or other services via a WLAN system. Several mechanisms are currently implemented to provide user authentication and access control, but no standard mechanism is available yet. Existing solutions range from link-level authentication, which provides security mechanism at the MAC layer, to application-level authentication. The IEEE 802.11 [1] provides at data link level a shared key authentication scheme based on challenge-response with a shared. However the authentication is not mutual and the security mechanism is very weak [3]. The new IEEE 802.11i standard tries to enhance the 802.11 security by the use of IEEE 802.1X (port-based access control) as the authentication framework. IEEE 802.1X in turn uses the Extensible Authentication Protocol (EAP) that allows for end-to-end mutual authentication between a terminal and an Authentication Server (AS) through an intermediate authenticator node (e.g. the AP). At the contrary, upper level authentication mechanisms performs authentication and authorisation directly at IP or application level layers and
they are very implementation dependent. Usually an authentication gateway is placed in front of the wireless network controlling network and services connectivity, and forcing users to authenticate against it before using the network. The gateway/access server is responsible for opening and closing firewall rules and thus allowing users to reach the services provided by the network. Such access mechanisms are often referred as Captive Portals, and are becoming a popular way for community WiFi infrastructure and hotspot operators [4]. A rather common approach is to use simple web based interfaces between the user and the access system. The authentication procedure may begin when an un-authenticated user starts his/her web browser attempting to browse to any web page. At this point, the HTTP request is redirected to a new HTTPS URL inviting the user to enter his/her credentials (e.g. login/password).

Besides many advantages, these approaches have some drawbacks; for example the link-layer dependency of IEEE 802.x schemes, the use of implementation-dependent mechanisms of Captive Portal, and more in general, the lack of personalization of the terminal configuration parameters as function of the authentication result and user credentials.

In this paper we present an authentication mechanisms based on the DHCP protocol that tries to overcome some of these limitations. The basic idea is to enhance the existing DHCP configuration procedure with authentication and service personalization capability. In section 2 a brief overview of the standard DHCP protocol is given. In section 3 an extension of the DHCP configuration procedure with authentication and authorization functionality is presented, while in section 4 an implementation of the authentication mechanism is described. Conclusive remarks are given in section 5.

### 2 Dynamic Host Configuration Protocol

DHCP [5] is an UDP-based client/server protocol, designed to dynamically assign IP addresses and to bind several network parameters to fixed or mobile hosts. The entities involved are: i) **DHCP client** - a node that initiates request for network parameters from one or more DHCP servers, on a local access network, ii) **DHCP server** - a node that responds to the client’s requests; it may be on the same link of the client or, alternatively it may be attached to a different subnet, iii) **DHCP relay** - a node that acts as an intermediate entity between DHCP client and server; a DHCP relay is always located on the same link of the client and acts as relay for DHCP messages exchanged between a client and a server. The basic mechanism for the dynamic allocation of IP addresses is is summarized in Fig. 1.

- The client broadcasts a DHCP DISCOVER message on its local physical subnet. Relay agents may pass the message to DHCP servers not on the same physical subnet.
- Each server responds with a DHCP OFFER message that includes an available IP address and other configuration
- The client receives DHCP OFFER message(s) from one or more servers. The client chooses one and broadcasts a DHCP REQUEST including the 'server identifier'.
− The server selected in the DHCP REQUEST message commits the binding for the client to persistent storage and responds with a DHCP ACK message, containing the configuration parameters.
− The client receives the DHCP ACK message with configuration parameters and reconfigures the network layer.

![Basic DHCP message exchange](image)

**Fig. 1. Basic DHCP message exchange**

The DHCP protocol can be also extended with authentication functionality. In RFC 3118 [6] it is defined a new DHCP option that can provide both entity authentication and message authentication. Through this mechanism newly attached hosts with proper authorization can be automatically configured from an authenticated DHCP server (and vice-versa).

### 3 A DHCP Extension for User/Terminal Authentication

The basic idea behind our proposed architecture is quite simple. To control the access of wireless terminals into a local site and to the Internet we provide the DHCP server with authentication and authorization capability and provide further packet filtering at the access router. The main strength of our proposal is that it can be implemented in each wireless provider’s site by only requiring the use of a common protocol like DHCP and very few changes in the software of its server component. We name our modified DHCP server as DHCP+. In addition, our authentication mechanism is transparent to either the specific link layer protocol (e.g. IEEE 802.11) or the design options of the wireless terminal’s manufacturer. The only concern for the local site administrator is to provide the authorized wireless terminals in its domain with an **authentication client** application. Fig. 2 illustrates the main components of our reference scenario.

In the wireless MT two processes are running: 1) a **DHCP client**, compliant to the original DHCP specifications in RFC 2131 [5]; normally this daemon is running as part of the terminal OS; 2) an **authentication client** (AC), which is supplied by the site administrator to authorized users only. AC exchanges messages with the DHCP server on a given UDP client port; this process does not require being a module of the OS and can simply run at application level. The AP should simply behave like a hub/bridge between the MT and the rest of the wired LAN.
The DHCP+ server is a standard DHCP server (RFC 2131) extended to support authentication functionality through additional messages exchange with the AC. These messages allow for user authentication or for mutual authentication of both the user and the DHCP server. As addressed in section 3, RFC 3118 also introduces authentication capability in the DHCP protocol by defining a new authentication option to be conveyed in the DHCP messages. Nevertheless, this solution requires modifications within the OS of the clients and could not be advantageous in our context.

The DHCP+ server is in charge of authorizing the user by checking his/her profile stored in a User Database (e.g. accessed through LDAP). The database contains the subscribers’ credentials and profiles (username and password, MAC address, type of service, user class, lease attributes, etc.). The site administrator is responsible for the database creation and management policy. An administrator uses a user/terminal identifier as the key attribute to identify the authorized wireless user/terminal. This identifier can be the MAC address of the user’s terminal, or a NAI (Network Access Identifier) [7]. In case of static MAC address’s associations, MAC address filtering can also be implemented by the AP. However, in a more dynamic scenario, it is the access router, opportunistically configured through the DHCP+ server, to perform both MAC address based and IP address based packet filtering. This approach has the advantages to be manufacturer-independent and to scale with the number of authorized users/terminals.

Another advantage of our architecture is that it does not require the unauthenticated user to start a specific application session to gain IP connectivity (browser pages/applets or pop-up windows). The authentication process is, in fact, triggered by any request for an IP address originated from the wireless terminal. The procedure starts when the DHCP client broadcasts a DHCP DISCOVER message, according to the normal DHCP operation. On receiving the DISCOVER message, the DHCP+ server issues an authentication request (challenge). This message is captured by the authentication client running in the wireless terminal and listening at a predetermined UDP port. The AC replies with a response message that includes all authentication information. This information contains the user identifier and the hash of the user credentials combined with the server challenge. If the authentication is successful, the DHCP+ server authenticates the client and issues the DHCP OFFER message followed by the client’s DHCP REQUEST, and server’s DHCP ACK (Fig. 3). The authentication is valid for a pre-configured time, and the DHCP+ server reissues periodically
the request for user/terminal (re-)authentication. This can avoid the fraudulent use of the credentials of an authenticated user after he/she moved from the network.

If mutual authentication is supported, the AC can independently perform network authentication, by issuing an authentication request to the DHCP+ server is the same.

Fig. 3. DHCP-based authentication

In a more general architecture, the authentication could be implemented through a separate backend AS, implemented through a standard AAA server. In this case, the DHCP+ server acts as intermediate authenticator, i.e. as a pass-through agent forwarding authentication messages back and forth between the AC and the backend AS. Such messages are exchanged encapsulated within the proper AAA protocol (e.g. RADIUS or Diameter). This is illustrated in Fig. 4. Separation of the authenticator from the backend authentication server simplifies credentials management and policy decision making.

Fig. 4. Architecture with the AAA server

To address situations where un-authorized users try to configure manually their IP address or may be misconfigured through the use of bogus DHCP servers, the access router should perform proper traffic control and packet filtering, opportunely configured by the authenticator DHCP+ server. The basic idea is that the DHCP+ server, after assigning an IP address to an authenticated terminal, communicates to the access router a new filtering rule entry for it. The access router is responsible for opening and closing firewall rules and thus allowing only authenticated users the access to the global Internet or to particular, per-user, services. This can be done according to implementation specific requirements and using the same mechanism as for captive portals. Furthermore, the DHCP configuration parameters for the user/terminal (such
as TOS value, DSCP, etc.) allow the access router to implement QoS mechanism and differentiated traffic handling policy.

The main distinguishing feature of our architecture is the possibility for the DHCP+ server to personalize the configuration parameters according to the users’ credentials and profiles stored in the User database. This possibility is not available in solution like captive portals or when the MT directly communicates with the access router.

With DHCP+, service personalization can be performed at various levels, e.g.:
- **type of lease**: some attributes could count for the time-of-day in which the access can be granted according to the user class (e.g. certain user can be allowed accessing only at a certain time of the day);
- **IP address**: according to the user credentials the DHCP+ server could assign public or private IP addresses to control IP connectivity;
- **Default router and static routes**: they could be settled according to the user class and privileges;
- **Type of Service**: the access router could use information to establish different QoS control mechanisms over the data packets.
- **IP Telephony**: the DHCP+ can configure the MT with a default outbound SIP proxy server and/or with a default media gateway, or the access router (acting as media gateway) can enable the media relay to/from external ISDN/PSTN/IP networks.

## 4 Authentication Implementation

In this section, a possible implementation of the proposed authentication mechanism is presented and a testbed realization is described.

The main actors in the DHCP-based authentication mechanism are: i) the **Authentication Client (AC)**, ii) the **Authenticator**, i.e. the DHCP+ server, iii) the **Backend Authentication Server (AS)**, eventually co-located with the DHCP+ server.

All authentication messages exchanged between the AC and the Authenticator, and between the Authenticator and the AS are carried by EAP [8] messages, encapsulated within UDP between the AC and the authenticator and within the proper AAA protocol between the authenticator and the AS. The advantage of using EAP as a transport mechanism is its flexibility; in fact, it supports multiple authentication protocols (e.g. CHAP, OTP, TLS, etc.) without having to pre-select a particular one. Moreover, EAP provides directly support for the use of a backend AS.

EAP uses four different types of messages: 1-Request, 2-Response, 3-Success, 4-Failure, which are distinguished by the first EAP field (the ‘Code’ field).

The Request messages are sent by the authenticator to the AC. Each Request has a ‘Type’ field, which indicates what type of authentication procedure is used. Responses are bound to the corresponding request through the ‘Identifier’ field. The contents of the ‘Data’ field depend on the Request type. The AC sends a Response messages in reply to a valid Request packet. The format of the EAP Request/Response messages is shown in Fig.5.a. As authentication method, we use the challenge-
response authentication protocol (CHAP) [9]. CHAP implements the three-way challenge-response authentication procedure described in the previous section.

Since the same procedure applies for both re-authentications and the initial authentication (i.e. also before the DHCP procedure is completed), there must be a mechanism to delivery requests to ACs that do not have yet a valid IP address. For this reason, the broadcast IP address is used as destination address for Request messages (and for Success/Failure messages), while the address 0.0.0.0 is used as source address for Response messages (a TTL equal to 1 is recommended).

In order to map the EAP messages to the target AC, a new EAP over UDP (EAPoU) encapsulation protocol has been defined. The EAPoU messages are encapsulated into UDP datagrams and are simply formed by the EAP packet leaded by an EAPoU header. The new header is only composed of two fields: the ‘Length’ (1 byte) and the ‘Client-Identifier’ (variable size). The ‘Client-Identifier’ is a unique identifier used by the authenticator to address the AC, while the ‘Length’ field indicates the size of the identifier (Fig.5.b). In our implementation the ‘Client-Identifier’ is the client hardware address, copied by the chaddr DHCP field [5].

![Fig. 5. (a) EAP message format; (b) EAP over UDP encapsulation](image)

It is important to note that although in our implementation one-way CHAP authentication procedure has been utilized, the described architecture can be used with any standard authentication algorithms implemented in the AC and the Authenticator (or the Backend authentication server), such as OTP, TLC, UMTS SIM-based, etc. Moreover mutual authentication is also possible.

The wireless access authentication scenario has been implemented into a demonstration tesbed where an 802.11b MT (a laptop PC with a WiFi card) tries to access to an IP network. For simplicity the DHCP+ server has been located directly on the access router, implemented on a Linux PC (with kernel 2.4), with packet filtering enabled (IPTables/NetFilter). The 802.11b AP has been connected directly to the internal interface of the access router. When the MT starts the DHCP procedure sending a DHCP DISCOVER message to the DHCP server, this issues a new CHAP authentication request to a default AC’s UDP port. If the challenge-response authentication succeeds, the DHCP+ server notifies the AC with an EAP Success message and proceeds with the DHCP configuration procedure (OFFER/REQUEST/ACK). When the new IP address has been correctly assigned to the authenticating MT, the DHCP+ server proceeds to configure the IPTables/NetFilter rules (i.e. the Linux firewall) in order to grant the access to the external IP network. Periodically the DHCP+ server
repeats the authentication procedure in order to renew the access grant to the mobile terminal.

5 Conclusions

In this paper we presented a quite simple solution to control the Internet access of mobile wireless terminals roaming in a WLAN access network. The main design goal was to give the local provider simple mechanisms to authenticate the roaming users in order to enable basic IP connectivity and application-level services. Authentication is performed by the DHCP server in a link-layer and application-independent manner. This required adding some functionality in the software of the DHCP server; but the DHCP client side is kept unchanged in the wireless terminal population. A distinguishing feature of our approach is the personalization of the services offered to the wireless users. This is possible by enabling the DHCP server to assign configuration parameters according to the user credential and profile, and to communicate these parameters to an access router connecting to the global Internet.
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Abstract. This paper proposes the use of multiple patterns (MP) to increase the capacity of Frequency Hopping (FH) Wireless Local Area Networks (WLANs). The use of MP in WLANs can significantly reduce the probability of collision on the Medium Access Control (MAC) layer. However, it also introduces more interference on the physical layer to the neighboring WLANs. We analyze the combined effects of the MAC and physical layers and evaluate the performance in terms of packet error probability, normalized throughput and transmission delay of FH MP WLANs under saturated condition. Results show that the use of multiple patterns can significantly improve the performance.

1 Introduction

With the rapid growth of Wireless Local Area Networks (WLANs) services, it becomes harder to meet the traffic demands. There are few ways to improve network capacity, such as cell splitting. However, the coverage of WLANs is already small compared to that of macro-cellular systems. Decreasing the cell size even more will cause considerable capacity loss due to more frequent handoffs.

In this paper we consider means of improving the capacity of frequency hopping (FH) WLANs due to its superior capability in combating interference over other physical layer schemes such as direct spread spectrum. Instead of being assigned one FH pattern as stated in the IEEE 802.11 standard [1], each BSS would be assigned multiple patterns (MP). All the patterns used by the same BSS are perfectly coordinated, i.e., synchronized. It is clear that the more coordinated the FH patterns each BSS uses, the fewer users contend on each pattern and the less collision probability. However, since it is difficult to keep the collocated networks of different service providers synchronized, or coordinated, more than one pattern may hop onto the same FH band occasionally resulting in the so-called FH hit interference. The more FH pattern each BSS is allowed to use, the more interference it causes to other neighboring patterns. Therefore, a tradeoff study is necessary to evaluate the combined effects of increased hopping patterns on network capacity.

WLAN protocols cover both the Medium Access Control (MAC) sub-layer and the physical layer of the open system interconnection reference model. References [2], [3], and [4] discuss the performance of WLAN on either MAC or physical layers alone. Both layers are considered in this paper, since both of them affect the overall performance. In
this paper, we conduct a detailed performance analysis for MP WLANs with saturated traffic loads. Numerical results show that the impairment of the increase in interference can be outweighed by the benefit of the reduced probability of collision.

2 System Model

The IEEE802.11 WLAN [1] defines Basic Service Sets (BSSs) as small wireless local area networks interconnected by a Distribution System (DS) to form an Extended Service Set (ESS). Each BSS consists of a group of stations. We will use the term “user” to denote a station.

Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) is the MAC layer protocol used by WLANs to mediate the access to the shared medium. In this paper, we will evaluate the performances of the MP WLAN with saturated traffic load, i.e., the transmission queue of each station is assumed to be always nonempty. In the protocol, the time, when the channel is idle, is slotted, and a station is allowed to transmit only at the beginning of each slot time. To reduce the probability of collision, a backoff scheme is adopted where the backoff window is doubled after each unsuccessful transmission attempt, up to a maximum value $CW_{\text{max}}$.

For a packet to be received correctly, it has to be transmitted successfully on both the MAC and physical layers, i.e.,

$$P_p = P_{MAC} \cdot P_{phy}$$

where $P_{MAC}$ and $P_{phy}$ are packet correct reception probabilities on the MAC and physical layers, respectively.

When the system is saturated, the transmission process using a hopping pattern can be described by a discrete time Markov chain [4]. Using this model, two limiting parameters: the probability of collision, $P_{MAC}$, and the probability that each station transmits in a randomly chosen slot time, $\tau$, can be readily found [4]. Let $n$ denote the number of users contending on a pattern in a MP WLAN. A simple extension of the results in [4] leads to

$$P_{MAC} = (1 - \tau)^{n-1}$$

$$\tau = \frac{2(2P_p - 1)}{(2P_p - 1) + W(P_p - 2(1 - P_p)^m + 1)}$$

where $W$ is the minimum backoff window size and $m$ is the maximum allowable backoff stages, i.e., $CW_{\text{max}} = 2^m W$.

As the state of art indicates [7], [8] and [9], most of the recent research efforts are concentrated on the MAC layer issues. The issue on the physical layer, FH hit, becomes more relevant in the MP WLAN. In order to evaluate the system performance precisely, we need to take both the MAC and physical layers into account as indicated by (1). In the sequel, we will first evaluate the system performance in the term of the probability of correct demodulated packet, $P_p$. Then the normalized throughput, $G$, and packet transmission delay, $D$, will be derived.
3 Probability of Correct Packet Reception

In this section, we derive the probability of the correct reception of a packet. According to (1), we need to first find the probability of the correct reception of a packet that is received without collision. Thus only physical-layer impairments including noise, fading, and interference are considered.

We assume Non-coherent MFSK modulation and Ricean fading channel with a dominant signal component of power $A_s^2$ and a diffuse component of power $2\sigma_s^2$ [5]. In the absence of the diffuse component, e.g., $\sigma_s^2 = 0$, the only impairment in the channel is additive white Gaussian noise (AWGN). The fading is assumed to be slow such that the channel can be regarded as constant during each hop. Below, we first find the probabilities of correct reception of a hop with and without interference.

Assume that the channel undergoes independent fading in different frequency bands. In the absence of interference, the probability of correct reception of a hop with $N_s$ symbols is

$$P_H = \int_0^\infty (1 - P_s(e|r_s))^{N_s} p(r_s) dr_s ,$$  

(4)

where $r_s^2 = A_s^2 + 2\sigma_s^2$ is the total power of the signal and $P_s(e|r_s)$ and $p(r_s)$ are the symbol error probability conditioned on $r_s$ and the probability density function of $r_s$, respectively. They can be written as [6]

$$p(r_s) = \frac{r_s}{\sigma_s^2} \exp \left( -\frac{r_s^2 + A_s^2}{2\sigma_s^2} \right) I_0 \left( \frac{r_s A_s}{\sigma_s^2} \right), r_s > 0, A_s > 0$$  

(5)

and

$$P_H = \int_0^\infty (1 - P_s(e|r_s))^{N_s} p(r_s) dr_s ,$$  

(6)

When interference is present, we assume that the interference has the same power as the signal of interest. Under this assumption, the symbol error probability can be written as

$$PP_s = \frac{1}{M} PP_s(e|\text{signal branch is hit}) + \frac{M - 1}{M} PP_s(e|\text{signal branch is not hit})$$  

(7)

With some manipulation, the symbol error probability when the signal branch is hit, $PP_s(e|\text{signal branch is hit})$, can be found as

$$PP_s(e|\text{signal branch is hit}) = \sum_{m=1}^{M-1} \binom{M-1}{m} \frac{(-1)^{m+1}}{m+1} \exp \left[ -\frac{r_s^2 + r_1^2}{\sigma^2} \frac{m}{m+1} \right] \cdot I_0 \left[ \frac{2mr_1r_s}{(m+1)\sigma^2} \right]$$  

(8)
where \( I_0() \) is the modified Bessel function of the first kind and order zero. On the other hand, if the signal and interference energy is far larger than that of the AWGN,

\[
PP_s(e|\text{signal branch is not hit}) \approx Pr(r_s^2 > r_I^2) = 0.5
\]  
(9)

One can get \( PP_s \) by substituting (8) and (9) into (7), and then get the probability of correct reception of a hop, \( PP_H \), by removing the conditioning on \( r_s \) and \( r_I \), in (6), i.e.,

\[
PP_H = \int_0^{\infty} \int_0^{\infty} (1 - PP_s)^{N_h} \cdot p(r_s)p(r_1)dr_sdr_1.
\]  
(10)

Having obtained the probabilities of correct reception of a hop, we are now ready to find the probability of correct reception of a packet. With (4) and (10), the probability that a packet of \( N_h \) hops being hit at \( h \) hops but still received correctly can be expressed as

\[
P_h = PP_H^h \cdot PP_H^{N_h-h}.
\]  
(11)

It follows that

\[
P_{phy} = \sum_{h=0}^{N_h} [P(h) \cdot P_h]
\]  
(12)

where

\[
P(h) = \sum_{s=0}^{S} [P(h, s|s) \cdot P(s)],
\]  
(13)

is the probability that \( h \) out of the \( N_h \) hops of a packet are hit, \( P(h, s|s) \) is the probability that \( h \) out of the \( N \) hops of a packet are hit given that there are \( s \) busy interfering patterns, and \( P(s) \) is the probability of \( s \) out of the \( S \) interfering patterns being busy according to MAC protocol activities. \( P(s) \) depends on both the traffic load \( n \) (assume every BSS has the same number of users) and probability of those users transmitting on the interfering FH patterns, i.e.,

\[
P(s) = \binom{S}{s} \left[ 1 - (1 - \tau)^n \right]^s \left[ (1 - \tau)^n \right]^{S-s},
\]  
(14)

The conditional probability \( P(h, s|s) \) in (13) can be found as

\[
P(h, s|s) = \binom{N}{h} \cdot [P_h(s)]^h \cdot [1 - P_h(s)]^{N-h},
\]  
(15)

where

\[
P_h(s) = 1 - \left( \frac{1}{\overline{H}} \right)^s
\]

is the probability that at least one of the \( s \) busy uncoordinated patterns hop to the same FH band as the subject pattern in each hop.

Substituting \( P_h \) and \( P(h) \) into (12), one obtains the performance of physical layer, \( P_{phy} \), and together with (1), (2), and (3), one can obtain the final expression of the probability of packet correct reception.
4 Throughput and Delay

In this section, we evaluate system performance in terms of throughput and transmission delay.

4.1 Normalized Saturated Throughput

$P_p$ obtained in section 3 is conditioned on the fact that at least one packet is transmitted. It is the performance seen by a transmitted packet. From the viewpoint of the entire system, normalized throughput, $G$, is defined as the fraction of time the channel is used to successfully transmit payload bits. It can be expressed as the portion of the time spent in successful packet transmission, i.e.,

$$G = \frac{P_{suc} \cdot T_{PA}}{N_{\sigma} \cdot T_{\sigma} + T_{PA}},$$

where $T_{PA}$ is packet transmission time or the time needed to transmit a packet, $P_{suc}$ is the probability that a transmission occurring on the channel is successful, $T_{\sigma}$ is a slot time, which is a constant, and $N_{\sigma}$ is the number of slots during each idle period. $N_{\sigma}$ is a random variable having geometric distribution related to the traffic load. $\overline{N_{\sigma}}$ is the mean value of $N_{\sigma}$, i.e.,

$$\Pr(N_{\sigma} = n_{\sigma}) = (1 - P_{tr})^n P_{tr}, \quad \overline{N_{\sigma}} = \frac{1}{P_{tr}} - 1,$$

where $P_{tr} = 1 - (1 - \tau)^{n_{M}}$ is the probability that there is at least one transmission on the intended FH pattern.

The probability $P_{suc}$ that a transmission occurring on the channel is successful is given by the probability that exactly one station transmits on the channel, conditioned on the fact that at least one station transmission, i.e.,

$$P_{suc} = \frac{n_{M} \tau (1 - \tau)^{n_{M} - 1}}{P_{tr}} \cdot P_{phy},$$

4.2 Transmission Delay

Another important network performance parameter transmission delay, $D$, which is the time it takes a packet to be transmitted, including backoff and retransmissions. For network applications, especially the delay sensitive applications, $D$ is a critical parameter.

Let $N_t$ be the number of packet retransmission, and $N_b$ be the number of backoff slots. Both $N_t$ and $N_b$ are random variables with geometric distribution related to $P_p$ and $\tau_{1,1}$ and with means $\overline{N_t}$ and $\overline{N_b}$, respectively, i.e.,

$$\Pr(N_t = n_t) = (1 - P_p)^n P_p, \quad \overline{N_t} = \frac{1}{P_p} - 1,$$
and

\[
\Pr(N_b = n_b) = (1 - \tau)^{nM} \tau, \quad N_b = \frac{1}{\tau} - 1.
\]

Thus, we have

\[
D = (N_t + 1) \cdot (N_b \cdot T_\sigma + T_{PA}).
\]

5 Numerical Results

The performance of WLANs using 1 pattern, 2 patterns and 3 patterns are compared in Fig. 1. We assume that each WLAN has one additional collocated interfering BSS, i.e., for the IEEE 802.11 single pattern case, we assume one interfering pattern, i.e., \( S = 1 \). And the MP WLANs using 2 and 3 patterns have 2 (\( S = 2 \)) and 3 (\( S = 3 \)) interfering patterns, respectively. All the parameters are fixed and same for these three WLANs, such as \( M = 4, R_b = 1 \text{ Mbps}, R_h = 500 \text{ Hz}, L_{pac} = 2000 \text{ bits/packet}, \) so the packet transmission time, \( T_{PA} \), is 2 msec. SNR is 20 dB. All the BSSs are assumed to have the same traffic loads, which are perfectly balanced on the patterns used by the same BSS.

![Fig. 1](image-url)

Fig. 1. Performance of MP WLANs, (a) bit error probabilities, (b) normalized throughputs, (c) transmission delays. With 1 interfering BSS, each has 50 users. \( M = 4, R_b = 1 \text{ Mbps}, R_h = 1.5 \text{ KHz}, L_{pac} = 2000 \text{ bits/packet}, E_b/N_0 = 10 \text{ dB}, \) and slot time = 10μs.

Fig. 1(a) shows that the average bit error probability, \( P_b \), is improved by using multiple patterns. We take \( P_b = 5 \times 10^{-3} \) as the minimum uncoded performance requirement the networks have to provide. The IEEE 802.11 WLAN using 1 pattern can support a maximum of 21 users (Fig. 1(a)). The MP WLAN using 2 patterns can support 40 users (Fig. 1(b)), and the MP WLAN using 3 patterns can support up to 53 users (Fig. 1(c)). The capacity in terms of the maximum number of users the networks can support is improved. However, the efficiency of each pattern, the number of users supported by one pattern, becomes lower is due to the increased FH hit on the physical layer. The capacity improvements achieved by using MP WLANs are much more than the one made by adopting cell splitting, or multiple cells, since there is not considerable capacity loss.
due to handoff, and the FH interference hit is minimized by the synchronization of the patterns used by the same BSS.

The normalized network throughputs given by (16) and the packet transmission delays given by (21) of 3 networks are shown in Fig. 1(b) and 1(c), respectively. Since all the users contend on the only pattern, the WLAN using only 1 pattern faces the most failure due to collision on the MAC layer, and hence, has the lowest throughput and highest transmission delay. The shortened transmission time makes MP WLANs amenable to supporting more delay sensitive applications, which cannot be supported by the IEEE 802.11 WLAN due to its high delay.

6 Conclusion

In this paper, we propose the use of multiple patterns to improve the capacity of FH WLANs. The network performance is investigated considering both the MAC and physical layers with saturation condition. The probabilities of a packet transmission failure, normalized throughput and the packet network delay are taken as the metrics of the performance evaluation. With the overall effect of collisions and interference, all the performances are improved.
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Abstract. The IEEE 802.11 MAC protocol provides reliable link layer data transmission using the well-known Stop & Wait ARQ. The cost for high reliability is the overhead due to acknowledgement packets in the direction opposite to the actual data flow, which decreases transmission performance on the wireless link. In this paper, the design of a new protocol (DAWL) as an enhancement of IEEE 802.11 is proposed, with the aim of reducing supplementary traffic overhead and increasing the bandwidth available for actual data transmission. The performance is evaluated through simulations, underlining significant advantages against existing solutions and confirming the value and potentiality of the approach.

1 Introduction

In the past few years, wireless communications gained worldwide importance. In such framework, IEEE 802.11 standard [1] represents the leading MAC (Medium Access Control) protocol for wireless local area networks (WLAN). In wireless networks, packets can be lost due to errors, collisions and hidden nodes. 802.11 provides reliable link layer transmission by handling the packet delivery problems using a Stop&Wait ARQ (Automatic Repeat Request) scheme. This means that in IEEE 802.11 the receiver of a packet must reply with positive acknowledgement (PACK frame) to sender in order to enable continuation of the packet flow. The reception of this acknowledgement indicates successful frame transmission. If either the packet or its acknowledgement is lost, the sender of the packet will not receive any acknowledgement and it will retransmit the packet after a given timeout period.

However, even if this scheme provides relevant advantages (high reliability of data delivery and ease of implementation), such ARQ scheme is inefficient as any other Stop & Wait scheme due to the idle time spent in waiting for the receiver acknowledgement after each transmission [2]. An experimental study of the IEEE 802.11 ARQ scheme is described in [3], where its weak points are underlined.

Several studies were performed for improvement of the performance of 802.11 logical link control via modification of its ARQ scheme. The alternative local area network protocol proposed in [4] and Enhanced Retransmission Scheme [5] were designed to reduce the number of control frames used for single-packet delivery. A new SSCOP-based protocol was proposed in [6] for the improvement of the acknow-
Acknowledgement scheme, aimed at the reduction of the overhead due to acknowledgements. This becomes possible by collecting the acknowledgement information at the receiver side and then sending it after being polled by transmitter by using a single control frame. This technique was already implemented in ATM networks and known as Service Specific Connection Oriented Protocol (SSCOP).

This paper presents an additional step forward in the reduction of the acknowledgement overhead for improvement of throughput in wireless networks. The proposed protocol, that can be considered as a modification of the original 802.11 standard, exploits the main concepts of the TCP Delayed-ACK scheme as well as a negative acknowledgement technique.

The paper is organized as follows: the proposed scheme is described in sections 2 and 3 (main concepts and modifications required to 802.11); performance evaluation and conclusions are presented in sections 4 and 5, respectively.

2 Description of the Proposed Method

2.1 General Description

The proposed protocol – Delayed-ACK for Wireless LANs (DAWL) – is a combination of the TCP Delayed-ACK scheme and of the SSCOP concepts. The main concept behind DAWL is that the receiver does not immediately answer to packets delivery, but it delays their acknowledgement. Assuming to have data going in the opposite direction, the acknowledgement can be sent together with data packets for increasing usage of the wireless medium and, as a consequence, decreasing the overall packet delivery time. To this aim, Positive ACKnowledgements (PACK) are used to acknowledge the data packet delivery and Negative ACKnowledgements (NACK) to request retransmission of missing packets.

In the following, for ease of presentation and without losing generality, we assume that only one station is transmitting in a given time interval. In case more than one station is working at the same moment transmission will incur in packet drops due to collisions. On the basis of such assumption, all transmitted packets are going continuously one-by-one. Then, it is possible to detect packet losses by analyzing the order of sequence numbers of the received packets. When a missing packet is detected, the receiver sends a NACK message, mentioning the sequence number and the amount of missed packets immediately to let the sender retransmit the missing packets. The frames for positive and negative acknowledgement are control frames at the MAC layer and they are to be transmitted after the Short Inter Frame Space (SIFS) time interval.

Fig. 1 shows an example of the basic operations of DAWL protocol. The RTS – CTS framework is omitted for convenience of presentation only. The data frames Data (1.1) and Data (1.2) from Node 1 are received by Node 2 without any MAC-level acknowledgement, until there is a data frame Data (2.1) going in the opposite direction (i.e. from Node 2 to Node 1). PACK (1.1-1.2) is transmitted within such data frame in order to acknowledge the previously received frames, without requiring specific channel allocation for a standalone control frame. Then, Node 2 has no additional data to send, acknowledgements to be sent to Node 1 are collected and, when
PACKDelay timeout expires, Node 2 reports to Node 1 the reception of frames (1.3 - 1.7) through the transmission of PACK(1.3 - 1.7).

![Diagram of data transmission and buffer management in DAWL](image)

**Fig. 1.** Basic operation, error recovery and buffer management in DAWL.

The main difference with respect to the IEEE 802.11 MAC protocol is the same as in the case of the SSCOP-based protocol – elimination of ACK timeout and reduction of the medium-busy time due to data packet acknowledgement. The difference with the SSCOP-based protocol is the elimination of control packets transmission (such as STAT, required from the transmitter after sending a specified amount of data frames). The STAT frame is a control frame of variable length which is to be sent after SIFS without medium reservation by Network Allocation Vector (NAV). Therefore, its elimination will decrease the probability of collision in the medium. In the framework of DAWL, in most of the cases data frames are present in both directions and acknowledgements go along with data frames.

### 2.2 Error Recovery in the DAWL Protocol

DAWL provides a fast error recovery mechanism that enables keeping total throughput at a high rate. When the receiver detects the loss of data frames Data (1.4) and Data (1.5) (see Fig. 1), it informs the sender by sending a retransmission request for the missed frames. It is possible to request more than one packet because NACK contains a sequence number and the amount of packets to be retransmitted. After the reception of NACK, the sender must retransmit the requested frames. In case there is no retransmission caused by NACK, but there is a continuation of data flow, NACK request must be repeated. After successful retransmission of the lost frames, transmitted data flow continues (with Data 1.7 frame). If the sender has not received positive acknowledgement for the transmitted data within the POLL timeout time, it will poll the receiver through transmission of POLL frame. Upon reception of the POLL frame, the receiver must immediately respond with PACK.

The main differences with the SSCOP-based protocol [6] are:

- the possibility of requesting retransmission of more than one frame;
- the sender is not freezing the data flow while waiting for the acknowledgement to sent packets;
the retransmission of POLL using SSCOP-based protocol takes much more channel resources than retransmission of POLL frame in the proposed protocol, because in the latter case it is just a control frame.

When frame retransmission is required, a Retry Counter is assigned to the packet to be retransmitted. The Retry Counter is increased with each unsuccessful delivery of the packet or reset to zero for successful delivery of the packet or in case of packet discard (if the number of retransmissions of the packet exceeds the Retry Count).

2.3 Timeouts

DAWL provides reliable link layer data transmission. However, some data frames and acknowledgements can be lost. The POLL timeout is used to handle the situation of missing acknowledgements and its expiration causes the generation of POLL frame by sender to get the status information from the receiver. This is the only time when a POLL frame can appear in packet exchange.

One more timer, PACKDelay timeout, is similar as in the case of TCP Delayed-ACK scheme. During this time, a node deliberately delays sending PACK, assuming it can send the positive acknowledgement along with data. In case there is no data to send, it will send a standalone PACK.

Such timers should be carefully configured in order to trigger retransmission before a higher layer timeout occurs. The POLL timeout value must be bigger than PACKDelay timeout in order to avoid transmission of unnecessary POLL frames. The optimal value of the PACKDelay timeout depends from the channel error rate. As a guideline, the timeout value should be enough for the transmission of 3-4 transport layer frames each consisting of 1K bytes. This value was set empirically on the basis of a series of experiments that were carried out.

2.4 Buffer Management

All data frames to be sent must be placed in buffer before transmission. They can be deleted from the buffer after their successful acknowledgement was received.

On the receiver side, when a frame loss is detected, all frames from this time are to be put in the buffer until missing frames are retransmitted and successfully received. As it is shown in Fig. 1, frames (1.1) and (1.2) are buffered at the transmitter until PACK received within data frame (2.1). The receiver detects a frame loss when frame (1.6) is received and puts it into the buffer as well as retransmitted frames (1.4) and (1.5). When frame (1.7) is received, the receiver releases the buffer. Finally, upon reception of PACK standalone frame, the sender deletes successfully transmitted frames from the buffer.

2.5 Packet Delivery Time and Sender Notification

One of the most important parameters of a protocol functionality is the packet delivery time, especially in case control frames accompany data packet delivery.

Figure 2a shows the packet delivery time of DAWL protocol in comparison with 802.11 MAC for a standalone higher layer packet. Upon the DATA packet reception
and its checksum verification, the receiver is able to decide about the successful reception of data and can pass received data to the upper layer of the protocol stack. Since the timing of the RTS – CTS – DATA exchange is exactly the same in both cases, we can conclude that packet delivery time of DAWL and IEEE 802.11 is exactly the same. As a result, we can infer that the modifications proposed in the DAWL protocol are completely transparent to higher layer protocols operation, such as TCP with its Round Trip Time (RTT) calculation algorithms. The final stage of the packet delivery is the sender notification of the delivery status. The PACKDelay timeout in DAWL is bigger than SIFS in 802.11 MAC. This generates a longer delay for a standalone DATA packet transmission (see Fig. 2a), but it does not imply a significant impact on data flow, since notification events are related to the release of the resources allocated for transmission and for data flow control mechanisms.

3 Proposed Modifications of IEEE 802.11 MAC Protocol

- **NAV modification.** The elimination of ACK frames in data frame transmission scheme of 802.11 requires a modification in the NAV value calculation. Modified NAV will not include SIFS interval and ACK frame durations as it is shown on Fig. 2b, where the difference between 802.11 standard and DAWL in the calculation of NAV is underlined. POLL frame includes NAV for SIFS and PACK answer durations. The contention phase is still exactly the same as in 802.11.

- **Sequence number management.** IEEE 802.11 assigns a sequence number counter (SNC) to each data frame, that is increased modulo 4096.

  Frame loss detection and further retransmission of the lost frames in the DAWL protocol are based on the analysis of the order of frame sequence numbers. In order to have an uninterrupted increase of sequence number in data exchange between two nodes, DAWL protocol needs to modify the original 802.11 scheme: each node of the network should have one SNC for broadcast packets and one SNC for each node to which the current node is exchanging data. This means that when a node needs to send data to any other node it needs to allocate a new SNC.

- **Frame formats.** In the DAWL protocol, 5 new frame types are introduced:
  - Data + PACK frame to carry acknowledgement information;
  - PACK frame as a standalone packet;
  - NACK frame to inform the sender about a frame loss;
  - NACK + PACK frame as a combination of ACK and NACK frames;
  - POLL frame to request receiver status information.

  All the designed frame types are compatible with the MAC-layer frame format specified in the IEEE 802.11 standard. For the definition of the new frames presented by DAWL, the reader should refer to [8].
Fig. 2. a) Packet delivery and sender notification events; b) the difference between NAV calculation in the original 802.11 and DAWL protocols.

Fig. 3. Performance comparison among 802.11, SSCOP-based and DAWL protocols.

Fig. 4. Throughput performance of 802.11, SSCOP-based and DAWL protocols in a multi-flow environment.

4 Performance Evaluation

The performance of the proposed protocol is analyzed by using ns-2 [7]. In order to be able to evaluate a performance bound for the proposed scheme, it is important to consider only a single TCP flow (data + ACKs) between nodes, by disabling routing, ARP protocol, connection establishment and slow start phase of TCP. Channel data rate is set to 1 Mbps, data packet size to 1Kbytes.
Fig. 3 shows the simulation results. As the packet error rate (PER) increases, DAWL protocol has an increasing advantage comparing to 802.11 MAC and SSCOP-based protocols. The reason why the proposed protocol achieves higher throughput in comparison with SSCOP-based protocol is the elimination of transmission of control frames, the improved retransmission algorithm and the absence of delay in data transmission while waiting for the acknowledgement of sent data frames. The difference with IEEE 802.11 is mainly due to the significant improvement in the acknowledgement scheme, which leads to faster data exchange between nodes.

The average throughput improvement of DAWL protocol (Fig. 3) in the interval of PER from 0 to 10 percent is 3.128% comparing with SSCOP-based protocol and 10.70% for IEEE 802.11 MAC protocol. In case of higher error rates, DAWL provides more advantages. With a PER ranging from 10 to 17 percent, in fact, the throughput improvements are in average 18.97% for SSCOP-based protocol and 79.95% for IEEE 802.11 MAC.

The DAWL protocol operation was also tested in a multi-flow environment where there are N TCP flows produced by 2*N nodes on the same medium (N = 1 ÷ 10). This scenario showed conceptual similarity with the two-node scenario (Fig. 4).

5 Conclusions

This paper presented a new protocol, DAWL, as an enhancement of the IEEE 802.11 MAC, proposing a combination of the Delayed-ACK and negative acknowledgement techniques as a new alternative ARQ scheme. The performance is compared with IEEE 802.11 MAC as well as with a SSCOP-based protocol. Results underline significant advantages of DAWL, especially in bi-directional traffic exchange scenarios.
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Abstract. In Korea, VDSL deployment has been started recently. This is because VDSL can overcome the effects ADSL relatively asymmetric and slow data rate. Though it seems certain that VDSL is a promising technology for ILECs who possess enormous copper cables to implement Full-Service Broadband Access Networks, its broad frequency occupancy used for transmission over existing copper pairs impose several obstacles in massive service deployment. Especially Crosstalk interference produced by between xDSL services provided in the same cable binder is critical issue in VDSL service deployment.

In this paper, we present our experience encountered during VDSL deployment in the multi-services existence environment on the same cable and the experimental results caused by crosstalk interference between services. We describe expectable crosstalk problems in the VDSL environment and analyze the influence of crosstalk.

1 Introduction

With the eager desire of customers for faster data services, the broadband access services have been explosively spread in Korea through last a few years. Among several high-speed access technologies, ADSL service is already most popular these days. Then as the result of saturated ADSL market, VDSL deployment has been started recently. This is because VDSL can overcome the effects ADSL relatively asymmetric and slow data rate. And it can accommodate a discriminated and luxurious service to customers.

Though it seems certain that VDSL is a promising technology for ILECs who possess enormous copper cables to implement Full-Service Broadband Access Networks, its broad frequency occupancy used for transmission over existing copper pairs impose several obstacles in massive service deployment. Especially Crosstalk interference produced by between xDSL services provided in the same cable binder is critical issue in VDSL service deployment.

The issues of crosstalk are more severely revealed by the VDSL deployment.
- VDSL uses relatively high frequency compared with ADSL.
- Standard incompliant VDSL system is introduced because the development
of standard compliant VDSL is slowed in progress.
- The variation of CO & CPE distance by deployment scenario increase the affection of FEXT.

This paper presents our experience encountered during VDSL deployment in the multi-services existence environment on the same cable and the experimental results caused by crosstalk interference between services. The representative systems what should be considered crosstalk interference in this paper are such things like standard compliant VDSL, standard incompliant VDSL and ADSL mainly. In here, standard compliant VDSL system means that a system follows one of frequency band plans specified on ITU-T recommendation G.993.1. We describe expectable crosstalk problems in the VDSL environment and analyze the influence of crosstalk. Also, we present the issues of standard to minimize the influence of crosstalk and their general effects briefly.

![xDSL Network Configuration](image)

**Fig. 1. xDSL Network Configuration**

## 2 xDSL Network Configuration and Their Crosstalk

Crosstalk is a noise introduced by the pairs within same binder group. It is distinguished into NEXT and FEXT by the source of noise. The figure 2 shows NEXT and FEXT. NEXT is defined as the crosstalk effect between a receiving path and a transmitting path of DSL transceivers at the same end of two different subscriber loops within the same binder. FEXT is defined as the crosstalk effect between a receiving path and a transmitting path of DSL transceivers at opposite ends of two different subscriber loops within the same binder.

self-NEXT and self-FEXT is initiated from adjacent transmitters of the same type of DSL system. When self-NEXT is absent (through the arrangement of Frequency Division Multiplex(FDM) systems between transmissions in opposite directions, for example), the effect of self-FEXT could dominate that of background noise.
Due to capacitive and inductive coupling there is crosstalk between each copper pair in the same binder group even though pairs are well insulated at DC. The main causes of crosstalk in same binder group are as follows.
- the overlap of the bandwidth between upstream and downstream
- the difference of PSD templates between xDSL
In FDM mode, the bandwidth of upstream and downstream is not overlapped. Usually, NEXT is more intrusive than FEXT in ADSL environment. There is no self-NEXT in FDM theoretically and self-FEXT can be neglected within same distances in ADSL. But self-FEXT is mainly considered in VDSL environment because VDSL use high frequency (~12MHz) and high speed.

### 3 The Characteristics of Variable Access Technologies

**Table 1. xDSL technologies deployed in Korea**

<table>
<thead>
<tr>
<th></th>
<th>ADSL (proprietary)</th>
<th>VDSL 998</th>
<th>VDSL 997</th>
<th>T-LAN</th>
<th>HDSD 2B1Q</th>
<th>HDSD CAP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Performance</strong></td>
<td>8M/1M</td>
<td>10~25M/</td>
<td>40~50M/</td>
<td>2M/2M</td>
<td>E1,T1</td>
<td>E1,T1</td>
</tr>
<tr>
<td>(DN/UP, bps)</td>
<td>10~16M</td>
<td>8~15M</td>
<td>8~23M</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>coding</strong></td>
<td>DMT</td>
<td>QAM,DMT</td>
<td>QAM,DMT</td>
<td>TDSL</td>
<td>2B1Q</td>
<td>CAP</td>
</tr>
<tr>
<td><strong>Duplex</strong></td>
<td>FDD</td>
<td>FDD</td>
<td>FDD</td>
<td>TDD</td>
<td>EC</td>
<td>EC</td>
</tr>
<tr>
<td><strong>Reach</strong></td>
<td>About 3km</td>
<td>About 1.5km</td>
<td>About 1.5km</td>
<td>1km</td>
<td>3km</td>
<td>3km</td>
</tr>
<tr>
<td><strong>Frequency</strong></td>
<td>UP 25K~138K</td>
<td>120K~3.5M</td>
<td>3.75M~5.2M</td>
<td>20K~2.5M</td>
<td>0~196K(T1)</td>
<td>21K~160K(T1)</td>
</tr>
<tr>
<td></td>
<td>DN 138K~1.1M</td>
<td>3.1~8.0M</td>
<td>138K~3.75M</td>
<td></td>
<td>0~292K(E1)</td>
<td>21K~256K(E1)</td>
</tr>
<tr>
<td><strong>PSD (dBm/Hz)</strong></td>
<td>UP -38</td>
<td></td>
<td></td>
<td></td>
<td>-40 (peak)</td>
<td>-37</td>
</tr>
<tr>
<td></td>
<td>DN -40</td>
<td></td>
<td></td>
<td></td>
<td>-40</td>
<td>-40</td>
</tr>
</tbody>
</table>

*FTTCab M1 standard PSD (-60dBm/Hz) *Uplink PBO

---

### 4 The VDSL Deployments and Issues Concerning Crosstalk

Major broadband carriers are now seeking to set forth its vision for the next generation of the Internet by exploring implications of the ubiquitous network and
digital convergence. Carriers in Korea are attempting to determine how this vision could be practically implemented, by launching the VDSL service, expected to be the driving factor for the next phase of the broadband boom.

KT has deployed VDSL systems since end of last year, 2002, with 13Mbps link speed symmetrically and in near future over 50Mbps link rate will be served. Other ILECs are starting to deploy VDSL services. We will present expectable crosstalk issues attendant on VDSL deployments in this section.

4.1 The Band Plan Issues in VDSL Systems

When the service providers deploy xDSL services, the management of band plan is very important issues concerning crosstalk. The VDSL systems can be divided into two main classes; standard compliant VDSL systems and standard incompliant(proprietary) VDSL system.

Because the development of standard compliant VDSL systems is slowed in progress, many 2-band VDSL systems which do not comply with standard band plan(997 or 998) was deployed. The band plan issue is one of the most important issues in Korea and further study about band plan is needed to solve problems due to the crosstalk interference between the different VDSL systems.

The next figure presents the diversities of frequency that various VDSL systems use.

![Fig. 3. Standard compliant and incompliant VDSL systems](image)

Figure 3 shows that the overlapping of frequency can occur very severe NEXT interference. We need to minimize NEXT interference between standard compliant and incompliant VDSL systems.

To solve this problem, we are investigating the possible approaches like frequency limitation, power adjustment and pair selections to reduce crosstalk interferences.
4.2 The Self Crosstalk Issues in VDSL Systems

There is no self-NEXT in FDM theoretically and self-FEXT can be neglected within same distances in ADSL environment, because bandwidth of upstream and downstream is not overlapped in FDM mode. But self-FEXT is mainly considered in VDSL environment because VDSL use high frequency (~12MHz) and high speed. The implementation of VDSL system is very important in terms of minimizing the self-FEXT. All VDSL ports in the same binder should provide the same quality of VDSL service simultaneously. In the case of unstable VDSL systems, some ports can affect or be affected with another port. The performance of each port in the same binder has very large deviation.

We analyzed the degree of self-xtalk in the VDSL frequency bandwidth. At first, we measured the FEXT & NEXT power sum loss and line loss of CPEV 0.5mm cable. And then, the SNR range of no self-disturber could be compared with the SNR range of 24 self-disturbers(NEXT, FEXT).

- Disturbers: 24 self-disturbers FEXT and NEXT noise
- Test loop: FEXT & NEXT power sum loss and line loss of CPEV 0.5mm cable (0.3km,1km)
- Background noise: -140dBm/Hz
- Average PSD: -60dBm/Hz

Fig. 4. The Result of SELF-FEXT

If we use 998 4B, the effect of SELF-FEXT follows;
- 0.3km in U2 bandwidth, 46dB(at least, 2048 QAM) -> 28dB(32~64 QAM)
- 1km in D2 bandwidth, 20dB(8QAM) -> 10dB(?)

If we use 998 4B and system A in the same binder(the overlap of the bandwidth between upstream and downstream in D2), the effect of SELF-NEXT follows;
- 0.3km in U2 bandwidth, 50dB or more -> 10dB and less
- 1km in D2 bandwidth, 20dB -> 0dB
When the standard compliant and in compliant VDSL systems is accommodated in the same binder, self-NEXT is severely affected with each other. It results in performance degradation.

The difference of CO or CPE distance can occur another kind of self-FEXT by the difference of signal power. The strong signal can affect weak signal in relatively long distance.

We can use the UPBO or DPBO to solve this kind of self-FEXT interference. ITU-T recommendation G.993.1 regulates that UPBO is mandatory function and DPBO is optional function. The most VDSL systems in Korea implemented UPBO function.

4.3 The Crosstalk Issues with ADSL Technologies

Table 1 describes the characteristics of xDSL systems deployed in Korea. In this environment, we need to consider the problem of electromagnetic interference among
xDSL systems. Because many subscribers use ADSL and VDSL technologies in Korea, we are considering mainly the effect of crosstalk in ADSL and VDSL environment.

As tested in our laboratory and fields, the degradation of exchange-based ADSL transmission rate due to the interference of other xDSL systems appears as the line loss gets higher. The performance of exchange-based ADSL systems is degraded by the cabinet-based VDSL systems, about 3Mbps in 3km. We are investigating the strategies to minimize the performance degradation of exchange-based ADSL. At first, when exchange-based ADSL and cabinet-based VDSL systems are mixed in the same region, we try to change exchange-based ADSL subscribers to cabinet-based VDSL.

Also, in the VDSL systems, the PSD reduction function in the frequency region below 1.104MHz(ADSL) use to minimize the influence of VDSL systems. Operators determine whether the function is used or not.

5 Conclusion

In Korea, VDSL deployment has been started recently. This is because VDSL can overcome the effects ADSL relatively asymmetric and slow data rate. Though it seems certain that VDSL is a promising technology for ILECs who possess enormous copper cables to implement Full-Service Broadband Access Networks, its broad frequency occupancy used for transmission over existing copper pairs impose several obstacles in massive service deployment. Especially Crosstalk interference produced by between xDSL services provided in the same cable binder is critical issue in VDSL service deployment.

As described in this paper, we knew the performance degradation of VDSL or ADSL due to the interference of massive VDSL deployment. We described the issues of crosstalk by deployment of VDSL in detail and proposed possible approaches like frequency limitation, power adjustment and pair selections to reduce crosstalk interferences. Also, the study for spectrum management to minimize interference by VDSL deployment is considering continuously in Korea.
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Abstract. The rapid development of broadband technologies has already set the stage for next generation access networks with optical fibers proliferating from the long haul backbone into the local area networks (LANs). However, the bottleneck of bandwidth availability still remains at the end-user. Passive optical network (PON) has the potential to solve this “last mile problem”. In this paper we have investigated into the major research issues regarding the deployment of the PON technology. An estimate of effective bandwidth consumption by residential and business users is obtained to maximize the bandwidth utilization. A new vector quantization (VQ) based location determination algorithm is formulated to determine the optimal location of splitters, thus minimizing the fiber layout cost. Inherent drawbacks of the standard ranging scheme is also discussed. Simulation results corroborate the maximization of bandwidth utilization, minimization of fiber layout cost and points out the necessity of an efficient ranging scheme to reduce the ranging overhead time.

1 Introduction

While the capacity of the backbone networks has been keeping pace with the tremendous growth of traffic, there has been little progress in the access technology, thus depriving the subscribers from the real benefits of broadband services. The “last mile” (or “first mile”), which connects the service provider’s central offices to users, still remains a major bottleneck. Although the currently deployed broadband solutions, like digital subscriber line (DSL) and cable modem (CM) provide an improvement over the 56 Kbps dial-up lines, they are unable to provide enough bandwidth for real-time services. Passive optical networks (PON) possess the inherent capability of delivering voice, data and video services with, high reliability over long distances, low cost and simple maintenance [8, 9]. However, deployment of PON posses significant challenges, like bandwidth assignment, minimizing fiber cost and collision free upstream data transmission.

In this paper, we address the basic design issues in deploying PON as the access network for residential and business users. Section 2 highlights the major components and functionalities of the PON architecture. A Pareto-distributed traffic model for estimating effective bandwidth is discussed in Section 3. This gives an optimal combination of the two classes of users, maximizing the bandwidth utilization. In order to minimize the fiber layout cost (amount of fiber), the
distances between the network components should be reduced. Minimizing distance has a perfect analogy with minimization of distortion in VQ terminology. With this motivation, in Section 4, we develop a VQ-based near-optimal location determination algorithm to obtain optimal locations for splitters and OLT. Ranging is a process to avoid upstream traffic collision by making the ONUs transmit with some additional delay, if required. Section 5 discusses the ranging scheme to calculate the delay offset for each ONU to synchronize the ONUs. Simulation results in Section 6 corroborates the effective bandwidth requirements, optimal fiber cost and the inefficiency of the existing ranging scheme when ONUs are almost equidistant from the splitter. Section 7 concludes the paper.

2 Architecture of PON

PON is a point-to-multipoint (P2MP) optical network with no active components in the signal’s path from source to destination. Among several PON topologies like tree, ring or bus, the tree topology has been widely accepted as the standard for deployment and possible performance evaluation purposes [7, 8]. Figure 1 shows a tree based PON consisting of Optical Line Terminal (OLT), splitters, Optical Network Units (ONUs) and users. All transfers occur via the OLT and no direct traffic exists between the ONUs. PON can be used to implement a FTTx (fiber-to-the-home/building/curb) access network [3, 5]. Each splitter can handle as many as 32–64 ONUs at a maximum distance of 20 Km. In the upstream direction, PON is a multipoint-to-point network where data from multiple ONUs may collide at the OLT. Channel separation mechanism like wavelength or time division multiplexing (WDM, TDM) can be employed to avoid collisions and fairly share the channel capacity. In a WDM solution, different wavelengths are assigned to different ONUs and the need of a tunable receiver at the OLT makes it really expensive. However in a TDM solution, single wavelength is shared by all ONUs, making it the preferred upstream access solution. Hence, our discussions are made in respect to a tree based TDM PON.

Fig. 1. Architecture of PON
3 Traffic Modeling

It is well known that Poisson processes fail to successfully capture the Internet traffic dynamics [16], especially when the time scale is smaller than user-session arrivals. This fact motivates us to model the self-similar, long-range-dependent traffic of PON by multiplexing several Pareto-distributed [6] “on/off” sources. This traffic model is required to estimate the bandwidth distribution among residential and business users. The expected (mean) value of this pareto distribution is estimated by:

\[ E[x] = \frac{ab}{\alpha-1} \left[ 1 - p^{\frac{\alpha-1}{\alpha}} \right] \]

where \( \alpha \) is the shape parameter, \( b \) is the minimum value from a Pareto distribution and \( p \) is the smallest non-zero uniformly distributed value. Denoting transmitted mean packet size as \( K \), the \( i^{th} \) ‘on’ and \( i^{th} \) ‘off’ periods as \( \tau_{1i} \) and \( \tau_{2i} \) respectively, the load of a particular source can be calculated as \( L_i = \frac{K}{K + \tau_{2i}/\tau_{1i}} \). If \( N \) denotes the maximum number of ONUs/splitter then we have:

Result 1 Total load (\( \mathcal{L} \)) from a splitter to the OLT, is an aggregation of \( M \) streams (ONUs), where \( M \in \mathbb{N} \), is estimated by \( \mathcal{L} = \sum_{i=1}^{M} \mathcal{L}_i = \sum_{i=1}^{M} \frac{K}{K + \tau_{2i}/\tau_{1i}} \).

The empirical work of Kelly [2] helps us to estimate the effective bandwidth (\( \beta_{eff} \)) corresponding to our design as:

\[ \beta_{eff} = \begin{cases} am[1 + 3z(1 - m/h)], & \text{if } 3z < \text{min}(3, h/m) \\ am[1 + 3z^2(1 - m/h)], & \text{else } 3 < 3z^2 < h/m \\ ah, & \text{otherwise} \end{cases} \]

where \( a = 1 - \frac{\log_{10} P_{loss}}{50} \); \( \frac{1}{(c/h)^{0.2}} P_{loss} \approx 10^{-9} \) is the loss probability, \( m, h \) and \( c \) respectively denote mean, peak and channel rates. This formulation of effective bandwidth helps to estimate the number of ONUs under every splitter.

Result 2 If \( \beta \) represents the available line rate for upstream traffic, \( \eta_r \) and \( \eta_b \) denote the number of residential and business ONUs under a splitter, \( \beta_{ri} \) and \( \beta_{bj} \) represent the effective bandwidth consumed by the \( i^{th} \) residential and \( j^{th} \) business ONU respectively, then number of ONUs per splitter is estimated by the following two conditions: \( \sum_{i=1}^{\eta_r} \beta_{ri} + \sum_{j=1}^{\eta_b} \beta_{bj} \leq \beta \) and \( \eta_r + \eta_b \leq N \).

4 Fiber Layout Optimization

One prime objective behind designing of PON lies in the minimization of overall fiber layout cost. The fiber layout cost is estimated by connecting the splitters with the respective ONUs and the OLT in turn with the splitters. Hence, in order to minimize this cost one needs an optimal placement for these splitters and the OLT. The objective is to minimize the distance between the splitters and ONUs. Intuitively the objective has a nice analogy with vector-quantization strategy, where a set of points is represented by a code-vector, such that, the overall distortion (measured in terms of distance) is minimized. Motivated by
this basic analogy, we have formulated a new Vector Quantization (VQ)-based algorithm [11] for obtaining such near-optimal locations of splitters (with respect to ONUs) and OLT (with respect to the splitters). Thus, the set of ONUs actually represent the output points and the splitters represent the code-vectors. The distance between a splitter and the corresponding ONUs provide the estimate of the distortion generated by such a quantization scheme. Our newly proposed fiber layout optimization algorithm works on the concept of modified LBZ or Loyd’s algorithm [11], available for VQ.

The algorithm starts with the set of source output points (ONUs) and obtains an initial code-vector \( \bar{V}_0 \) representing the center-of-mass for this entire set of output points. It now perturbs the existing vector(s) by using a perturbation vector to get a new set of vectors \( \bar{V}_0 \cup \bar{\vartheta}_0 \) having twice cardinality. The entire search space is now divided into quantization regions \( R \) such that source outputs nearer to a particular code-vector belong to a particular region. This forms the basis of grouping and quantization scheme, where the corresponding code-vector is the representative of the set of output points. The total distortion of all the points are computed. This distortion actually provides a measure of distance between the ONUs and the splitters. The algorithm now loops back to start computing the new code-vectors representing the center of masses of the newly formed regions. A similar approach for perturbing the set of new code-vectors and forming new quantization regions follows. Subsequently, the new value of distortion measure is estimated. This same procedure is repeated at every iteration, until the change in distortion is less than a predefined threshold \( \epsilon \). For practical situations, splitting of overloaded and merging of under-utilized regions have been considered. Now, in order to connect the set of ONUs with the respective splitter, a Minimum Cost Spanning Tree (MCST) is formed with splitter as the source and the set of ONUs as the leaf nodes. We have chosen Prim’s algorithm [14] for the formation of this MCST. The set of all splitters needs to be connected with the OLT. In order to obtain the optimal location of the OLT, the same technique is applied to get the center-of-mass of the set of splitters. Figure 2 gives a pseudo-code of this approach, where \( f(X) \) is the Euclidean distance function required for computing the center-of-mass.

5 Ranging

Once the PON is deployed with optimal splitter-locations, the upstream synchronization problem needs to be solved to avoid any data collisions. Although ONUs transmit data in their assigned slots, variation in their propagation delays may result in collision. Since the round trip propagation time is linearly proportional to the ONU-OLT distance, the OLT can assign appropriate slots to respective ONUs, provided it knows ONUs’ distance. Ranging is a process where all ONUs are made to be at the same logical distance by inserting appropriate delays to their actual roundtrip propagation time. Hence, ONU transmits with a delay offset to form an upstream frame without collision.

As described in [4], \( T_{\text{response}} \) is estimated as sufficient signal processing
time in an ONU, for instance 3136 – 4032 bits for 156 Mbps line speed. Let the equalized round trip time be \( T_{eqd} \), the ONU’s actual propagation time be \( T_{pd} \) and the signal processing time at the OLT be \( T_{process} \). Hence, \( T_{eqd} = 2 \times T_{pd} + T_{response} + T_\delta + T_{process} \). So, for a constant \( T_{eqd} \), variation of \( T_{pd} \) and \( T_{response} \) results in different equalization delay (\( T_\delta \)). The actual ranging procedure is shown in Figure 3. In the worst case, OLT has to range each ONU individually to know their round trip propagation time if their REPLY messages collide. Our results show that the number of iterations (\( Range + Reply \) message tuple) required to range all ONUs is significantly large when ONUs are equidistant from the OLT.

6 Simulation Experiments

We consider data and voice traffic as per specifications in [13] for a population size of \( P = 10^4 \) (80% residential, 20% business users), distributed randomly over \( A = 20 \times 20 \) sq. Km with 156 Mbps as the available upstream line rate (\( \beta \)). Any splitter can support a maximum of 32 ONUs, each having 1 – 3 users. Assuming channel rate (\( c \)) as 5 and 25 Mbps, \( m \) and \( h \) is obtained as 0.333, 0.667 and 6.475, 12.95 Mbps for residential and business users respectively [13]. Using these results in Equation (1), we obtain the effective bandwidth consumption as 0.786 and 15.281 Mbps respectively. Figure 4 delineates the effective bandwidth distribution for different, valid combinations of residential and business users, according to Equation (2). The minimum bandwidth wastage is observed for a ratio of residential to business \( \approx 2.55 \). Assuming the cost of unit length fiber and each splitter be \( C \) and \( 10 \times C \) respectively, Figure 5 obtained from the
algorithm in Figure 2 demonstrates the minimum cost achieved by using 257 splitters, supporting 4772 ONUs. The corresponding total fiber and splitter cost is $\sim 4704C$ units, using 2,134.26 Km fiber length.

![Fig. 4. Effective Bandwidth](image)

![Fig. 5. Total Cost](image)

![Fig. 6. Additional Frames Required for Ranging](image)

We calculate the time in terms of the number of frames required to obtain the equalization delay ($T_δ$) for each ONU. Figure 6 shows the plot for the number of additional frames (Serial_Number_Mask and Reply) required to range all ONUs for every splitter. Point ‘A’ indicates the 21st splitter supporting only 7 ONUs, requires 0 additional frames. ‘B’ indicates the 153rd splitter supporting 21 ONUs requires 24 additional frames while ‘C’ indicates the 245th splitter supporting the maximum number of 32 ONUs requires 50 additional frames to range all ONUs. We observe that with optimal splitter-location, roundtrip propagation time for all ONUs under a given splitter belong to a concentrated time interval, leading to repeated collisions while being ranged. Hence the total ranging duration adds a considerable amount of overhead time before actual data transmission takes place and it is more prominent when ONUs are equidistant from the OLT.

7 Conclusion

In this paper we have investigated into the research issues behind the deployment of PON, an attractive solution for the last mile problem. A traffic model for residential and business users is developed to obtain an estimate of effective bandwidth consumption. Subsequently, a fair combination of these two classes of users is obtained to maximize the effective bandwidth utilization. The location of splitters and OLT are determined by a new VQ-based region forming algorithm, which aims at minimizing the amount and cost of fiber layout. In order to avoid collision and synchronize the ONUs during upstream transmission, a ranging scheme is also discussed. Our research results indicate that although the ranging is capable of avoiding collisions, ranging time increases appreciably when ONUs are almost equidistant from the OLT. Our future work lies in the improvement of the ranging scheme to reduce the overhead time.
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Abstract. With IPv6 being increasingly regarded as ‘ready’ for deployment, developers are now addressing the operational issues related to IPv6. One key aspect of this is IPv6 transitioning and more specifically it’s management and use within networks. This paper puts forward an IPv6 transitioning architecture that offers a managed approach to the deployment and usage of transitioning mechanisms within medium-to-large scale networks. The aim of this is to provide a simple, robust and secure architecture for IPv6 deployment regardless of the type of network used.

1 Introduction

As IPv6 nears readiness, there are still certain aspects of it that require further development to avoid delaying its uptake within the wider community. One such aspect is IPv6 transitioning and more specifically transitioning deployment and management architectures. It has been found that while the necessary functionality to support IPv6 deployment exists, there is still a need for mechanisms to administer and manage the transitioning infrastructure and this is the key purpose of transitioning architectures. This obviously implies both an operational and network management aspect to the architecture, the latter of which probably handled via existing IPv6 network management methods. This paper will put forward and present one such transitioning management architecture, the STA [1], and describe its design and possible usage within large network environments.

The STA is essentially an administrative framework designed specifically to support the IPv6 migration process, unifying the sites’ transitioning functionality within a single entity. This will provide a highly manageable transitioning environment for the duration of the IPv6 deployment process in addition to introducing extra functionality and customisability that would be far harder to implement otherwise. The STA provides an open framework into which any combination of suitable transitioning mechanisms can be integrated and where their performance and functionality can be customised from high-level site-wide permissions to low-level device control.

Section 2 gives a brief overview of the development of a transitioning architecture and its management and section 3 introduces the STA itself, describing its design. Section 4 will outline a number of STA deployment examples and finally, section 5 will discuss implementation.
2 Problem Analysis

IPv6 Transitioning Architectures. At present, there has been little work done on developing a transitioning architecture, certainly within the larger bodies such as the IETF, however, at least one draft is now in circulation [2]. In it, there is an attempt to establish some design guidelines for a common transitioning approach and discuss how transitioning mechanisms fit into it given the current trends in IPv6 transitioning deployment scenarios [3]. When considering a transitioning architecture there are several key design principles that must be considered, as a basis it must for example be robust, secure and simple.

The architecture must be both robust and secure in order to cope with hostile network conditions and guard against misuse but also simple in terms of its deployment and operation. One other element that must be considered is that of service provision, this is important as the type and requirements of the traffic to be handled will affect quite radically the transitioning resources that must be deployed.

Of course, the actual transitioning infrastructure deployed will depend on a number of factors, both internal and external. Internal factors might include the ‘starting point of the network (IPv4-only as today or Dual stack or IPv6 only as may be the case in the future), its size and transitioning requirements while external factors include the service available from its provider and developments related to IPv6 deployment within the Internet as a whole. Because it is expected to accommodate this variety of requirements implies a final, very important aspect, flexibility.

Transitioning Management. Since 1998, IPv6 has been modelled within MIB II and therefore supported by SNMP (though this is still in progress [4]) and recently IPv6 transport support was added to certain SNMP implementations [5]. However, while SNMP is the de facto protocol for fault management and monitoring, various protocols are used for other network management tasks. Configuration management for example, uses protocols like SNMPConf, while Authentication, Authorisation and Accounting (AAA) management might use DAIMETER, RADIUS or Kerberos V. However, to some extent most management protocols now support IPv6 [6].

Developing support for transitioning mechanisms in protocols such as SNMP depends on two factors, its availability across a transitioning network i.e. support for both IPv4 and IPv6 which has now been overcome, and a system for modelling transitioning management information within a common structure such as the MIB. Here we focus on the later as it has yet to be effectively addressed. In order to do this, it is important to establish what should be modelled within the MIB and how.

When considering the information to be held within the MIB, it will obviously be important to hold information on all transitioning mechanisms supported or in use within the deployment community. A discussion of the exact information modelled within the transitioning MIB is obviously beyond the scope of this paper however it is reasonable to expect configuration and performance information for each mechanism. The second aim is to establish a structure for a transitioning MIB and in order to do this, transitioning elements can be placed within three basic groups based roughly on their operation; tunnelling, translator and dual stack as is shown in Fig 1. Using this model, mechanism-specific information is held in their respective tables with another ‘general’ table to handle non-specific transitioning information.
Having outlined the basic aspects of a transitioning architecture we now move on to introduce our solution, the STA. The primary objective of the STA is to simplify the deployment of and migration to IPv6 during the transitioning process. By deploying a flexible service-oriented framework within which transitioning can take place, the STA can simplify the process of IPv6 deployment in a network over the course of the transitioning process from initial IPv6 deployment to a prolonged co-existence period and beyond. The key objectives of the STA are: to provide a unified framework suitable for the whole transitioning period, to exhibit simplified management properties and to introduce a service-based framework to the transitioning process.

3.1 Design

While the actual functionality, and therefore management components, deployed within the STA differ according to the transitioning support required in an actual deployment, it is important to first identify the core components and topology of the architecture. The STA operates on two abstract planes, operational and management. The operational plane defines the actual transitioning configuration deployed within the site while the management plane dictates how they are controlled and operated. In terms of the operation plane, the framework consists of 3 key transitioning components; hosts, servers and border devices each offering specific operational functionality to the framework and describing the layout of transitioning mechanisms used within the site. The management plane utilises a client/server model that provides the administrator with remote access to the operational components deployed within the framework. The layout of the STA is shown in Fig 2.

3.2 Operational Plane

While the predefined components are sufficient to describe most transitioning infrastructures, the STA will also be capable of incorporating additional components as deemed necessary.
Border Devices. Border devices define devices located at the IP border of the network, and as such they have a major role in most transitioning mechanisms. In the STA, while the transitioning complexity is still in the network, i.e. in the border devices, the administrative complexity is removed and unified inside the network, making the border devices ‘dumb’. This will also improve the scalability of these transitioning devices making the deployment of more complex architectures possible.

STA Server. The STA server will be the only persistent component of the architecture. The core of this component contains the actual STA server entity and the management station used to control the rest of the STA architecture. Additionally, the STA server component may also include mechanisms which implement a server component such as the tunnel broker. Such server devices may be collocated with the actual STA server or distributed to improve scalability. This may include core network services such as DHCPv6 (when providing DSTM functionality for example).

Hosts. To reduce management overheads, hosts will not be specifically modelled in the STA unless their operation is specified as part of a mechanism, as in the case of DSTM for example. Where host management is necessary, a ‘group policy’ may be applied thereby relieving the issue significantly.

3.3 Management Plane

The management plane is a key feature of the STA as it allows administrators additional control over the operational plane. It will conform to an SNMP structure with agents on managed devices accessing the transitioning MIB. The management station allows the administrator to control the devices through their agents as shown in Fig 3.

In addition to SNMP, the STA management plane will also include configuration management capabilities to define transitioning policies defining how the architecture
will behave according to certain profiles. This will be achieved via the SNMPConf protocol [7] that introduces policy MIBs and enforcement points to the base SNMP architecture. These policies will allow transitioning devices to offer a service-based infrastructure tailored to supporting QoS or end-to-end security for example.

4 STA Deployment Examples

While the STA design describes its core components, it is important to show how this can then be applied to suit transitioning scenarios. It must be stressed that in each case the STA does not change, rather it is applied to meet specific transitioning requirements.

Case 1. Enterprise Deployment. Consider a University campus deployment where IPv6 deployment requires a mix of interoperation and tunnelling functionality. Internal tunnelling may be provided by ISATAP or, in the case where labs or residence networks are connected via NAT, Terado. Initial IPv6 deployments may also be based extensively on dual stack. Whilst any dual stack deployment inherently impacts all the devices in the ‘dual stacked’ path, it is realistic to consider this within the campus backbone where the impact will be more limited. The backbone can then support further IPv6 networks as they appear. Over time, tunnelling mechanisms will be removed as native IPv6 becomes available and interoperation mechanisms may be needed where IPv4-only and IPv6-only nodes have to interact. The mechanisms will also be required to scale accordingly over time.

Case 2. IPv6-only Deployment. This case considers a sizeable IPv6-only deployment within a large corporate network. The system administrators have decided that the upgraded infrastructure is entirely IPv6-only with external connectivity to the wider corporate network being via dual stack. In the absence of dual stack internally a significant transitioning deployment will be necessary to support IPv6 interoperation. In this case, a variety of mechanisms may be employed including protocol relays (TRT), IP translators (NAT-PT) or dual stack tunnelling mechanisms such as DSTM. The decision as to which tools to use will be made based on the size of the deployment and the functionality to be provided. In this case, the majority of the interoperation complexity will be deployed at the subnet boundary and will move outwards and be extended over time as the rest of the corporate network deploys IPv6.
**Case 3. ISP Deployment.** Consider an ISP that wishes to transition to IPv6 with the aim to provide IPv6 connectivity, eventually natively, to its customers. Such a deployment may involve upgrading both the core and access network and has the potential to be both costly and time consuming. Therefore, initial IPv6 connectivity may be provided by configured tunnels or via a tunnel broker. Native IPv6 connectivity can then be rolled-out either by upgrading the existing components or deploying a new IPv6-only infrastructure alongside the existing network. In addition to providing IPv6 connectivity, an ISP may choose to provide additional transitioning services to its customers in the form of interoperation. This would require a considerable deployment based on translators and protocol relays but as existing IPv4 resources are gradually exhausted, it is a service that may be increasingly utilised.

### 5 Implementation

An implementation of the STA is currently underway, based loosely on the interoperation example (case 2). DSTM and NAT-PT will be deployed, here, the aim being to demonstrate how the STA can provide an interoperation-specific managed infrastructure supporting IPv6-only operation. In this case NAT-PT will be used as the common interoperation mechanism with DSTM providing limited ‘extended’ functionality via dual stack on a restricted basis. The implementation is based on a Linux platform using existing implementations. The implementation was carried out in parallel transitioning and management ‘threads’, discussed below.

**Transitioning Development.** The basic modifications necessary to update transitioning mechanisms for use in the STA are limited to implementing an interface through which it will communicate with the STA server (which should be part of the configuration procedure). In this case however, we have decided to further modify the NAT-PT mechanism to share address-allocation functionality with DSTM via the server. This optimises IPv4 address usage and improved manageability giving a number of DSTM-enabled hosts, a central server, and a number of DSTM TEP and NAT-PT border devices. Such a configuration also exhibits improved scalability characteristics. The implementation uses the ENST DSTM and the KAME NAT-PT mechanisms that have been modified to support STA and DSTM/NAT-PT integration. Finally, it is necessary to implement the STA server and control device.

**Management Development.** Implementation of the management plane has been based on the Net-SNMP project which is one of the implementations to support IPv6 transport. This provides us with an extensible SNMPv3 agent and a collection of applications for sending SNMP commands which have been integrated to create a management station. One missing piece of this is the actual transitioning MIB that has been developed from scratch and incorporates NAT-PT and DSTM support based on the mechanisms used. This is because one has yet to be formally discussed or developed and so will also be used to stimulate progress in this area.
6 Conclusions

It is positive to note that the management infrastructure for IPv6 deployment is for the most part either in place or under development. The transitioning management aspects however are still in need of significant development. This paper puts forward a design for an IPv6 transitioning architecture, describes its design and operation and shows how it can be used as part of a managed network deployment. This paper outlines the design of the STA, a transitioning management architecture capable of supporting IPv6 transitioning deployments in a site throughout the migration process.
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Abstract. Next Generation Networks (NGN) impose new challenges to network management. In particular, QoS management presents a big complexity to an efficient network operation, requiring real-time decisions to keep QoS commitments. In order to solve these problems, there is a growing interest in including intelligent mechanisms inside the network, enabling adaptive behavioral management. This article presents Corail-Sim, a new network simulation platform enabled with Multi-Agent Systems (MAS) to develop intelligent management services to NGN. This new tool is intended to design, model and test intelligent behaviors over a number of technologies such as DiffServ, IntServ, MPLS, Wireless LAN, etc.

1 Introduction

Several different network infrastructures of nowadays are running towards convergence into a single IP-based infrastructure. With this fusion, different services will coexist and compete for the same – sometimes scarce – resources. Furthermore, mixing services inherited from circuit switching networks with packet-based services changes abruptly the dynamic of these networks, turning network modeling task still more complicated.

In this new environment, network management, which had already a crucial role in traditional networks, becomes still more important. Management systems must now deal with several types of media, each one potentially with its own priorities and requirements.

This adaptation to this new reality on management goes sometimes beyond the simple on-the-fly monitoring and control, and must be extended to the early phases of network deployment, also adapting the way networks are designed,
modeled and tested. In this early phase of network deployment, network simulation seems to be the more practical solution. However, traditional network simulation does not address the inclusion of artificial intelligence mechanisms as management helpers inside the network. The lack of such capabilities in traditional network simulation tools argues against development of intelligent management services. In network simulators such as NS-2 [1] and OPNET™ [2], the deployment of intelligent management services requires a deep comprehension of specific model libraries, and intelligent components (such as Multi-Agent Systems) must be implemented from the earliest stage.

The objective of this article is to propose Corail-Sim, an intelligent network simulation platform for new generation of Internet. This tool employs Multi-Agent Systems (MAS) as intelligent component to help improving network management, especially for QoS (Quality of Service) support.

This article is organized as follows. Section 2 outlines some existent network simulation tools, evaluating the required capabilities to build up intelligent and adaptive management. In Section 3, we present the Multi-Agent Systems capabilities to be built into Corail-Sim. A case study where adaptive management based on MAS improves network performance. Finally, Section 6 presents our conclusions for this work, and our outlooks.

2 Network Simulation

Network simulation is a very important tool to network development. Testing new services, protocols and algorithms can be performed with low costs and high flexibility. There are several options of network simulator tools. They are characterized by – among others – programming language, graphical interface, performance issues, model library, portability and extension flexibility.

In particular, extension flexibility is a very important feature for modeling new generation of Internet. As new intelligent services are being widely deployed on Internet, network modeling and simulation tools must follow this trend by offering new facilities to test such services as well as it is desirable to embed intelligent systems inside the network simulation core and model library.

The following subsections outline some popular network management tools and briefly show how complex would be to model and test intelligent management services with these tools.

2.1 Network Simulator (NS-2)/VINT

NS is a discrete event simulator targeted at networking research. NS provides substantial support for simulation of TCP, routing, and multicast protocols over wired and wireless (local and satellite) networks [1].

The simulator is written in C++, and it uses OTcl as a command and configuration interface. NS v2 has three substantial changes from NS v1: (1) come of the complex objects in NS v1 have been decomposed into simpler components for greater flexibility and composability; (2) the configuration interface is now
OTcl, an object oriented version of Tcl; and (3) the interface code to the OTcl interpreter is separate from the main simulator [1].

We have seen lately a growing interest of the research community in this tool. Its open source license is the most attractive characteristic for researchers that want to test new protocols and services. However, there is no existent support for the inclusion of intelligent algorithms like Multi-Agent Systems inside the simulation core and its model library. The implementation of such feature would require a deep knowledge of its existent model library as well as it would need to make deep changes in its source code in order to accommodate such new potentials.

Moreover, there are still some characteristics that have not yet been well developed, like graphical user interface (GUI). Modeling a network topology with NS-2 requires OTcl script programming, while it would be desirable to have a friendly interface to facilitate modeling task. Still, there are still limitations about OS this tool can run over.

2.2 J-Sim

J-Sim is a component-based simulation environment, built upon the notion of the autonomous component architecture and developed entirely in Java [3]. The behavior of J-Sim components are defined in terms of contracts and can be individually designed, implemented, tested, and incrementally deployed in a software system. A system can be composed of individual components like a hardware module is composed of IC chips. Moreover, components can be plugged into a software system, even during execution. This makes J-Sim a truly platform-neutral, extensible, and reusable environment.

This component-based architecture makes it possible to compose different simulation scenarios – for different network architectures – from a set of basic components and classes proposed by J-Sim and/or defined by the user.

INET Node Structure

On the top of the component-based architecture, J-Sim proposes an implementation of an abstract network model “INET”. The internal node structure (router or host) is a two layers structure: the Upper Protocol Layer “UPL” and the Core Service Layer “CSL” (see Figure 1(a)). The UPL contains transport, signaling, and application protocol modules. The CSL encapsulate the network, the link and the physical layers and provides a set of well-defined services to modules of the UPL.

The Core Service Layer

As we have seen in the previous section, the CSL provides many services to UPL modules: packet forwarding/delivery services, identity services, routing table services, interfaces/neighbor service, and packet filter configuration services.

These services are defined in terms of contracts. A protocol module that uses the core services may own a port that is bounded to the specific service contract. As shown in Figure 1(a), a typical INET node is composed of the core service layer and one or more application and transport layer protocols.
Multi-agent systems are presented in the next section.

As shown in Figure 1(b), the CSL is composed of many components which provide services to the UPL module and forward events. The Identity component keeps the identities of the node and provides the identity services. The Routing Table component maintains the routing table entries and provides the routing services. The Packet Dispatcher component provides the data sending/delivery services. It forwards incoming packets to an interface according to the routing table. The Hello component keeps the interface and neighbor information of the node and provides the interface/neighbor services. The Packet Filter Switch component enables UPL module to switch between different packet filters.

We have presented in this section two network simulators. We have chosen to use the J-Sim tool for designing Corail-Sim. We propose to introduce multi-agent system in the INET network model to ensure a global and generic control. Multi-agent systems are presented in the next section.

3 Multi-agent Approach

A multi-agent system is composed of a set of agents which solve problems that are beyond their individual capabilities. An agent is able of acting in its environment. It is able to communicate directly with other agents, possesses its own resources, perceives its environment (but to a limited extent), has only a partial representation of its environment (and perhaps none at all), and has a behavior which tends towards satisfying its objectives – taking account of the resources and skills available to it and depending on its perception –, its representation and the communications it receives [4].

Multi-agent systems are well suited to control distributed systems. Telecommunication networks are good examples of such distributed systems. That is why there is a considerable contribution to introduce agents in this area. The aim was to resolve a particular problem or a set of problems in networks like: the discovery of topology in dynamic networks by mobile agents [5], the opti-
mization of routing process in a satellite constellation [6], the fault location by ant agents [7], and even the maximization of channel assignment in a cellular network [8], etc. However, there is no contribution that uses agents to handle all the problems at once. That is, agents are in charge of some network’s control but there must still have a human assistance to deal with the other aspects of network management.

In this section, we have presented multi-agent systems and their applications in telecommunication network. The agent architecture we use in Corail-Sim is introduced in the next section.

4 Architecture

Many software agents architectures are described in the literature. Our goal is to provide a network control dedicated architecture that can be use in many case. Usually, agent architectures are classified in four groups: Deliberative, Reactive, Hybrid and Layered architectures. Deliberative architectures are designed with an explicit word representation. They use symbolic reasoning. They are also called cognitive architecture. Reactive architectures are the simplest ones, based on a perception/action model with a rule base. Hybrid architectures represent a combination of deliberative and reactive architectures. They are the most flexible architectures. Finally, Layered architectures are based on a hierarchic organization.

As in many time dependent domains, the most interesting architectures for the Corail-sim design are hybrid architectures. These architectures allow agent to briefly react in situation that requires quick decision-making process. However, they allow agent to react in a reasoned manner if situations do not requires a quick decision-making process, but require an efficient decision.

In the following subsections, a generic agent structure for telecommunication network inspired from [9] is presented. We first detail the way it controls the node and collects events in Corail-Sim, and then agent components are presented. In addition, we describe an illustration of architecture capabilities.

4.1 Controlling the Node

As shown on Figure 1(a), our agents are components that work as protocols to control the node. They use services provided by the CSL and so can affect routing, filter, and identity. One particular agent must be plugged to services it needs to use and events it needs to know. Agents also use the data sending/delivery service to communicate with other agents. They use agent@node style addresses to send messages to other agents in the network.

4.2 Internal Structure of Corail-Sim Agent

The chosen Corail-Sim agent structure is composed of five main modules: the event monitor, the house keeping, the message interface, the task interface, and
the manager (see Figure 2). All the modules are modeled as a J-sim component and then communicate through ports.

Fig. 2. Corail-Sim Agent Structure.

The Event Monitor is responsible of internal and external events detection and management. The Monitor gets all the events from the CSL: incoming packet, packet drop, routing table modification, identities modification, packet filters modification, buffer overflow, interface failure, etc. The Monitor also gets external events like alert messages from administrator and messages from other agents. This component classifies events in a database, which is used by the Manager. It also maintains the neighbor model and the agent profile. The agent profile is a set of attributes such as name, type, role, capacities, and goals of the agent. These attributes are initialized during agent design and are updated later by the event monitor. They guide the agent behavior during tasks planning, during decision-making, or during interaction with the agent neighborhood.

The House Keeping module fuses the events, task derivatives, agent profile, and neighbor model to provide the manager a consistent set of information. It ‘keeps the house’ avoiding redundant and useless information. This makes the manager temporal and situational aware. This component is primordial to ensure an optimum software agent working. House keeping work is very important: too many information will make the decision making hard, too few information will provide less efficient decisions.

The Message Interface allows sending and receiving messages. These messages are exchanged between software agents. Agents can use messages from the other agents to update their world representation, but can also alert, inform, or request others. Exchanged messages use the Agent Communication Language from FIPA (Foundation for Physical and Intelligent Agents) [10]. The FIPA ACL language is a standard for messages and provides coding and semantic of the messages. This component accomplishes control operations determined by the manager. In fact, it acts directly on the CSL layer components and can control routing table, packet filters, and identities in this way. This control is executed via services provided by the CSL layer.
The Manager takes decisions and plans agent actions. It uses a knowledge base for. This knowledge base is composed of rules, priorities, capacities, and all useful information for decision making and plans production. The Manager can in this way decide how and when to execute a task. It also manages a history where it stores observations and activated behaviors. It also uses an event database to verify his actions efficiency and to know node potential reactions.

At the creation of an agent, the designer supplies the agent with its profile, its model of neighboring agents, and a set of task directives. The agent profile is a set of attributes such type, role, behavior, etc. These attributes are used in guiding the behavior of the agent in task planning, decision-making, and interactions with neighboring agents. The neighbor model includes a list of agents known to the agent. The task directives is a list which describe the responsibilities

The event monitor module interfaces with the node environments and logs events in the event database. The house keeping module fuses the events, tasks directives, agent profile, and the neighbor model together to provide the Manager module a modified but consistent set of information, making the Manager temporal and situation aware.

The message interface can send and receive messages. The task interface performs the task. The Manager module is responsible for the decision making and planning of the agent, according to its knowledge base.

In this section, we have presented the Corail-Sim agent architecture. We next present simulations that have been made with another tool: oRis [11]. These simulations have been made before the Corail-Sim design, but Corail-Sim follows the same concepts and processes than oRis. First Corail-Sim tests have been done to ensure that oRis and Corail-Sim simulation model and simulation results are always coherent.

5 Case Study

In this section, we will demonstrate the importance of agents in the adaptation of the node management mechanisms. In fact, we argue that by using simple rules and by observing the appropriate parameters, the agents can optimize the node performance by finding a good compromise between the different Quality of Service (QoS) parameters (delay, jitter, loss).

In order to illustrate these ideas, we performed a multi-agent simulation of a DiffServ network. The simulator we chose is oRis [11], a generic multi-agent simulator which is not dedicated to network simulation. That is, we implemented all the structures concerning a network. We also defined and implemented the agents responsible for the network control. The Corail-sim and oRis tools have been validated to ensure coherent results. Both we use same simulation models and concept.

The network topology used in our simulations is composed of six routers each of which has four clients (sources). Each router has a queue of 100 places. A packet is generated by a client and has another client as a destination, which is chosen randomly. The packets generation is in mode ON/OFF following a
poissonian process, while the size of each flow of packets follows an exponential process. The parameters of the two processes (generation and size) depend on the class of the generated packets. For each router, one client sends only Best Effort packets, the second one only Premium packets, while the two last ones send only Olympic packets. We simulate the proportion of the different classes of packets as follows: 25% of Best Effort packets, 50% of Olympic packets and 25% of Premium packets. These proportions are not realistic but the aim of such parameters is to show that good performance are guaranteed even when the proportion of prioritized packets (Premium and Olympic) is very high.

In the following, we give some simulation results showing the contribution of agents when handling adaptive scheduling. Results concerning other tasks like routing and queue management, for example, can be found in [12].

5.1 Adaptive Scheduling Case Study

In this example, the management mechanism we are interested in is the scheduling and we aim to demonstrate the performance improvement resulting of the adaptive scheduling. Simulations begin with the activation of Round Robin and each class of traffic has its own queue managed by FIFO mechanism. The size of each queue is as follows: Premium: 25 packets, Olympic: 50 packets and Best Effort: 25 packets. Two scenarios are compared. In the first one, there is no adaptation of the scheduling mechanisms, while in the second one the agent owns rules (Scheduling_Rule1, Scheduling_Rule2) able to realize such an adaptation.

Scheduling_Rule 1:
if (Premium loss is >0.0001% or
    Olympic Loss is >3%) then
    deactivate Round Robin
    activate Priority Queuing
Scheduling_Rule 2:
if load on queue $Q = 0$ since $T''$(ms) then
    distribute reserved resources from
    queue $Q$ to the others

In Figure 3(b), we can see that when the rules are applied, performance is improved. Indeed, Olympic packets loss becomes almost insignificant from the moment of the rules execution. The same improvement is observed with Olympic delay (Figure 3(d)) which decreases in a very important fashion with the application of these two rules. This proves that by carefully choosing the rules, one can optimize many parameters at the same time (Scheduling_Rule1 observes the loss and by executing it, we improved, in addition to loss, delay and jitter).

5.2 Discussion

We have given an example that shows the efficiency of agents and their ability to guarantee better performance by adapting scheduling mechanisms to the current
traffic conditions. This was possible thanks to the use of simple rules the agent owns and activates when event monitor notices that their triggering conditions are met. In the performed simulations, we have seen that adaptation is realized in order to give the best QoS to Premium packets and to Olympic ones.

In order to realize these simulations and other ones reported in [12], we were forced to implement all the components and functionalities of a DiffServ network, since oRis does not provide these functionalities. This is one of our main motivations to choose another tool, J-Sim, which will avoid us usefulness effort. The work presented here will be largely reused in “Corail-Sim” because the principles and the aims are the same. Moreover, we have validated the simulation model on both the two platform. The generic Corail-sim model allows us to simply develop new kind of control in different type of network, that would require a difficult implementation in oRis.

6 Conclusions and Outlook

This article presented Corail-Sim, a new network modeling and simulation platform embedded with Multi-Agent Systems. This new tool enables the interaction
between components from different technologies such as DiffServ, MPLS and wireless networks to communicate and be managed by an intelligent management system, based on MAS. The simulation model and agent architecture used in Corail-Sim have yet shown their efficiency in another simulation tool: oRis. This one offer good performances but Corail-Sim is more generic and many network concepts are already developed.

We have seen by the results shown in the case study that Multi-Agent Systems can bring good enhancements to network management, more specifically to QoS management, which requires intelligent decisions and reactions in real-time. Hence, network simulation must take into account the inclusion of intelligent capabilities into network management. However, we observe that the lack of support of intelligent mechanisms inside network simulation tools argues against the development of intelligent services, like adaptive QoS management. Hence, Corail-Sim represents the solution for developing and testing intelligent services based on MAS for next generation networks (NGN).
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Abstract. This paper proposes a novel solution to the dynamic channel allocation problem in cellular telecommunication networks featuring user mobility and call handoffs. We investigate the performance of a number of reinforcement learning algorithms including Q-learning and SARSA, and show via simulations that a reduced-state version of SARSA incorporating a limited channel reassignment mechanism provides superior performance in terms of new call and handoff blocking probability and a significant reduction in memory requirements.

1 Introduction

Cellular systems organise a geographical area into a number of regularly sized cells, each with its own base station. The available bandwidth is divided into a number of channels, which may be time slots or frequencies, each of which may be assigned to a call. Using a cellular system allows a given channel to be assigned simultaneously to multiple calls, as long as each assigning cell is at least a given distance apart, in order to avoid co-channel interference. This distance is termed the ‘reuse distance’. Most modern mobile communication systems use a Fixed Channel Assignment (FCA) strategy, whereby channels are pre-allocated to given cells according to a regular pattern that minimises the distance between co-channel cells, i.e. cells that may assign the same channel to a call, whilst not violating the channel reuse distance constraint.

In contrast to FCA, Dynamic Channel Assignment (DCA) strategies do not permanently pre-allocate given channels to particular cells. Instead channels are assigned to cells as they are required, as long as these assignments do not violate the channel reuse constraint. This flexibility in channel assignment allows a cellular system to take advantage of possible stochastic variations in offered call traffic over a given area. A number of DCA schemes have been devised [5] which follow certain procedures in order to attempt to maximise the total traffic carried in a cellular area. This paper proposes a new state reduction and limited channel reassignment mechanism to improve solution performance and reduce memory requirements, and examines the performance of the reduced-state reinforcement learning solutions to
DCA in mobile cellular networks with handoffs. The proposed method of state reduction has been motivated by the weak link between one of the states and the blocking probability performance. The rest of the paper is organised as follows. Firstly, a brief introduction to reinforcement learning techniques is included in section 2. Section 3 details the specifics of the problem formulation employed, followed by simulation methods and results in section 4. Lastly conclusions are drawn in section 5.

2 Reinforcement Learning

2.1 Introduction to Reinforcement Learning

Assume }},,,{ 21 NxxxX = is the set of possible states an environment may be in, and } ,,,{ 21 NaaaA = is the set of possible actions a learning agent may take. The learning agent attempts to find an optimal policy } ,() xA x π ∈∀ which maximizes the total expected discounted reward over time. The action-value function for a given policy π , which is defined as the expected reward of taking action a in state x at time t and following policy π thereafter, may then be expressed as:

\[
Q^\pi(x, a) = E\{r(x, a) + \sum_{k=1}^{\infty} \gamma^k r(x_{t+k}, \pi(x_{t+k})) | x_t = x, a_t = a\}
\]  (1)

where \( r_t = r(x_t, a) \) is the reward received at time \( t \) when taking action \( a \) in state \( x \), and \( \gamma \) is a discount factor, \( 0 \leq \gamma \leq 1 \). This formulation allows modified policies to be evaluated in the search for an optimal policy \( \pi^* \), which will have an associated optimal state-action value function:

\[
Q^* (x, a) = \max_{\pi} Q^\pi (x, a), \forall x \in X \text{ and } a \in A
\]  (2)

The state-action values of all admissible state-action pairs may be either represented in a table form or approximated via function approximation architecture, such as an artificial neural network, to save memory [3,7,12]. These state-action values are then updated as the learning agent interacts with the environment and obtains sample rewards from taking certain actions in certain states. The update rule for the state-action values is:

\[
Q_{t+1}(x, a) = \begin{cases} 
Q_t(x, a) + \alpha \Delta Q_t(x, a), & \text{if } x = x_t \text{ and } a = a_t \\
Q_t(x, a) & \text{otherwise}
\end{cases}
\]  (3)

where \( \alpha \) is the learning rate, \( 0 < \alpha < 1 \), and

\[
\Delta Q_t = \{r_t + \gamma \max_a Q_t(x_{t+1}, a_{t+1})\} - Q_t(x, a)
\]  (4)
for Watkins’ Q-Learning algorithm [13]. If $\alpha$ is reduced to zero in a suitable way and each admissible state-action pair is encountered infinitely often, then $Q_t(x,a)$ converges to $Q^*(x,a)$ as $t \to \infty$ with probability 1 [13].

The Q-Learning algorithm described previously is an off-policy technique as it uses different policies to perform the functions of prediction and control. If a strictly greedy policy was used for both prediction and control from $t = 0$, then no guarantee could be made regarding convergence. On-policy reinforcement learning methods, such as SARSA [12], differ from off-policy methods, such as Q-Learning, in that the update rule uses the same policy for its estimate of the value of the next state-action pair as for its choice of action to take at time $t$, that is for prediction and control. SARSA converges to an optimal policy with probability 1 if all admissible state-action pairs are visited infinitely often and its policy converges to a greedy policy. This can be achieved for example by using an $\epsilon$-greedy policy with $\epsilon \to 0$ as $t \to \infty$ for both the estimation of the value of the next state-action pair and the decision of action to take at time $t$.

3 Problem Formulation and Proposed Solution

3.1 Problem Structure

We consider a 7-by-7 cellular array with a total of 70 channels available for assignment to calls as the environment in which the learning agent attempts to find an optimal channel allocation policy. This is the same system simulated in [7-9]. Denoting the number of cells by $N$, and the number of channels by $M$, the state at time $t$ is defined as $x_t = (n,m)$, where $n \in \{1,2,\ldots,N\}$ is the cell index of the event occurring at time $t$, and $m \in \{0,1,\ldots,M\}$ is the number of channels already allocated in cell $n$ at time $t$. This state formulation has been traditionally employed in reinforcement learning solutions to the DCA problem and is similar to that featured in [8] and [10], although our formulation defines $m$ as the number of allocated channels, rather than the number of available channels as in those works. It was decided to define $m$ as a direct measure of a given cell’s currently allocated share of the total channels in the interference region centered on that cell which will enable extension of this work to incorporate call admission control.

Admissible actions are restricted to assigning an available channel or blocking a call if no channels are available for assignment, i.e. a call will always be accepted and a channel assigned to it if there is at least one channel available in the originating cell. Actions are defined as $a = h, h \in \{1,2,\ldots,M\}$, the set of available channels that may be assigned without violating the channel reuse constraint. Thus a state-action pair consists of three components, with a total of $(M + 1) \times N \times M$ (71 x 49 x 70) possible state-action pairs, which yields 243,530 distinct state-action pairs. In implementation this reduces to $M \times N \times M$ as a cell with 70 channels already allocated cannot accept a new call and thus action values for these states are not required for learning, resulting in 240,100 admissible state-action pairs.
The reward associated with action $a_t$ in state $x_t$, $r(x_t,a_t)$, is defined as $c$, the total number of ongoing calls in the system immediately after action $a_t$ is taken, an approach similar to that in [11]. Handoff calls are treated as new calls by the cell being entered, and as such any channel allocated is rewarded and incorporated in the learning procedure.

3.2 Problem Characteristics

An initial examination into the characteristics of this problem shows that an optimal or near-optimal solution will effectively take the form of preferred ‘cell-channel pairings’. Moreover the optimality of these cell-channel pairings is not due to a pre-existing absolute allocation scheme of particular channels to particular cells, but is instead dependent on the location of a channel’s allocation relative to its other current or likely future allocations. As the system continues to allocate channels to calls any successful learning solution will tend to favour certain channels for allocation in certain cells, and it is the speed with which these associations can be formed that will help determine its efficiency, especially in a dynamically changing environment.

The states that will be evaluated by our reinforcement learning algorithm consist of two components $n$ and $m$, the cell index and number of channels already allocated respectively. Given that we are effectively using reinforcement learning to search for optimal cell-channel pairings it is conceivable that the number of channels currently allocated in cell $n$ is of secondary importance in the search for an efficient solution. For example if the allocation of channel $p$ in cell $n$ at time $t$ is optimal given there are already $m$ channels allocated there, it is likely the allocation of channel $p$ will be optimal or near optimal if there are $m+1$ channels allocated in cell $n$, but if this state has not been encountered yet, i.e. this is the first time cell $n$ has had $m+1$ channels allocated, this potentially useful knowledge will not be used.

Another property of the state component $m$ is that even though its theoretical range is 0-70 it is extremely unlikely that this entire range will be required given there exist at least 6 interfering cells for any cell. A value of 70 for $m$ would equate to every available channel being allocated in a single cell! It is very likely that over a short period the maximum value of $m$ encountered system-wide will be a fraction of its maximum possible value. Of course the probability of a maximal $m$ value is non-zero and thus it cannot be assumed it will never occur, but given its low probability it is conceivable that it will occur with a relative frequency so minute that if it were not included for learning, i.e. no provision were made in the state-action value representation mechanism for an $m$ value of 70, that it would not affect performance of the system significantly. This principle can also theoretically be extended not only for the case of a maximal $m$, but for all values of $m$ unlikely to occur sufficiently frequently to affect performance.

A property of implementing a limited state value range for a state component using a table-based state-action value representation is that the size of the table required to hold all possible state-action values will be reduced. For large $M$ and $N$ values the size of the table required to store the value function could be prohibitively large. A large state space may also impair convergence towards an optimal policy.

Optimal cell-channel pairings may also be used upon call termination and handoff events in an attempt to improve the system-wide channel allocation pattern. Assuming
that for a call arrival event in a non-empty system there exists an optimal or a number of equally optimal possible channel assignment(s), then for a call termination event there will also exist an optimal or a number of optimal channel release(s). If a call which is currently assigned an optimal channel is subject to a termination event, whilst a less optimal channel assignment still carries an ongoing call in that cell, then an intra-cell handoff or channel reassignment may lead to an improved channel allocation pattern. If desired, this reassignment may in turn provoke channel reassignments in neighbouring cells, which may then result in reassignments propagating further throughout the system. Such a scheme introduces issues such as increased computational complexity and signaling overhead. Channel reassignment techniques are not new [5], and may be extended to call setup events as well, whereby a number of channel reassignments may be undertaken in order to free channels in a cell’s interference region with the aim of accepting a call that would otherwise be blocked.

3.3 Proposed Solution

Given the above memory issues in the implementation of our reinforcement learning solution we reduced the number of admissible state-action pairs using two different techniques. Firstly we reduced the number of possible state-action pairs by aggregating rarely encountered states. Specifically, the magnitude of the variable representing the number of channels currently allocated was limited to 30, rather than the original range of 0 – 70, (i.e., roughly half the number of channels available). Simulations of this problem over a similar system have shown that over a 24 hour period a given cell will rarely, if ever, have more than a fraction of the total available channels allocated in it at any one time [6]. Consequently, the states associated with these configurations may rarely, if ever, be visited over this time period. By reducing the range for the number of channels allocated to 0-30, we are effectively trimming the size of the table required from 240,100 ( $70 \times 49 \times 70$ ) to 106,330 ( $31 \times 49 \times 70$ ), a reduction of over fifty percent in memory requirements. Secondly, we have deliberately excluded the state variable representing the number of channels currently allocated, $m$. This resulted in reducing the number of state-action variables to two and bringing the number of possible state-action pairs from 240,100 ( $N \times M \times M$ ) to 3,430 ( $N \times M$ ), a reduction of over 98%. An important advantage of a reduced-dimension state space for reinforcement learning is that it may lead to a faster learning or convergence rate because of the increased rate of exploration, despite discarding potentially useful information.

Both of these memory saving techniques were simulated and compared to not only a full-table-based reinforcement learning solution, but also to a fixed channel allocation algorithm and a random channel allocation algorithm.

A simple channel reassignment mechanism was also included, whereby upon encountering a termination or handoff event the reinforcement learning agent considered a single channel reassignment.
4 Simulation Methods and Results

4.1 Simulation Methods

New call arrivals were modeled as Poisson processes with a uniform distribution pattern, with mean call arrival rates $\lambda$ between 100 to 200 calls/hour. New call durations obeyed an exponential distribution with a mean call duration $1/\mu$ of 3 minutes. New calls that were blocked were cleared. A proportion of calls (15%) were simulated as handoff traffic [9]. When a call was about to terminate a check was made to see if the termination was due to the call entering a new cell, i.e. if it fired a handoff event. The entered cell for handoff traffic was chosen randomly using a uniform distribution with all neighbouring cells as eligible. All handoff traffic was simulated according to an exponential distribution with a mean call duration $1/\mu$ of 1 minute in the new cell.

All simulations were initialised with no ongoing calls, and the algorithms were assessed according to both their new call blocking probability and handoff blocking probability.

Both Q-Learning and SARSA were implemented and simulated. The Q-Learning algorithm simulated employed a different reward scheme, classifying channels according to their usage patterns with respect to an individual cell. The simulated Q-Learning algorithm also used an alternate state representation, which was a combination of the cell index and the number of channels currently available in the cell. Channel assignment actions were selected using an $\epsilon$-greedy algorithm, with $\epsilon$ being diminished over time, and state-action values were stored using a table-based representation. An additional two variations of SARSA were also simulated, a trimmed-table SARSA (TT-SARSA) and reduced-state SARSA (RS-SARSA), both incorporating table-based state-action value storage and the same $\epsilon$-greedy reduction mechanism. Versions of the SARSA algorithm which included channel reassignment functionality were also simulated.

TT-SARSA uses an identical state-action formulation as the SARSA algorithm but limits the value of the state variable representing the number of channels currently allocated in a cell to thirty, reducing the number of admissible state-action pairs. RS-SARSA further reduces the number of state-action pairs by eliminating the state variable representing the number of channels currently allocated in a cell. Both of these techniques drastically reduce the memory required for table-based storage of the state-action value function, as discussed in Section 3.

In addition to Q-Learning and the three SARSA algorithms, a fixed channel allocation algorithm and a random channel allocation algorithm, where a randomly selected channel from the set of those available was assigned to an incoming call, were also simulated for the purposes of comparison. Events were scheduled according to a system clock and were implemented via a dynamic singly linked list.

4.2 Call Blocking Probabilities

Firstly the system was simulated with a uniform offered traffic load over all cells of 100 to 200 calls/per hour, corresponding to 5 to 10 Erlangs. All algorithms were
simulated in an online manner, i.e. there was no initial learning period where Q values could be learnt via simulation prior to implementation. After 24 simulated hours the respective new call and handoff blocking probabilities were calculated (Fig. 1 & 2). As can be expected, the fixed channel allocation algorithm performs the worst over the entire range of traffic loads, whilst all the reinforcement learning algorithms exhibit superior performance in terms of both blocking probabilities.

The channel reassignment functionality, denoted (RA), has a marked effect in decreasing the blocking probabilities of all of the SARSA algorithms, particularly RS-SARSA(RA) which has a much better new call and handoff blocking probability than all other assignment strategies simulated. Furthermore, TT-SARSA and TT-SARSA(RA) have identical performances to SARSA and SARSA(RA) respectively whilst requiring less than half the memory for state-action value representation, indicating that the aggregated states are rarely if ever visited and their aggregation has
no effective bearing on the algorithm’s performance. The fact that TT-SARSA can achieve the same levels of performance as SARSA using the full range of possible values of the state component $m$ shows that the states that possess an $m$ value of greater than 30 are not visited often enough that their aggregation negatively impacts call blocking performance. Lastly, not only does RS-SARSA require only a fraction of the memory of SARSA to represent its state-action values, it actually performs better in terms of both the other reinforcement learning algorithms’ blocking probabilities. This may seem counterintuitive initially as it has access to less state information to learn from. Whilst true, as was pointed out in Section III, this reduction in total state space can lead to an improvement in learning performance.

4.3 Convergence

The convergences and long term blocking probabilities over time of all three SARSA algorithms featuring channel reassignment, as these were the three best performing algorithms, were simulated for a uniform call arrival rate of 180 calls/hour and the results are shown in Fig. 3. The learning rate parameter $\alpha$ was chosen so as to minimize the long-term blocking probabilities of all the simulated algorithms, enabling a fair comparison of convergence. Fig. 3 shows the blocking probabilities over a 24 hour period. SARSA(RA) and TT-SARSA(RA) have identical call blocking probabilities over the entirety of this period, whilst RS-SARSA(RA) consistently has a lower blocking probability over this period.

![Fig. 3. Convergence of SARSA algorithms over 24 hours.](image)

4.4 Channel Failures

Simulations were also carried out where a number of channels were unavailable for allocation for a given portion of simulation time. A fraction of the total channels for a cellular system may become unavailable for a period of time in the event of
Fig. 4. New call blocking probability with 7 channel failures.

equipment failure, or even jamming in military communications systems. The three SARSA algorithms were tested over a period of 24 simulated hours with a uniform call arrival rate of 180 calls/hour. Between the hours of 10 o’clock and 15 o’clock a number of channels were made unavailable for use, as in [8]. Fig. 4 shows the blocking probabilities for SARSA(RA), TT-SARSA(RA), and RS-SARSA(RA) over a 24 hour period in which 7 channels become unavailable for allocation between the times of 10 o’clock and 15 o’clock. SARSA(RA) and TT-SARSA(RA) exhibit a similar performance when confronted with channel failure, while RS-SARSA(RA) displays both a greater resistance to the channel failures and a superior call blocking probability over the entirety of the simulation.

5 Conclusions

We have proposed a novel reduced state SARSA algorithm featuring channel reassignment for dynamic channel allocation in mobile cellular networks with handoffs. By carefully reducing the state space the problem of dynamic channel allocation in cellular mobile networks with handoffs can be solved, gaining significant savings in terms of memory requirements compared to currently available table-based reinforcement learning schemes. Furthermore, this cost reduction can be achieved with effectively no performance penalty.

Additionally, by eliminating a state component of secondary importance we achieved a further reduction in memory requirements of over 98% in total (Section 3.3). The reduced-state representation incorporating channel reassignment functionality also achieved greatly superior performance in terms of both new call and handoff blocking probability over all other reinforcement learning solutions simulated. The reduced-state SARSA algorithm with channel reassignment also exhibited much lower blocking probability during periods of channel unavailability simulating periods of equipment failure or jamming.

Further issues for investigation are the extension of this work to include call admission functionality and multiple call classes. This technique may also be
applicable to other problems exhibiting the same characteristics of disparate state component values and optimal policy actions dependent on initial arbitrary decisions taken.
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Abstract. In an in-home digital network (IHDN) it may be expected that several variable-bit-rate streams (audio, video) run simultaneously over a shared communication device, e.g. a bus. The data supply and demand of most of these streams will not be exactly known in advance, but only a coarse traffic characterization will be available. In this paper we assume that data streams are characterized by a concave function \( f \), which gives a bound on the amount of data supplied for each length of a time window. We show how allocations of the bandwidth of a single bus and of buffers connected to the bus can be obtained for all streams, such that for each stream a feasible transmission strategy exists. For this, we show that a feasible solution for a data supply that exactly follows the function \( f \) is sufficient. This problem can then be solved by repeatedly solving single-stream problems for which we present efficient methods.

Keywords: Leaky-bucket-traffic characterization, resource management, in-home digital network, smoothing variable-bit-rate streams

1 Introduction

In the future home, all digital devices will be interconnected and streams (audio, video) will run over an in-home network between the different devices. This gives rise to a number of resource management problems, such as handling the communication efficiently. When several people at the same time access multimedia over the home network, then multiple data streams have to be transmitted simultaneously, and consequently the bandwidth of one or more communication links has to be shared. For variable-bit-rate streams this requires an efficient resource allocation strategy.

In this paper we concentrate on a network consisting of a single bus with finite transmission capacity to which several nodes, i.e., devices, are connected. Furthermore, a buffer of finite size is located between each node and the bus; see also Figure 2. In an in-home network typically only a few streams, e.g. 5–10 streams, use a communication link simultaneously. Because of this low number
of streams, we may not hope that peaks in the amount of supplied data are cancelled out over the total set of streams. Therefore, a deterministic approach of admission test is required.

In [1], Den Boef, Verhaegh, and Korst show how optimal bandwidth and buffer shares can be determined for streams of which the exact supply and demand is known in advance. While normally the supply and demand are known for pre-recorded streams, they are generally not known for live video streams. For live streams, deterministic traffic characterizations such as the \((\sigma, \rho)\)-model [2] or the D-BIND model [3] can be used. These characterizations give a worst-case bound on the amount of data that is supplied during any time window. More specifically, let \(\tau\) be the size of a time window, and let \(P(t)\) denote the supply of data up to time \(t\). Then a traffic characterization described by a function \(f\) bounds the supply of data as follows. For all \(t\),

\[
P(t + \tau) - P(t) \leq f(\tau) .
\]

When \(f\) is a piecewise-linear, concave function, the traffic characterization corresponds to a stream controlled by one or more leaky buckets [4].

In this paper we assume the data supply of each stream to be characterized by a concave function \(f\). We shall refer to these streams as concavely-upper-bounded streams. We also consider the special case in which each stream is controlled by one or more \((\sigma, \rho)\)-leaky buckets which shape the stream before it enters the network. Figure 1 gives an example of a \((\sigma, \rho)\)-leaky bucket. When a stream leaves the network, it is deshaped into its original form. Figure 2 shows an example network. The network is placed between the shaping and the deshaping of the stream, which introduces an extra delay of the stream, viz. the time between the moment data enters the network and the moment the same data leaves the network. The problem that we consider is to determine for each stream a reserved share of the bus capacity and a reserved share of the corresponding buffers, as well as a transmission strategy indicating how the data is to be transmitted over time, such that the total bus and buffer capacities are never exceeded and buffers neither underflow nor overflow. We do not consider the actual shaping and deshaping of the streams. Any resources such as buffers that are required for this, are assumed to be allocated outside the network. The solution of the above described problem can be used to decide whether for a given set of streams all streams can be admitted service or whether a new stream can be admitted.

For the \((\sigma, \rho)\)-characterization an extensive calculus has been developed, originally by Rene Cruz [2], [5], which was later extended by several other authors. For a clear description and overview of this calculus we refer to the book by Cheng-Shang Chang [6]. The developed calculus can be used to determine resource allocations for streams that are controlled by \((\sigma, \rho)\)-leaky buckets. However, we could not use it to model the situation in which data needs to be buffered at the receiving side, if it arrives before it is demanded.

In Section 2 we first give our assumptions and define the problem. Next, in Section 3 we give a linear programming (LP) model for the problem, which can be decomposed into a master LP problem, and several single-stream problems.
Fig. 1. An example of a \((\sigma, \rho)\)-leaky bucket controller. It consists of a bucket of size \(\sigma\) in which tokens are generated at rate \(\rho\). Data packets arrive at the controller according to an arrival process \(A\). Each packet needs a token before it may proceed. The resulting data output \(P\) is characterized by \((\sigma, \rho)\), also denoted as \(P \sim (\sigma, \rho)\), i.e., \(f(t) = \sigma + \rho t\). Here, \(\rho\) can be seen as the maximum sustainable rate of data, while \(\sigma\) gives the maximum burst size of data.

Furthermore, we show that \(f\) can be used as the actual supply scheme to obtain a solution. In Section 4 we show how a solution for the single-stream problems can be obtained and propose a greedy transmission strategy.

2 Problem Formulation

We start with giving our assumptions in Section 2.1. Next, we introduce our notation and we define the problem in Section 2.2.

2.1 Assumptions

We split up the time axis into a finite set of identical time units. We assume that during a time unit, data of more than one stream can be transmitted over the bus, and that the switching time between transmissions for different streams is either negligible or subtracted from the available bandwidth beforehand. Furthermore, we assume that there is no loss of data during transmission.

All streams that enter the bus are concavely-upper-bounded streams. An application supplies data of a stream at the stream’s sending node. The demand of data takes place at the stream’s receiving node by an application after a given delay, i.e., the amount of data that is supplied during a time unit at the sending node, is the exact amount of data that is demanded at the receiving node after the delay. We assume that during the initial delay the demand is zero.
With respect to the amount of data to be buffered, we assume that data is supplied at the beginning of a time unit, and then buffered at the sending node before it is transmitted. After transmission somewhere within a time unit, it is buffered at the receiving node before it is demanded at the end of a time unit. However, other buffering assumptions will only lead to small modifications in the constraints for the transmission strategy of a stream.

2.2 Notation

Let $\mathcal{T} = \{1, 2, \ldots, T\}$ denote the set of time units. Let $B$ represent the maximum amount of data that can be transmitted over the bus during a time unit. Furthermore, let $\mathcal{N}$ denote the set of nodes that are connected to the bus. The capacity of the buffer between node $n \in \mathcal{N}$ and the bus is given by $M_n$. $\mathcal{S}$ denotes the set of data streams with each stream $i \in \mathcal{S}$ transmitting data from a sending node $s_i \in \mathcal{N}$ to a receiving node $r_i \in \mathcal{N}$. For each stream $i \in \mathcal{S}$ the supply of data during a time window of $t$ time units, $t = 1, \ldots, T$, is bounded by $f_i(t)$ with $f_i$ concave on $[0, T]$. The delay is given by $d_i$ for each stream $i \in \mathcal{S}$. A buffer underflow and overflow depend on the actual supply and demand, we introduce for all $t \in \mathcal{T}$, $p_i(t)$ as the actual supply and $c_i(t)$ as the actual demand. Since demand equals the supply with delay $d_i$, it follows that for all $t \in \mathcal{T}$,

$$c_i(t) = p_i(t - d_i).$$

(2)

For each stream $i$ the decision variables are the reserved bus bandwidth $b_i$, the reserved buffer sizes $m_{s_i,i}$ and $m_{r_i,i}$, and the transmission strategy $x_i(t)$, $t \in \mathcal{T}$, which gives for each $t$ the amount of data that should be transmitted depending on the actual amount of data supplied. This gives the following problem.

**Problem** (Multiple Leaky-Bucket Streams Smoothing Problem)

Given $\mathcal{S}, \mathcal{N}, \mathcal{T}, B, M_n$ for all $n \in \mathcal{N}$, $f_i(t)$ for all $t \in \mathcal{T}$ and for all $i \in \mathcal{S}$, and $d_i$ for all $i \in \mathcal{S}$, determine values for $b_i$, $m_{s_i,i}$, and $m_{r_i,i} \geq 0$ for all $i \in \mathcal{S}$, and a transmission strategy $x_i(t)$ for all $t \in \mathcal{T}$, such that the total bus and buffer capacities $B$ and $M_n$ are not exceeded and for all supply $p_i$ bounded by $f_i$ buffer shares neither overflow nor underflow.

3 Model

We first define for all $t \in \mathcal{T}$, $P_i(t) = \sum_{k=1}^{t} p_i(k)$, $C_i(t) = \sum_{k=1}^{t} c_i(k)$, and $X_i(t) = \sum_{k=1}^{t} x_i(k)$, as the cumulative supply scheme, cumulative demand scheme, and cumulative transmission strategy, respectively. To avoid tedious formulations concerning function values at the boundaries of their domains, we assume that for all functions $g$ on $\mathcal{T}$ used in this paper, $g(t) = 0$ if $t \leq 0$, and $g(t) = g(T)$ if $t \geq T$.

3.1 Multiple Streams

The Multiple Leaky-Bucket Streams Smoothing Problem contains the following constraints.
The total bandwidth and total buffer sizes reserved may not exceed the bus and buffer capacities, i.e.,
\[ \sum_{i \in S} b_i \leq B , \]
and for all \( n \in N \),
\[ \sum_{i : s_i = n} m_{n,i} + \sum_{i : r_i = n} m_{n,i} \leq M_n . \]

The amount of data transmitted for stream \( i \) during time unit \( t \) may not exceed the reserved bandwidth of stream \( i \), i.e., for all \( i \in S \) and all \( t \in T \),
\[ x_i (t) \leq b_i . \]

Furthermore, the reserved buffer sizes at the sending and receiving node of each stream may not underflow nor overflow, i.e., for all \( i \in S \) and all \( t \in T \), we must have
\[ P_i(t) - X_i(t) \geq 0 , \]
\[ P_i(t) - X_i(t - 1) \leq m_{s_i,i} , \]
and for all \( i \in S \) and all \( t \in T \), we must have
\[ X_i(t) - C_i(t) \geq 0 , \]
\[ X_i(t) - C_i(t - 1) \leq m_{r_i,i} . \]

The bus and buffer shares, and transmission strategies must meet these constraints for all actual supply functions \( p_i \) that satisfy (1), and for all actual demand functions \( c_i \) that satisfy (2).

### 3.2 Single Stream

We now consider the constraints that concern only one stream per constraint, i.e., constraints (5)–(9). For ease of notation we omit the subscript \( i \) in the rest of this paper when it is clear only one stream is considered. We call a solution \( b, m_s, \) and \( m_r \) for a single stream feasible w.r.t. (5)–(9), if for all \( p \) and \( c \) that satisfy (1) and (2), there exists a transmission strategy for which (5)–(9) are satisfied. Instead of considering all \( p \) that satisfy (1) and \( c \) that satisfy (2), we now show that it is sufficient to consider only a worst-case supply which is given by \( f \) directly, i.e., let for all \( t \in T \),
\[ P(t) = f(t) , \]
\[ C(t) = f(t - d) . \]

It can be easily verified that this function \( P \) satisfies (1) by the concavity of \( f \).
The feasible solution area for one stream is then given by the following constraints. For all $t \in T$,

\begin{align*}
    x(t) &\leq b, \quad (12) \\
    f(t) - X(t) &\geq 0, \quad (13) \\
    f(t) - X(t-1) &\leq m_s, \quad (14) \\
    X(t) - f(t-d) &\geq 0, \quad (15) \\
    X(t) - f(t-d-1) &\leq m_r. \quad (16)
\end{align*}

We call a solution $b, m_s, a n d m_r$ feasible w.r.t. (12)–(16), if there exists a transmission strategy for which (12)–(16) are satisfied. The following theorem states that a solution $b, m_s, a n d m_r$ is feasible w.r.t. (12)–(16), if and only if it is feasible w.r.t. (5)–(9). For space reasons we leave the proof to a future, more elaborate paper.

**Theorem 1.** A solution $b, m_s, a n d m_r$ is feasible w.r.t. (5)–(9), if and only if it is feasible w.r.t. (12)–(16).

Both solution areas are thus equivalent for $b, m_s, a n d m_r$. Therefore, we may use $f$ as the actual supply and we can use (12)–(16) instead of (5)–(9).

### 3.3 Model Decomposition

The problem now becomes to find for each stream $i \in S$ a feasible solution w.r.t. (12)–(16) such that the total bus and buffer capacities are not exceeded, given by (3) and (4). As (12)–(16) concern each $t \in T$, this leads to a large number of constraints. We can efficiently deal with these constraints as (12)–(16) only concern one stream per constraint. We use this fact to decompose the multiple-stream problem into single-stream problems. This gives for each stream $i \in S$,

\begin{align*}
    \text{minimize} & \quad c_b b_i + c_s m_{s,i} + c_r m_{r,i} + c_e \\
    \text{subject to} & \quad (12)–(16),
\end{align*}

(17)

where $c_b, c_s, c_r, a n d c_e$ are cost coefficients. This decomposition is based on the Dantzig-Wolfe decomposition algorithm for linear programs [7]. We refer to a previous paper [8] for an elaborate description of this decomposition to the described model.

### 4 Single Stream Problems

In this section we show how a solution for (17) can be obtained. Although each single-stream problem (17) is in fact an LP, we have shown in [1] how they can be solved more efficiently. Here we show how we can use the concavity and piecewise linearity of $f$ to obtain a solution even more efficiently for leaky-bucket-controlled streams. Constraints (12)–(16) include the transmission strategy $x(t)$, with which no costs are associated. However, we can exploit the specific properties of $f$ to derive four necessary and sufficient constraints on $b, m_s, a n d m_r$, that do not involve the transmission strategy. In Section 4.2 we describe how an optimal solution can be obtained efficiently for the single-stream problems.
4.1 Necessary and Sufficient Constraints

We derive four necessary constraints using the fact that the allocated bandwidth share $b$ should be large enough to avoid buffer underflow at the receiving buffer and buffer overflow at the sending buffer. To avoid buffer underflow at the receiving buffer, the bandwidth share should be large enough such that for each time unit the cumulative amount of data demanded could have been transmitted, i.e., such that for all $t \in \mathcal{T}$,

$$f(t) \leq (t + d)b \ .$$  \hfill (18)

Now to avoid buffer overflow at the sending buffer, the bandwidth share should be large enough such that for each time unit the difference between the cumulative amount of data supplied and the cumulative amount of data that could have been transmitted, is not larger than the sending buffer share, i.e., such that for all $t \in \mathcal{T}$,

$$f(t) - (t - 1)b \leq m_s \ .$$  \hfill (19)

Constraints (18) and (19) are derived with the assumption that data can be transmitted using the full bandwidth share. However, all data that is transmitted needs to be buffered at the receiving side. When the buffer share at the receiving side is completely filled, no more data can be transmitted until data is demanded from the receiving buffer. A larger bandwidth share may then be needed to transmit data at a later time such that buffer underflow at the receiving side and buffer overflow at the sending side are avoided.

There are $d + 1$ time units in which data can be transmitted before data is demanded from the receiving buffer. The amount of data that can be transmitted during these $d + 1$ time units is thus bounded by the receiving buffer share $m_r$. The bandwidth share $b$ should be large enough such that after the first $d + 1$ time units enough data can be transmitted to avoid buffer underflow at the receiving side, i.e., such that for all $t \in \mathcal{T}$,

$$f(t) - m_r \leq (t - 1)b \ .$$  \hfill (20)

Furthermore, the bandwidth share should be large enough such that after the first $d + 1$ time units enough data can be transmitted to avoid buffer overflow at the sending side, i.e., such that for all $t > d + 1$, $t \in \mathcal{T}$,

$$f(t) - m_r - (t - d - 2)b \leq m_s \ .$$  \hfill (21)

Notice that (20) and (21) follow from (18) and (19), respectively, by decreasing the amount of data to be transmitted, given by $f(t)$, with $m_r$, and by decreasing the number of time units during which data can be transmitted, given directly in front of $b$, with $d + 1$.

The next theorem states that (18)–(21) are not only necessary but also sufficient for any feasible solution of (17). We leave the proof to a future, more elaborate paper.

**Theorem 2.** Any solution $b$, $m_s$, and $m_r$ to (18)–(21), is also a feasible solution of the single-stream problem (17).
By rewriting (18)–(21) we can obtain the following constraints on $b$ given values of $m_s$ and $m_r$. For all $t \in T$,

\begin{align}
    b & \geq f(t - d)/t, \quad (22) \\
    b & \geq (f(t + 1) - m_s)/t, \quad (23) \\
    b & \geq (f(t + 1) - m_r)/t, \quad (24) \\
    b & \geq (f(t + d + 2) - m_r - m_s)/t. \quad (25)
\end{align}

Likewise, we can obtain the following constraints on $m_s$ given values of $b$ and $m_r$, and on $m_r$ given values of $b$ and $m_s$. For all $t \in T$,

\begin{align}
    m_s & \geq f(t) - (t - 1)b, \quad (26) \\
    m_s & \geq f(t + d + 1) - m_r - (t - 1)b, \quad (27) \\
    m_r & \geq f(t) - (t - 1)b, \quad (28) \\
    m_r & \geq f(t + d + 1) - m_s - (t - 1)b. \quad (29)
\end{align}

Constraints (27) and (29) are equivalent, however, this gives a clear presentation of the constraints on $m_s$ and $m_r$ separately. This constraint can also be rewritten into the following constraint on the total buffer space required given a value of $b$. For all $t \in T$,

\[ m_s + m_r \geq f(t + d + 1) - (t - 1)b. \quad (30) \]

In the next section we show how these constraints can be used to find an optimal solution.

4.2 Solution Methods

To solve a single-stream problem we need to minimize the weighted sum of the bandwidth and buffer shares subject to the existence of a feasible transmission strategy. As the cost coefficients can be either positive or non-positive, the bandwidth and buffer shares themselves either need to be minimized or can be set to their maximum. To find the optimum we can therefore distinguish eight cases in which each of the cost coefficients is either positive or non-positive. Furthermore, we assume that a feasible solution exists, i.e., $b = B$, $m_s = M_s$, and $m_r = M_r$ satisfy (18)–(21). For all cases a feasible transmission strategy is given by the greedy strategy $x(t) = \min\{b, f(t) - X(t - 1), m_r + f(t - d - 1) - X(t - 1)\}$.

**Single Resource Minimization.** If only one cost coefficient is positive, an optimal value for the corresponding bus or buffer share can be obtained by determining its minimum value that satisfies either (22)–(25) in case of the bus share, or (26) and (27) in case of the sending buffer share, or (28) and (29) in case of the receiving buffer share. As $f$ is a piecewise-linear and concave function, these minimum values occur at one of the bending points of $f$. 
Two-Buffer Minimization. The buffer shares $m_s$ and $m_r$ have to satisfy (26)–(30). For a given value of $b$, we define $m_1(b) = \max_{t \in \mathcal{T}}(f(t) - (t - 1)b)$ and $m_2(b) = \max_{t \in \mathcal{T}}(f(t+d+1) - (t-1)b)$. If $2m_1(b) \geq m_2(b)$ holds, then $m_s = m_1(b)$ and $m_r = m_1(b)$ are the optimal values as then (26) and (28) are tight and (30) has slack. Otherwise, their sum $m_s + m_r = 2m_1 < m_2$ is not guaranteed to satisfy (30). Hence, at least one of them must be increased: the cheapest one first and then, if necessary, the expensive one. Formally, if $c_s \leq c_r$, then $m_s = \min\{m_2(b) - m_1(b), M_s\}$ and $m_r = m_2(b) - m_s$. Notice that $m_r \geq m_1(b)$. If $c_s > c_r$, then $m_r = \min\{m_2(b) - m_1(b), M_r\}$ and $m_s = m_2(b) - m_r$. The optimal values of the buffer shares can now be determined with $b = B$.

Bandwidth-Buffer Trade-off. When the cost coefficient of the bandwidth and of at least one buffer is positive, a trade-off has to be made between bandwidth and buffer space. We assume both $c_s$ and $c_r$ are positive, and that $c_s \leq c_r$. If $c_s > c_r$ or either $c_s \leq 0$ or $c_r \leq 0$, i.e., a trade-off between the bandwidth and just one buffer, the optimal solution can be obtained in an analogous manner.

To perform the trade-off we start with an initial solution with minimum required bandwidth, which is obtained as follows. First, we take $m_s = M_s$ and $m_r = M_r$. The minimum bandwidth share $\tilde{b}$ of this initial solution is then given by the minimum value that satisfies (22)–(25). Next we minimize $m_s$ and $m_r$ given $b = \tilde{b}$ using (26)–(30).

We now define $t_1(b), t_2(b) \in \mathcal{T}$ such that $f(t_1(b)) - (t_1(b) - 1)b = m_1(b)$ and $f(t_2(b) + d + 1) - (t_2(b) - 1)b = m_2(b)$. Then $t_2(b) = t_1(b) - d - 1$ if $t_1(b) > d + 1$, and $t_2(b) = 1$ if $t_1(b) \leq d + 1$. Furthermore, as $f$ is piecewise-linear and concave, $t_1(b)$ is a bending point of $f$.

The trade-off is now performed by increasing the value of $b$ starting from $\tilde{b}$ by an amount $\Delta$. For a given $b$, let $\rho(b)$ denote the slope of the line segment of $f$ that ends at $t_1(b)$, i.e., the smallest slope of a line segment of $f$ larger than $b$. If we increase $b$ to $\rho(b)$, i.e., by an amount $\Delta = \rho(b) - b$, the values of $m_1(b)$ and $m_2(b)$ are attained at the previous bending point of $f$, i.e., the bending point at the start of the line segment with slope $\rho_i$. The values of $m_1(b)$ and $m_2(b)$ then decrease by $(\rho(b) - b)(t_1(b) - 1)$ and $(\rho(b) - b)(t_2(b) - 1)$, respectively.

The new values of $m_s$ and $m_r$ can be determined from $m_1$ and $m_2$ as described previously. Initially, either $m_2 < 2m_1$ or $m_2 \geq 2m_1$. As $t_2 \leq t_1$, the decrease of $2m_1$ is larger than the decrease of $m_2$ when $b$ is increased. Therefore, while increasing $b$, as soon as $m_2(b) \geq 2m_1(b)$ holds, it will hold for any further increase of $b$. When $m_2(b) < 2m_1(b)$, this happens when $b$ is increased by $\Delta = \frac{2m_1(b) - m_2(b)}{2t_1(b) - t_2(b) - 1}$ which can be derived from $m_2(b + \Delta) = 2m_1(b + \Delta)$. Note that this only holds when $\Delta < \rho(b) - b$. Furthermore, when $m_2 \geq 2m_1$, the cheap buffer $m_s$ can maximally increase to $M_s$. If $m_s < M_s$ it increases by the increase in $m_2 - m_1$. Therefore, $m_s = M_s$ when $b$ is increased by $\Delta = \frac{M_s - (m_2(b) - m_1(b))}{t_1(b) - t_2(b)}$. Again, note that this only holds when $\Delta < \rho(b) - b$.

Finally, we consider the change in costs. If $m_2(b) < 2m_1(b)$, both the change in $m_s$ and the change in $m_r$ are equal to the change in $m_1$. The change in costs is then equal to $c_b \Delta - c_s \Delta(t_1(b) - 1) - c_r \Delta(t_1(b) - 1)$. If $m_2(b) \geq 2m_1(b)$
and $m_s < M_s$, the change in $m_s$ is given by the change in $m_2(b) - m_1(b)$. The decrease of $m_r$ is to $\Delta(t_1(b) - 1)$. The total change in costs is now equal to $c_b \Delta - c_s \Delta(t_2(b) - t_1(b)) - c_r \Delta(t_1(b) - 1)$ which can be rewritten into $c_b \Delta - c_s \Delta(t_2(b) - 1) - (c_r - c_s) \Delta(t_1(b) - 1)$. When $m_s = M_s$, the decrease of $m_r$ is equal to the decrease of $m_2(b)$. The total change in costs is then equal to $c_b \Delta - c_r \Delta(t_2(b) - 1)$. As $t_1$ and $t_2$ only decrease with an increase of $b$, the change in costs only increases when $b$ increases, and thus it is optimal to stop as soon as the change of costs is non-negative.

To conclude, we remark that the time complexity of the algorithms described in this section depends only linearly on the number of bending points of the function $f$. As the number of bending points is generally very small, the algorithms are very efficient when dealing with leaky-bucket-controlled streams.

5 Conclusion

In this paper we considered the problem to allocate fixed bandwidth and buffer shares for leaky-bucket-controlled streams using a single bus, such that a feasible transmission strategy exists for each stream. We have shown that if the traffic characterization function $f$ is concave, this function can be used as supply function to determine feasible bandwidth and buffer shares for a stream. This resulted in a linear programming model suitable for decomposition into sub-problems concerning only one stream each. We have derived four sufficient and necessary constraints for a feasible solution to such a single-stream problem. Furthermore, we have shown how these constraints can be used to obtain an optimal solution efficiently.
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Abstract. We present a novel protocol, M3L, for multicast tree fault isolation based purely upon end-to-end information. Here, a fault is a link with a loss rate exceeding a specified threshold. Each receiver collects a trace of end-to-end loss measurements between the sender and itself. Correlations of loss events across receivers provide the basis for participants to infer both multicast tree topology and loss rates along links within the tree. Not all receiver traces are needed to infer the links within the network that exceed the loss threshold. M3L targets the minimal set of receiver traces needed to identify those loss-exceeding links. While multicast inference of network characteristics (minc) is well understood, the novelty of M3L lies in the manner in which only a subset of the receiver traces is used. We model this as a problem of establishing agreement among distributed agents, each acting upon incomplete and imperfect information. Considering bandwidth to be a limited resource, we define an optimal agreement to be based upon the smallest possible receiver set. M3L performs well compared to the optimal.

1 Introduction

We know that multicast can serve as an active measurement tool, revealing network topology otherwise hidden from an end-to-end perspective, and allowing inference of loss rates and delays along internal links. Little, however, is known about how such measurement techniques might scale. The process of gathering receiver traces into one place in order to perform inference would seem to require a quantity of measurement-related traffic that is linear in the number of receivers. This paper shows how, by restricting the measurement problem to one of identifying just the lossiest links, the traffic can be made to scale sublinearly. The paper proposes the Multicast Lossy Link Location protocol, M3L, which scales according to a power law with a positive exponent less than one.

M3L is designed to leverage the newly-introduced standards track reporting extensions for the RTP control protocol. RTCP XR [1] is a mechanism that can be used

⋆ This work was supported in part by the NSF under grant ITR-0085848.
uniformly across all types of multimedia sessions for providing highly detailed reports on, among other things, packet losses. Data packets from the RTP media stream constitute the active probes upon which measurement is based. If a session participant enables the sending of RTCP XR Loss RLE Report Blocks [1, Sec. 4.1] then it gathers traces specifying, for each sequence number, whether or not a packet was received. These loss traces are compressed by run-length encoding (RLE), and, typically, multicast along with the standard RTCP Report Blocks.

In a multicast RTP session in which all receivers originate RTCP XR Loss RLE Blocks, each participant potentially obtains a full set of detailed loss traces. Thus armed, the participant can use MINC (Multicast Inference of Network Characteristics) [2] to deduce elements in the structure of the multicast tree by discerning branching points between which some loss has occurred, and by estimating the loss rates between those points. Knowledge of tree structure and loss rates is valuable in reliable multicast protocols that promote local recovery of lost packets, as pointed out by Ratnasamy and McCanne [3]. A participant that is a network monitor could also provide information that would allow a network administrator to perceive and respond to problems in multicast data diffusion. For both the reliable multicast participant and the network monitor, one aim is fault isolation: identifying links in the tree that experience high loss.

The literature reveals a number of proposals for multicast tree fault isolation. Reddy, Govindan, and Estrin describe a method [4] that uses mtrace [5] and router “subcast” to identify lossy links. Zappala describes a technique [6] that multicast receivers could use to request alternate routing paths if they detect, with mtrace, that they lie behind a bad link. Sarac and Almeroth’s Multicast Routing Monitor (MRM) [7] employs agents within the network to send test traffic among themselves for the purpose of localizing faults. Walz and Levine’s Hierarchical Passive Multicast Monitor (HPMM) [8] is made up of a set of daemons located at routers and designed to accomplish the same goal through passive monitoring.

All of these protocols scale well, but in order to achieve their good scaling properties they rely upon the active support of routers or other agents inside the network. M3L is fundamentally different because it is based upon the purely end-to-end mechanisms of RTCP XR and MINC.

Strictly end-to-end methods other than M3L, such as Floyd et al.’s Scalable Reliable Multicast (SRM) [9] or Xu et al.’s Structure-Oriented Resilient Multicast (STORM) [10], do not aim at fault isolation per se, so much as forming multicast receivers into topologically related groups. These groups provide the basis for scalable signalling and loss repair. The end-to-end mechanisms at work in SRM and STORM are very different from that used by M3L. Rather than loss-based inference, SRM uses IPv4 multicast packet time-to-live (TTL) scoping to determine topology. The STORM work reveals a possible weakness in the SRM approach, in that measurements of multicast packets reveal only two TTL values (either 64 or 128) actually being used in practice, which would make scoping on that basis difficult. STORM thus enhances the TTL locality information by adding round-trip-time (RTT) measurements.

One protocol that does use loss-based inference is Ratnasamy and McCanne’s Group Formation Protocol (GFP) [11]. By creating a separate multicast group corresponding to each topological group, and by designating a single receiver to send its traces, or
“lossprints,” within each group, GFP reduces overall traffic. However, during initial tree formation each receiver is liable to send its trace to a common control group. The GFP work does not include an analysis of how rapidly receivers might peel off from the common control group, and whether this process might prevent trace traffic from being linear in the number of receivers. Work in the present paper indicates that waiting for trace information to arrive in a random order can result in a nearly linear quantity of trace traffic when the goal is fault isolation.

There is prior work by this paper’s first author, along with others, on scaling minc inference for loss traces shared through RTCP XR. Oury and Friedman showed [12] that these traces could be compressed by up to a factor of five, and Cáceres, Duffield, and Friedman examined [13] the effects of thinning the traces to accommodate bandwidth constraints. However, neither of these techniques brings better than linear scaling in the number of receivers.

2 Protocol Overview

The key to achieving better than linear scaling in M3L is the insight that not all receivers’ traces contribute equally when the task is specifically to identify the lossiest links. Similarly-situated receivers report essentially redundant information. Traces from receivers on low-loss paths might not be necessary at all. M3L employs a heuristic that prioritizes reporting from certain receivers over other receivers. The traces from those receivers are sent using RTCP XR packets, and minc inference is performed, just as in the prior work just cited. But by prioritizing, we speed up fault isolation for bandwidth-constrained situations.

The protocol works by progressively refining what we call a picture until all lossy links have been identified. Refinement takes place over a series of rounds. In each round, receivers that have not yet contributed traces determine whether their data might be useful or not. If so, they become candidates. One candidate is selected each round at random through probabilistic polling of the sort described by Nonnenmacher and Biersack [14, 15, 16]. The protocol terminates after at most three rounds in which no receiver sends a trace.

The essence of the M3L protocol is the process by which a receiver \( r \) decides whether it is a candidate. It requires the traces from the set of receivers \( S \) that contributed in prior rounds. Though it does not know the underlying tree \( T \), with minc it can infer a picture \( T(S) \) of part of that tree. It can also infer a second picture by combining its own data with that from \( S \). This is the picture \( T(S \cup \{ r \}) \). Since \( r \) alone can infer this picture, we call it \( r \)’s “private picture.” By contrast, since all receivers can infer \( T(S) \), we refer to it as the “public picture.” It is by comparing the public picture to its own private picture that a receiver makes its decision.

Fig. 1 shows an example of a tree \( T \), a public picture \( T(S) \) inferred from the traces of the set of nodes \( S = \{4, 11, 14, 15\} \), and the private picture \( T(S \cup \{7\}) \) seen by receiver 7. Why might receiver 7 consider itself a candidate for transmitting its data? There are two possibilities. First, receiver 7 might infer that the link \((2, 7)\) is a lossy link. (Though it does not know the identity of node 2, receiver 7 infers its presence. For simplicity, in this text we refer to node 2 and other internal nodes by their labels.) Since
this link appears only in its private picture, not the public picture, receiver 7 has valuable information to contribute. Second, if the public picture shows the link (1, 4) to be a lossy link, receiver 7’s private picture shows that that link can be divided in two. One of the resulting links, (1, 2) or (2, 4), might prove to be a lossy link, in which case receiver 7’s data has helped to isolate it. Or receiver 7’s data might show that neither is lossy, in which case the data has helped eliminate what would otherwise be a false positive.

In M3L, rounds alternate between each of the possibilities just described. There is a round, called an ADD round, in which data indicating new lossy links is solicited. Then there is a CUT round, in which data indicating the subdivision of existing lossy links is solicited. When there is an ADD round for which there are no candidates followed by a CUT round for which there are no candidates, the protocol halts. The resultant public picture ought to isolate all of the tree’s lossy links.

To evaluate the performance of the M3L protocol, this paper compares it to the performance of a hypothetical optimal protocol that would always select the smallest possible set of receivers necessary to isolate the lossy links. This paper also compares M3L against a protocol that demonstrates what might be accomplished if no special knowledge or heuristic were to be employed by choosing receivers at random.

3 The M3L Protocol

This section describes the M3L protocol in formal terms, by showing how to simulate its operation under ideal circumstances (such as perfect minc inference). The setting is that of a multicast tree $\mathcal{T} = (V, L)$, with nodes $V$ (including root node $\rho$), and links $L \subseteq V^2$. The protocol functions over a series of rounds, numbered $i = 0, \ldots, n$. The set of receivers in the multicast tree is $R \subseteq V$. A set, $S_i \subseteq R$, is called the set of “in-picture receivers” for the start of round $i$, with $S_0 = \emptyset$. Let $C_i \subseteq R \setminus S_i$ designate a set called the “candidates” for a round. Each “out-of-picture receiver” $r \in R \setminus S_i$ makes an independent decision regarding whether it is a candidate or not. The terms of this decision differ depending upon whether the round is an ADD round ($i$ is even) or a CUT round ($i$ is odd), as we now describe.

A receiver makes its decision based upon the picture, $\mathcal{T}(S_i) = (V(S_i), L(S_i))$, that is formed by the set of in-picture receivers. $\mathcal{T}(S_i)$ is itself a tree, made up of a subset of the nodes from $\mathcal{T}$, and with links that follow the paths of links in $\mathcal{T}$. Using $j \prec k$ to indicate that a node $j$ is descended from a node $k$ in $\mathcal{T}$, we define the set of picture nodes
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Fig. 2. Algorithm to simulate the M3L protocol

\[
\begin{align*}
\sigma^M(T, \alpha^*) & \{ \\
i & \leftarrow 0 \\
S_0 & \leftarrow \emptyset \\
\text{do} & \\
\text{ quiescent} & \leftarrow \text{true} \\
C_i & \leftarrow C_{\text{ADD}}(S_i, \alpha^*) \\
\text{if } & C_i \neq \emptyset \\
\text{ we arbitrarily choose one } & r \in C_i \\
S_{i+1} & \leftarrow S_i \cup \{r\} \\
\text{ quiescent} & \leftarrow \text{false} \\
i & \leftarrow i + 1 \\
C_i & \leftarrow C_{\text{CUT}}(S_i, \alpha^*) \\
\text{if } & C_i \neq \emptyset \\
\text{ we arbitrarily choose one } & r \in C_i \\
S_{i+1} & \leftarrow S_i \cup \{r\} \\
\text{ quiescent} & \leftarrow \text{false} \\
i & \leftarrow i + 1 \\
\text{while } & \neg \text{ quiescent} \\
\text{return } & S_i \\
\}
\end{align*}
\]

Fig. 2. Algorithm to simulate the M3L protocol

to be \( V(S_i) = \{\rho\} \cup \{v \in V : \exists s_1, s_2 \in S_i, s_1 \neq s_2, s_1 < v, s_2 < v\} \cup S_i \). The set of picture links is \( L(S_i) = \{(k, j) \in V(S_i) \times V(S_i) : j < k, \nexists v \in V(S_i) : j < v < k\} \). A picture defines a set of “endogenous nodes,” \( V_{\text{endo}}(S_i) = \{v \in V : \exists (j, k) \in L(S_i), j < v < k\} \), and a set of “exogenous links,”

\[
L_{\text{exo}}(S_i) = \{(k, r) \in (V(S_i) \cup V_{\text{endo}}(S_i)) \times (R \setminus S_i), \quad r < k, \nexists v \in V(S_i) \cup V_{\text{endo}}(S_i) : r < v < k\}.
\]

A receiver uses MINC to estimate loss rates on links in the picture, and along the exogenous link that the receiver terminates. We assume a Bernoulli link loss model. Packets are independent and each packet is successfully transmitted across link \((k, j)\) with “passage probability” \( \alpha((k, j)) \). A threshold value \( \alpha^* \) determines whether a link is lossy or not. The set of candidates for an ADD round are

\[
C_{\text{ADD}}(S_i, \alpha^*) = \{r \in R \setminus S_i \} : (v, r) \in L_{\text{exo}}(S_i), \alpha(v, r) \leq \alpha^*,
\]

and the set of candidates for a CUT round are

\[
C_{\text{CUT}}(S_i, \alpha^*) = \{r \in R \setminus S_i \} : \exists (k, j) \in L(S_i), \alpha(k, j) \leq \alpha^*, (v, r) \in L_{\text{exo}}(S_i), j < v < k.
\]

Fig. 2 defines a function \( \sigma^M() \) that returns the set \( S \subseteq R \) of receivers that results from application of the M3L protocol. This function can be applied to simulate the functioning of the M3L protocol. In this function, quiescence is determined by a variable, “quiescent,” which is true if there are no candidates for an ADD round and no candidates in
the immediately following cut round. The function loops through add and cut rounds until quiescence results.

The function $\sigma^H()$ returns what we call a “solution” to the lossy link location problem. This is a member of the set of all possible solutions, defined as follows:

$$S^*(T, \alpha^*) = \{ S \subseteq R : \alpha_{\min}(L_{exo}(S)) > \alpha^*, (k,j) \in L(S) \land \alpha(k,j) \leq \alpha^* \Rightarrow \exists v \in V_{endo}(S) : j < v < k \}$$

The proof that a solution indeed isolates all of the lossy links in the tree can be found in the first author’s thesis [17]. The thesis also describes possible enhancements to the add and cut rounds.

4 Comparison Protocols

The previous section described the M3L protocol, which employs a heuristic for use by receivers operating on-line and with limited information. To evaluate M3L, we compare its performance to an optimal protocol and a random protocol.

The optimal protocol represents the best that could be done operating off-line and with omniscience. This protocol returns a set $S = \sigma(T(k), \alpha^*)$ that is a minimal cardinality solution:

$$S_{\min C}(T, \alpha^*) = \{ S \in S^*(T, \alpha^*) : |S| = \min_{X \in S^*(T, \alpha^*)} |X| \}.$$ 

Space does not permit a detailed treatment of an efficient algorithm for calculating the results of the optimal protocol. The details can be found in the first author’s thesis [17, Sec. 3.2].

The random protocol consists of a series of rounds, $i = 1, \ldots$. At the beginning of round 0, the set $S_0$ of in-picture receivers is the empty set: $S_0 = \emptyset$. In each round $i$, one out-of-picture receiver $r \in R \setminus S_i$ is chosen at random and added to the set of in-picture receivers: $S_{i+1} = S_i \cup \{ r \}$. If the set $S_{i+1}$ constitutes a solution for the tree $T$, that is if $S_{i+1} \in S^*(T, \alpha^*)$, then the protocol halts, and $S_{i+1}$ is returned. Let $\sigma^R(T, \alpha^*)$ be the function that returns a set arrived at through simulation of the random protocol.

5 Empirical Evaluation

This section describes the empirical evaluation of M3L. This evaluation is conducted in two stages. In the first stage, we compare M3L against the optimal protocol and the random protocol. These comparisons assume that minc inference returns perfectly accurate estimates. By studying how well M3L performs under the assumption of perfect minc inference, we can establish a bound on how well the heuristic can potentially perform. Also, it allows us to experiment upon larger topologies than are feasible when we must pay the computational costs of minc inference. In the second stage, we introduce the possibility of inaccuracies arising from the minc inference. In both stages we focus on a special case of the lossy link location problem: locating the single lossiest link in the multicast tree, chosen to facilitate comparisons.
5.1 Experimental with Perfect Inference

The first stage of experiments was performed upon simulated trees of constant fanout, with fanout values of either two, three, or four, and depths of two, three, or four. If computational resources permitted, trees of greater depth were also simulated, to a depth of eight. A time limit of five minutes was placed upon simulation for any given topology. In the case of trees of fanout two, this permitted a depth of eight; for trees of fanout three, a depth of seven; and for trees of fanout four, a depth of five. Increasing the time limit to several hours did not permit the generation of further data points.

Link passage probabilities for each link in each tree were chosen independently from a uniform distribution on the interval $(0, 1)$. For each topology, ten thousand trees were simulated. For each tree $T$, the threshold $\alpha^*$ was set to be the passage probability of the lossiest link: $\alpha^* = \alpha_{\min}(L)$. Then, for that tree, an optimal set $\sigma(T, \alpha^*)$ and a heuristic set $\sigma^H(T, \alpha^*)$ were determined, as well as heuristic variants with enhanced ADD and CUT rounds, and finally a random protocol set $\sigma^R(T, \alpha^*)$. For each set, the cardinality was recorded, leading to a calculation of the mean.

**Results.** In Fig. 3(a) we see the results for trees of fanout two. This graph is in log-log scale. The horizontal axis indicates the number of leaves, which is to say receivers, in the tree. Since the depth varies from two to eight, the values reported upon are: 4, 8, 16, 32, 64, 128, and 256. In Fig. 3(b) we see the results for trees of fanout three. This graph is similar to the preceding graph. As the depth of trees varies from two to seven, the numbers of receivers in the topologies reported upon are: 9, 27, 81, 243, 729, and 2187. In Fig. 3(c) we see the results for trees of fanout four. This graph is similar to the two preceding graphs. The depth of trees varies from two to five, so the numbers of receivers are: 16, 64, 256, and 1024.

![Fig. 3. Number of receivers in solution](image-url)

The vertical axis indicates the mean number of receivers in a solution for each of the protocols described above. The straight line $y = x$ depicts the theoretical worst case,
in which a solution is only arrived at when every receiver has been entered into the picture. The lower the mean cardinality of a solution, the further below the line $y = x$ it appears. The highest set of values is for the random protocol, and the lowest for the optimal protocol. Values M3L with for the various heuristics lie in between. The results for every protocol tested are well fitted by straight lines on a log-log graph, indicating power law scaling (that is, we can fit the points to a curve of the form $y = bx^a$).

**Discussion.** We see that the random protocol performs relatively poorly, the number of receivers in a solution increasing approximately linearly with the number of receivers in the tree (estimates $\hat{a} = 0.98, 1.01, \text{ and } 1.02$). The results for the optimal protocol demonstrate that in the best of cases the growth in the number of receivers in a solution could be distinctly sub-linear ($\hat{a} = 0.52, 0.47, \text{ and } 0.43$). M3L’s behavior more closely resembles the optimal than the random. When employing the basic heuristic, we obtain estimates for the exponent of $\hat{a} = 0.61, 0.52, \text{ and } 0.45$.

Although with M3L the number of receivers sending traces scales sub-linearly, is this definitively better than employing network tomography with data from all receivers? One reason why it might not be is that, if all receivers are to be heard from, they could simply unicast their traces to a single site. With M3L, the traces that are sent are multicast, reaching all receivers. For those hosts that do not need to perform inference for some application-related purpose, M3L relieves some load (they don’t necessarily have to send their traces) while creating additional load (the receiving and processing of others’ traces).

There is thus a trade-off. In general, the redistribution of a high load from a single point to a considerably lower load more widely shared might be viewed as worthwhile, and in keeping with the motivation behind multicast itself. However, a special concern arises when the load is being placed on receivers that are behind lossy links. Does M3L, by sending them additional traffic, not exacerbate their situation?

The extent of the problem depends upon how much additional traffic is generated. If the RTP control protocol is being used for sharing traces, as in prior work [13], then overhead is limited to 5% of session bandwidth, which may be a sufficient limitation. However, if this additional traffic is genuinely a problem, a hybrid system could be adopted. A receiver that finds itself in such a situation could unicast its trace to another session member. This does not create any load on the receiver beyond what would be necessary for tomography with full data. Then the other session member could act as an M3L proxy on the receiver’s behalf, while the receiver drops out of the multicast group on which the traces are being sent.

### 5.2 Experiment with **minc** Inference

The second stage of experiments was also performed upon simulated trees of constant fanout, with fanout values of either two, three, or four, and depths of two, three, or four. Within this range, the computational costs of **minc** inference limited us to trees with a maximum of 27 receivers.

A narrower range of link passage probabilities was used for this experiment, to better focus on the problems of incorrect inference. The passage probability for each link in each tree was chosen independently from a uniform distribution on the interval
(0.900001, 1.0). Then one link in the tree was chosen at random, and reassigned a lower passage probability, chosen from a uniform distribution on the interval [0.85, 0.90]. The threshold passage probability for determining that a link was a lossy link was $\alpha^* = 0.90$. Pseudo-random numbers were generated in the same manner as for the first experiment.

For each topology, a sufficient number of trees was simulated to construct 95% confidence intervals for the statistics that were collected. On each tree, the sending of 8,192 probe packets was simulated. This value is sufficient to obtain relatively good MINC inference. The heuristic sets $\sigma^H(\mathcal{T}, \alpha^*)$ were generated, employing MINC to create the pictures. This inference was variously based upon the outcomes at the receivers from one probe, two probes, four probes, etc., up to 8,192 probes. Thus, fourteen different heuristic sets were generated for each tree.

Based upon a given heuristic set, each receiver (whether in the set or not) either identified the lossy link correctly, or it did not. This fact was recorded. A correct identification is scored as follows. As we observing from off-line know the true topology, we can identify the set of receivers $R(k)$ that lie below the lossy link $k$. Each receiver $j$, in its inference based upon the MINC data from the set of receivers $S \cup \{j\}$, identifies a certain number of lossy links $k_1, k_2, \ldots$. Each set $R(k_i) \cap (S \cup \{j\})$ is compared against the set $R(k) \cap (S \cup \{j\})$. If the two sets are identical, then a correct identification is scored.

For each heuristic set, each receiver might also misidentify a number of links as lossy links. The number of such false positives was also recorded.

In addition, for each given number of probes, MINC inference was conducted using the entire set of receivers $\mathcal{R}$. As for the heuristic set, it was recorded for each receiver whether it made a correct identification of the lossy link, as well as the number of false positives.

Results. The results for each topology were very similar. We show results here for trees of depth three and fanout three, having 27 receivers. In each of the three graphs shown here, the independent variable is the number of probes that were employed in MINC inference. This is plotted in log scale on the horizontal axis, and it varies from 1 to 8,192. All confidence intervals for the dependent variables are at the 95% level or better.

In Fig. 4(a), the dependent variable is the mean number of receivers in a heuristic set. This number, plotted in linear scale on the vertical axis, ranges from a low of 0.8987 to a high of 16.0984. The horizontal line labelled “ideal” represents the mean number of receivers in the heuristic set if MINC inference were perfectly accurate. (As the loss rates are different from the first experiment, these numbers were recalculated, and in this case the number is 14.4491.)

In Fig. 4(b), the dependent variable is the mean number of unidentified lossy links. This value, plotted in linear scale on the interval $[0, 1]$. A value of zero is the best. Values are plotted based upon the set of receivers returned by the heuristic, and based upon use of all the receivers.

In Fig. 4(c), the dependent variable is the mean number of false positives. This value, plotted in linear scale on the vertical axis, ranges from a low of 0 to a high of 9.5036. As in the previous graph, values are plotted based upon the set of receivers returned by the heuristic, and based upon use of all the receivers.

The confidence intervals for these results are too narrow to plot in these figures.
Discussion. These experiments confirm the validity of using the heuristic even in the face of inaccuracies introduced in the course of MINC inference. In Fig. 4(a), we see that the number of receivers that results while using MINC inference is very nearly the same as if MINC inference were perfectly accurate. This is so once the number of probes is eight or more.

Of course, many more than eight probes are required in order for the resulting inference to be accurate. In Fig. 4(b), we see that once the number of probes enters the hundreds, the lossiest link is correctly identified most of the time, on average and this improves to 90% once the number of probes exceeds a thousand. In Fig. 4(c), we see that a few thousand probes are required before the number of false positives drops below one. What is striking about both of these graphs is the fact that, after a couple of hundred probes, there is almost no perceptible diminution in performance that results from using MINC traces from M3L’s heuristic set of receivers rather than MINC traces from the entire receiver set. This final result confirms the value of M3L in reducing the bandwidth requirements for lossy link identification.

One might ask what happens if loss rates should change over the course of an inference. This is a question inherent to network tomography that M3L cannot by itself
solve. However, M3L by speeding up the process, can help. And what should happen if loss rates are not spatially or temporally independent? Again, this is a general problem for tomography. Whether such dependencies create specific biases for M3L remains a topic for future work.

6 Related and Future Work

A number of works on fault isolation were mentioned in the introduction. This paper is the first to both make use of the end-to-end fault isolation capability provided by MINC inference and reduce the overall amount of data required for that inference.

Although this paper does not make use of delay-based inference, it appears possible to adapt the techniques described in this paper to identify the high-delay links in a multicast tree. Multicast-based inference of network-internal delay characteristics is described by Lo Presti et al. (including a co-author of this paper) [18]. The combination of both loss and delay measurements for improved topology inference is described by Duffield et al. [19].

The strong correlations in outcomes for multicast packets makes multicast an effective tool for end-to-end inference of behavior inside of a network. However, multicast is often not available, and where it is available it may be of limited use for predicting unicast behavior. An alternative measurement tool is to send closely-spaced unicast packets to different receivers. These packets should also show correlated behavior. Coates and Nowack [20] have applied this principle to loss inference. It is not necessary to actively send unicast packets for measurement purposes, as abundant unicast traffic exists that can be passively monitored. Tsang, Coates and Nowack show [21] how TCP flows can be monitored to opportunistically take advantage of such closely-spaced packets as do appear. The use of striped unicast packets for delay inference is described by Duffield et al. (including a co-author on this paper) [22], and by Coates and Nowack [23,24]. The M3L protocol could be adapted for unicast-based inference so long as multicast were available for trace sharing.

Future work specifically building upon M3L will include study of a wider variety of scenarios. How does M3L perform in isolating multiple lossy links in a tree as compared to the case of a single lossy link studied in this paper, for instance? We are also interested in applying M3L to delay inference and to other forms of tomography. Finally, we plan to deploy M3L in the Internet, to study the effects of such things as correlated losses and the loss of trace-bearing packets.
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Abstract. Today, the ISPs are looked-for offering differentiated services with an adequate QoS for their end user. This is due to the fact that end users are not expecting the same QoS depending on their activities and consequently are not willing to pay the same price for these services. In this context, this paper proposes a new pricing mechanism that takes into account the customer behaviour to calculate the price of Internet services usage. The idea behind this approach is to optimize the network resources usage as well as the ISP profit by adapting, for each customer, the price of each service according to his profile. Hence, the proposed pricing mechanism is integrated into a dynamic SLA negotiation process. This process is divided into two steps: Pre-service SLA, and On-service SLA. The impact of our pricing model in over-provisioned networks has been analyzes analytically. The obtained results demonstrate that our mechanism diminishes considerably the cost of the over-provisioning. This is obtained thanks to a good balance of the traffic load during a day-scale period.

1 Introduction

The emergence of highly bandwidth consuming applications in the Internet such as multimedia applications or peer to peer applications are raising important problems to the Internet Service Providers. In fact, with the increasing number of customers using these applications the quality of service is deteriorating rapidly. Despite the existence of protocol level quality of service differentiation such as DiffServ [1], it is clear that the main differentiation factor is the price. So the questions are how should the ISP distribute its resources of different classes of service between the end-users? and how should the ISP bill these services?

An effective and complete solution to manage and control a network resources in order to offer adequate QoS to the users must be accompanied by an adequate pricing mechanism. Such a mechanism will enable one to major resources usage and adapt its price which will affect the future behaviour of the end users. However, this pricing mechanism should encourage users to use more network services.
In this paper, the objective is to propose new pricing mechanisms in the context of DiffServ networks. The choice of this architecture is motivated by the fact that is based on multi-service classes that facilitate the building of a competitive allocation resource among users by applying dynamic pricing mechanism. The remainder of the paper is organized as follows: section 2 describes the background concepts for the purpose of this work. Section 3 presents the objectives of this work. The next section presents the proposed pricing solution using unified profile with describing in detail our strategy pricing. In the Section 5, we study the impact of our pricing model in an over-provisioning network use case and finally section 6 concludes the paper by working at some future works.

2 Background

Billing and pricing internet services are studied mainly in relation to offering different Quality of Service (QoS) classes. In fact, it is essential to link a choice of QoS to a financial incentive. In the absence of such an incentive, users would always select the highest level, thus obstructing a guarantee and the utilization of several QoS classes. There are many pricing models that have been proposed for implementation in DiffServ architecture: The Flat Rate Pricing model employs a fixed charging scheme where the user is charged a fixed amount irrespective of his usage of the service. The Usage based pricing refers to charging the consumers according to parameters such as the connection time or the volume of exchanged data. In the Content Based Pricing, the user is charged according to the type of traffic that is generated. Separate charges can be applied for data, voice or video. In the case of Congestion Based Pricing, user charging is based on the severity of congestion state. It means that the price may vary according to the load state of the network. In another approach called Schemes Based On User Preferences Pricing, the users have the possibility to choose the price of their requested service. For more information about these different models, the reader can refer to the following articles [2, 3] in which the authors give a detailed and comparative study between different pricing models.

All these pricing models have advantages and limitations but they are all introducing increment benefits of the offered services using optimizations model that do not take into account the customer’s behaviours and profile which are important aspect as the end-users is the main concerned actor.

In the Internet, the billing is usually divided into connection price and usage services price with a total price equal to the addition of these costs. The Connection cost represents the cost to access the service, the setting up the user’s account and the provision of software or hardware required for the connection, the connection cost has a fixed value and it is identical for all customers of a particular service provider. The Usage Service Cost represents the usage cost of each service. It usually varies according to the amount of resources consumed during the service usage. This vision of two costs is related to economic as well as social concerns. A connection cost is always fixed; this is to make service access socially equitable to every layer of the society, otherwise, the companies will be suspected of social unfairness (poor and rich). The service cost varies according to the customers request and current provider offers.
One crucial problem the providers are facing is the accurate billing of the provided services [4]. The process of price setting is difficult because the price should reflect the value of the service as perceived by the consumer, and not the real cost of operating the service [5]. Therefore it is important to obtain some indications of this value, e.g. by means of identifying the demand patterns and what we’re suggesting here the customers profiles. and which will be detailed in the following sections.

3 Objective

The main idea of this work is to introduce users and service profiles into the pricing mechanism. This approach is based on the user characterisation that helps the operators to customize the negotiation process based on the historical behaviour of the customer and also based on service characterisation which is managed by the operator itself.

Secondly, we propose a new dynamic SLA negotiation process which is negotiated between the user and the ISP. This fulfillment of an SLA (Service Level Agreement) in a particular domain is divided in two steps: Pre-service SLA, and On-service SLA. Finally, will be studied the effect of our pricing mechanism in a context of an over-provisioning network.

4 Proposed Solution

This paper introduces an technique that allows an ISP to determine and negotiate in an intelligent manner with its customers the price of it network services with users. We introduce in this work the concept of unified profile. The unified profile is an information model about the customers’ behaviour regarding to the utilization of the provider services. The idea for the provider is to adapt its decisions according to the changing behaviour of the customer over a period of time. A dynamic users profile aims to capture the users’ behaviour and to catalogue in a useful way, information related to his fidelity and preferences. This profile is integrated in the pricing process so that the provider can define differentiated pricing for each services among customers according to their profiles. Thus, we have defined a unified profile database composed of two information models related to the user profile and the service profile (as presented in figure 1).

4.1 User Profile

Three classes of customers’ profile have been defined to reflect their behaviour: Irregular customer, regular customer and intensive customer. These behaviours concern the frequency of a particular service usage during a period of time.
This information is collected and maintained by the User Classification Agent (UCA) in the unified profile database of the ISP management system. The UC agent makes the decision to change the class of a particular user if his service usage frequency increases or decreases over predefined thresholds and period of time. When a profile is captured for a particular customer, the pricing of provided services is fixed according to this profile. Table 1 shows an example of price affectation to each user profile. For example, an irregular user will not be offered some special discount prices from the ISP. This group of customers will be asked to pay the full price (100%) for used services. However, as the end user become a more regular customer of the provider services his profile is upgraded accordingly and thus he is allowed to benefit from a more attractive tariffs.

**Table 1.** Example of benefit customer classification

<table>
<thead>
<tr>
<th>Profile</th>
<th>Gold</th>
<th>Silver</th>
</tr>
</thead>
<tbody>
<tr>
<td>Irregular</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Regular</td>
<td>75%</td>
<td>95%</td>
</tr>
<tr>
<td>Intensify</td>
<td>50%</td>
<td>75%</td>
</tr>
</tbody>
</table>
4.2 Service Profile

Similarly to the user profile, the system aims to establish a classification of the provided service in terms of interest to the customers. The ISPs must classify the network services into a set of categories according to their usage frequency: highly requested services, average requested services and finally services that are rarely requested. This classification allows the ISP to affect the right price to the service usage depending on how often the service is used. The provider has to identify what the most interesting services for the customers i.e. the services that are mostly requested during a period of time. Based on this information, the system maintains a service profile database which will be used to fix the price of each service. From nowadays experience, we know that the most interesting services are not necessarily the ones that need the highest QoS.

This classification process is performed by a specific agent called Service Classification Agent (SCA). The SC Agent maintains historical information about the request frequency of each provided service to perform this classification. Figure 2 shows the variation of the user and service profiles according to the user behaviour, i.e. connection frequency and service request frequency.

![User and Service Profiles Variation](image)

**Fig. 2.** User and Service Profiles Variation

4.3 Pricing Profile Strategy

Currently, we notice that large companies try to understand the behaviour of their customers in order to customise theirs offer to respond to the demand as well to establish a more accurate pricing strategy. Moreover, customizing the offers to the customers profiles will permit to respond to a real demand and increase the satisfaction of the customers while attracting new ones. Consequently, customers profiles are very important information for the business strategy of the companies. The profile becomes a central point of the overall service usage billing architecture. In this remains true in the telecommunication area. As Internet services providers offer more and more added value services, they have to change their billing strategy to
integrate the user’s profile in the price negotiation process. Therefore, we aim here to introduce a new pricing function and associated algorithm that take into account customers and services profile when calculating the service usage.

We introduce in the price calculation a function called \( \mathcal{R}(C\_Id, S\_Id) \) which takes as parameters the customer’s profile identifier (C_Id) and the service’s profile identifier (S_Id). Hence, we have defined the price determination function as a combination of the cost related to connection setup and maintenance \( P_C^j \) and the cost related to the usage of a particular service \( P_U^j \). While the connection cost is considered here as independent from the customer profile (this constraint can be released in the future with work in wireless environment for example), the cost related to the service usage is fully dependent on the customer’s profile and the type of service that is used (service profile). The total price determination function of \( j^{th} \) class \( P_j^j \) is as follow:

\[
P_j^j(t) = P_C^j + P_U^j \ast (\alpha T + \beta \lambda) \ast \mathcal{R}(C\_Id, S\_Id)
\]

The usage cost calculation in the formula (1) can depend on the duration of the service usage \( \alpha P_U^j \), the volume of information exchanged during the service usage \( \beta P_U^j \) or both. We can notice that an operator can balance this cost between the parameters \( \alpha \) or \( \beta \) to reflect a more sensitive pricing to duration or to volume. Our objective in this paper is to focus more on the benefit of introducing user and service profile in the pricing formula, however for more details about usage based pricing, you’ll find information in [6].

In order to specify \( \mathcal{R}(C\_Id, S\_Id) \), we have based our approach on the results of Tianshu and al. [7]. In this work, the authors have implemented a call admission control based on pricing mechanism. They have adopted an exponential growth function that increases the price value when demand \( D_j^j \) or a current load for class \( j \) exceed its targeted capacity \( T_j \).

\[
P_j^j(t) = \begin{cases} 
P_{base} & \text{if } D_j^j(t) \leq T_j \\ 
P_{base} \ast e^{\alpha \left( \frac{D_j^j}{T_j} - 1 \right)} & \text{otherwise} 
\end{cases}
\]

where \( P_j^j(t) \) denotes the price for class \( j \) at time \( t \), and \( P_{base}^j \) is the base price for service class \( j \) and \( \alpha^j \) is the convergence rate factor. However, in their case, the base price \( P_{base}^j \) and the targeted capacity \( T_j \) for each service class \( j \) are fixed value and usually they are pre-calculated based on the operator business strategy. For this reason we can classify this approach in the non-competitive market price and thus it can not affect the behaviour of the end users.

Based on this observation, we propose a \( \mathcal{R}(C\_Id, S\_Id) \) function that depends on the connection frequency of a particular customer and on his request frequency for each provided services. The R function is as follows:
where:

- $g^j$: utilization frequency of $j^{th}$ service.
- $f_{i}^{j}$: utilization frequency of $j^{th}$ service by the $i^{th}$ user.
- $D_{i}^{j}$: requested bandwidth for $j^{th}$ service from the $i^{th}$ user.
- $C_{av}^{j}$: current available bandwidth for $j^{th}$ service.

The term $D_{i}^{j} / C_{av}^{j}$ represents the effect of the user $i$ traffic on the global traffic increase. This term varies according to the user service usage and the type of service provided by the operator. Figure 3 illustrates our pricing strategy in general. When the load for particular service $j$ is lower than $C_{av}^{j} - \lambda \% * C_{max}^{j}$, the price of this service decreases and converges towards the connection price $P_{CP}^{j}$ proportionally to $C_{av}^{j}$ and $\lambda$. Otherwise, this price will rapidly increase according to an exponential function.

We notice that the based usage price $P_{UP}^{j}$ and $\lambda$ are fixed and calculated according to some businesses consideration for all services.

We can see that our proposed pricing strategy gives a competitive market price aspect in the case of a non-congestion state or a congestion state of the network as opposite to a congestion based pricing or a flat pricing mechanism. Our mechanism encourages users to highly use available services in order to get more interesting prices (lower prices) for the requested services.

In the non-congestion state i.e. $D_{i}^{j} \ll \ll C_{av}^{j}$, $D_{i}^{j} / C_{av}^{j} = 0$ (1) became depended only of the user and service request frequency.

\[ R(C_{ld}, S_{ld}) = \begin{cases} \frac{1}{g^j(t)} + \frac{1}{f_{i}^{j}(t)} + \frac{D_{i}^{j}}{C_{av}^{j}} & \text{if } C_{av}^{j} - D_{i}^{j} \geq \lambda \% * C_{max}^{j} \\ g^j(t) * \frac{1}{f_{i}^{j}(t)} + e^{C_{av}^{j}} & \text{otherwise} \end{cases} \] (2)
It also encourages users to use more intensively network resources in the case of non-congestion network. When the network is congested, the price of service usage increases rapidly and discourages customers to use the provided services. However, this price increases proportionally to user and service request frequency.

4.4 Dynamic SLA Negotiation Process

In this section we describe how to integrate a proposed pricing mechanism into the SLA negotiation architecture which is proposed in [8]. For this purpose, we suppose that All users have a representative mobile agent, which permits to negotiate requested service parameters. The SLA negotiation process is divided into two steps: Pre-Service SLA, and On-service SLA (Figure 4). This format aims to facilitate a service negotiation between the customer and the ISP agent.

The price negotiation of requested service parameters between an ISP and a user is introduced at the SLA negotiation level, where the connection price and usage price are negotiated in Per-Service SLA and On-Service SLA respectively. In Pre-Service SLA a customer and the ISP want to make a common agreement that contains the necessary information to identify the parties, the service, the time validity period, the access points, the connection cost, etc. For QoS agreement, Monitoring agreement and cost agreement, we have defined an On-Service SLA where the customer and the ISP negotiate the different agreements. The customer specifies the maximum and minimum boundaries for the negotiated SLA parameters as well as a priority in the negotiation process.

Generally, the time validity of Pre-Service SLA is long enough (month, year) while the time validity of On-Service SLA is short (hour, service duration, day). We note that, for all requested services a Pre-Service SLA step is not necessary. For a negotiation of locally requested services, a customer agent negotiates directly an SLA subscription with its ISP.

Fig. 4. Stage of SLA negotiation process

5 Over-Provisioning Versus Profile Based Pricing

The main objective of any ISP when he applies a new pricing mechanism is to optimize its resource usage while increasing its benefit and its customers satisfaction.
Nowadays, an important part of ISP investment is lost because of the over-provisioning strategy of network resources. In fact, the ISPs use this method because of the low cost of adding bandwidth and to enhance the satisfaction of their customers in order to not loose them. However, first we can not say that adding bandwidth is not expensive and also it is important to notice that this method is only efficient when the network usage is high. That means that even if over provisioning is interesting there is different manner to achieve it. The nature of the traffic generated by users application (Figure 5) is very variable and always push the providers towards adding more resources.

In this section, we show how our proposed pricing model affects the behaviour of the users to incite them to use more resources in the non-congestion period of the network. Figure 5 highlights different bandwidth load reserved according to the applied pricing mechanism. We can observe that, with the profile pricing model, the customers are interested to be informed about low charged period of service usage. The ISPs benefit function $b_j(t)$ of $j^{th}$ class of the service is the maximization of the difference between the total users price and cost of class $j$ reservation.

$$b_j(t) = \max \left[ \sum_i P^i_j(t) - f_j(C) \right]$$  \hspace{1cm} (3)

If we applied flat pricing, it is clear that ISPs would have increased their base price in order to cover the cost of the global reservation of bandwidth and to increase the benefit. However, this method doesn’t affect user’s behaviour. But if we apply our proposed pricing mechanism that affects directly the user’s behaviour, the ISP increases its benefit saving $\Delta f_j$ of the overall offers capacity of $j^{th}$ class, (equation 4).

This economy allows to the ISP to reinvest its financial resources to reduce its connection price and base usage price to become more competitive in the telecommunication market.

$$b_j(t) = \max \left[ \sum_i P^i_j(t) - (f_j(C) - \Delta f_j) \right]$$  \hspace{1cm} (4)
we can see that customers prefer to use resources when the price is the lowest. As a consequence, we will have a good balance between the users traffic load and the reserved volume capacity. The main idea of our approach is to move from a flat pricing strategy and a dynamic traffic to a dynamic profile based pricing strategy and flat traffic. If the expected behaviour of the customers is achieved, then the operator will benefit from a more predictable traffic pattern while proposing a novel pricing schema to the end customers.

6 Conclusion

In this paper, we have proposed a competitive pricing mechanism based on user and service profiles for internet services and we have integrated this pricing model into a dynamic SLA negotiation process. We have also studied the impact of our pricing model in the case of an over-provisioned network. The analytical evaluation carried out that our mechanism diminishes considerably the cost of the over-provisioning. This is obtained thanks to a good balance of the traffic load during a day-scale period. The concept called Unified Profile has been introduced. It aims to model User Profile and Service Profile. These two profiles helps the ISP to adapt its pricing strategy to the customer’s behaviour and service demand. This approach allows him to increase its revenues while increasing the users satisfaction.

References

Design and Performance of Asymmetric Turbo Coded Hybrid-ARQ

Kingsley Oteng-Amoako, Saeid Nooshabadi, and Jinhong Yuan

University of New South Wales, Sydney,
NSW 2052, Australia
k.oteng@student.unsw.edu.au

Abstract. The paper presents asymmetric turbo hybrid automatic-repeat-request (ATH-ARQ) schemes that employ component code selection for enhanced performance in Gaussian and fading channels. The resulting system provides for an efficient set of component code pairs from low to high SNR. In addition, a novel low-rate encoder structure that enables standard and asymmetric component code selection by puncturing. The paper illustrates that in certain cases the use of identical component codes yields better performance.
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1 Introduction

Automatic-Repeat-reQuest (ARQ) schemes employing turbo codes have been considered in literature and shown to improve throughput performance in burst-error channels by providing rate flexibility [1]. An extension to ARQ, Hybrid forward-error-correction (FEC)/ARQ have been established as a means of exploiting the rate flexibility of ARQ and the preemptive error correction capabilities of FEC [2]. Hybrid-ARQ schemes with rate-compatible-punctured-turbo (RCPT) codes were shown to offer spectrally efficient performance given channel conditions [3]. Turbo hybrid-ARQ have been considered widely in literature due to the close to capacity performance when turbo codes are employed as a FEC scheme [4] [5] [6].

The original turbo encoder structure [7], employed two identical parallel concatenated recursive systematic convolutional (RSC) codes separated by a random interleaver. The component codes chosen for the encoders were typically fixed and selected so as to provide acceptable performance given channel state information [8]. It was shown that the performance at high-SNR required the use of component codes with a correspondingly high the effective free distance ($d_e$) [9].

In some cases, the combination of low-memory and high-memory order component codes, termed asymmetric turbo codes, can result in an improved performance for given channel conditions [10]. Asymmetric turbo codes, can be considered as a special case of multiple turbo codes [11,12]. Asymmetric turbo codes provide improved performance particularly in the waterfall region of a turbo code. A possible application for asymmetric turbo Hybrid-ARQ follows
that of the current use of turbo hybrid-ARQ in a channel [13]. Ideally, a flexible encoder structure that enables component code selection based on channel requirements would further improve performance. Further by combining ARQ successfully with component code for adaptation of transmitted codewords, additional performance improvements can be obtained.

In designing turbo hybrid-ARQ, the selection of a component code required an analysis based on a single metric, usually \( d_e \) [14] [15]. Further, in turbo hybrid-ARQ, the selection of a component code was a trade-off between good performance at either low or high SNR. In designing asymmetric turbo hybrid-ARQ, the target error rate required by a component code pair must be selected such that the combined \( d_e \) results in the target FER being achieved. Indeed, if the combined free distance of a disparate component code pair is not lower than a required \( d_e \), the minimum error rate constraint is not achieved. In addition, asymmetrically selecting component codes may not always yield a better performance than using identical component code pairs. It will be shown in this paper, that there are conditions where the use of identical component codes are beneficial, particular at extreme points of an SNR range.

This paper is organized as follows. In Section II, a summary is presented on component code convergence and performance at various SNR. In addition, a variety of decoding metrics are also discussed. In section III, a set of selection criteria are presented for a variety of SNR’s based on the design metrics of section II. In section IV, a novel encoder structure is presented that enables both code rate and component code selection. In section V, numerical results are provided including a discussion on the results. We conclude in section VI.

2 Component Code Convergence

The error rate performance of a codeword is based on the ability of the codeword to converge during decoding. The convergence is a function of the component codes employed and the effect of the \( a \) priori received probabilities [16], [17].

In a SISO decoder, the \( a \) priori probabilities effect the convergence characteristics of the trellis decoder. However, given that a logarithm based expression is employed in both SOVA and log-MAP algorithms, large magnitude variations have a correspondingly minimal effect in the log-likelihood ratio [18]. Correct decoding in SISO is dependent on the nature in which the trellis responds to codewords as determined by the component employed.

The ability of a received sequence to travel the maximum-likelihood (ML) path in the trellis corresponds to the selection of an error-free branch at each stage of decoding. In the trellis, a large branch metric results in an inflexible decoder and minimizes gains in iterative decoding. Large branch metrics are analogous to codewords with a high proportion of larger output weight codewords. Hence, good performance of component codes at low SNR and the capability to regularly converge in a trellis is dependent on the ability to regularly generate low weight codewords [19].

Recently, the use of a pair of disparate component codes in turbo coding, termed asymmetric turbo codes, was shown to provide superior code perfor-
mance over conventional turbo codes [20]. The coding gain in asymmetric codes is attributable to the combined performance of aided decoding in the waterfall region by a "weak" component code and the improved performance in the error-floor region by the "strong" component code [21]. Whilst previous work on asymmetric turbo codes has focused on the use of a single component code pair across an entire SNR range, we focus on the selection of component code pairs based on the SNR. Further, we do not limit our selection of component codes to asymmetric codes, opting to consider identical component codes in the event they offer superior performance.

2.1 Effective Free Distance

It is highlighted in literature that the convergence of turbo codes at high SNR is based primarily on $d_e$ [22]. The $d_e$ is a function of a weight-2 input sequence that commences and terminates in the zero-state, thus a low-weight output caused by the shortest possible path through a trellis based on weight-2 input sequences. The performance of a component code is thus highly dependent on the weight-2 input, and to a lesser extent, the weight-3 input sequence. The effective free-distance, of a turbo code based on identical parallel RSC codes is bounded as,

$$d_e = 2 + 2d_2$$

where $d_2$ is the output weight of the shortest weight-2 input through a trellis and the "2" corresponds to the weight of the input sequence. Correspondingly, for an asymmetric turbo encoder, $d_e$ is given by

$$d_e = 2 + d_{2,[1]} + d_{2,[2]}$$

where $d_{2,[1]}$ is the output-weight due to the first component code and $d_{2,[2]}$ the output-weight due to the second component code. Note, if $d_{2,[1]}$ and $d_{2,[2]}$ are identical the expression reduces to the standard turbo code case of equ. 1.

2.2 Minimum Weight Code Sequences

It was proposed in [19], that the analysis of [23] be extended to input sequences of weight-i, where $(d_i > 2)$, in order to get a more accurate analysis of codeword performance. The effect of $(d_i > 2)$ input weights becomes increasingly relevant where optimized interleavers are employed to break low weight inputs.

Component codes with competing weight-i characteristics were discriminated to find the best performing code, based on the ability of a code to minimize BER given a uniform interleaver [24]. The code design criteria of [19] was found to be a more accurate reflection of code performance than [23].

2.3 Irreducible and Primitive Polynomials

In [9], it was shown by simulation that the use of primitive polynomials as the feedback in a component code maximizes the output weight. The selection
of primitive polynomials, of memory order 1 to 4, as feedback correspondingly maximizes the free-distance and the performance of the turbo code at high SNR. The use of a primitive polynomial results in a “strong” code that is less likely to break the low-weight codewords during interleaving. Thus the use of primitive polynomials as component codes restrict the performance of turbo codes at low SNR.

2.4 Decoding Complexity

The decoding complexity of a component code is given by the memory-order, $v$, of the code. At low SNR, the performance of small order component codes outperforms that of larger order component codes due to “weak” codes having low-weight codewords readily broken during interleaving [19]. The performance of component codes as a function of memory order is presented in fig. 1. In addition, at high SNR the error floor achieved by larger component codes is lower than that of smaller order component codes [19]. The improved performance of larger memory order component codes is a result of component codes producing a larger $d_e$ and an increased multiplicity in the minimum weight output sequences of weight-$i$, for $i > 2$.

3 Component Code Selection Criteria

3.1 Low-SNR Code Search Criterion

The design criterion for component codes at low SNR, can be accurately generalized by employing ”weak” codes and minimizing the output weight sequence
as detailed in section 2.2. The criteria can be summarized in terms of the metrics of decoding complexity, irreducible polynomial and primitive polynomial. The following are a set of proposed search criteria for component codes for targeting the FER region based on the metrics of section II,

1. limit candidate component code to irreducible and non-primitive feedback polynomials.
2. limit component codes to \( v \leq 3 \) order polynomials
3. determine \( d_i \), \( (2 \leq i \leq 6) \) for the set of component codes and select the component code pair that maximizes overall \( d_e \) of the asymmetric pair and aids performance at high-SNR

### 3.2 High-SNR Code Search Criterion

The BER performance floor of a codeword of length \( n \), in an AWGN channel given \( d_e \), can be approximated as [25], [14]

\[
P_K(e) \simeq \frac{N_f w_f}{2n} \text{erfc}(\sqrt{d_e R \gamma})
\]

where \( N_f \) is the number of codewords capable of generating the effective free-distance \( d_e \), \( w_f \) is the average weight of the free-distance information word, \( \gamma \) is the SNR and \( \bar{R} \) is the code rate. Correspondingly, the FER performance floor of the turbo code is approximated as,

\[
P_K(e) \simeq \text{erfc}(\sqrt{d_e \bar{R} \gamma})
\]

Thus it is observed that the error-floor at high SNR is lowered by employing a high \( d_e \). The design of a component code for targeting FER performance at high SNR can be summarized as;

1. Limit candidate component codes to irreducible and primitive polynomials
2. limit component codes to \( v > 2 \) order polynomials
3. determine \( d_i \), \( (2 \leq i \leq 6) \), of the set of component codes
4. limit selection to component codes that maximize the overall \( d_e \) of the asymmetric pair
5. select the component code that maximizes the output weight spectra for weight-i, \( d_i > 2 \).

### 3.3 Medium-SNR/Waterfall Code Search Criterion

The design criterion for component codes at medium SNR, termed the waterfall region, requires that the component code remain "weak" enough to break low output weight codewords and provide flexibility during trellis decoding to ensure codewords achieve the BER constraint. We propose the following code search criteria for targeting the frame-error rate in the waterfall region.

1. determine \( d_i \), \( (2 \leq i \leq 6) \), of the set of component codes
2. select a component code based on the criteria of section 3.2.
3. select a second component code based on the criteria of 3.1 and also simultaneously maximize the overall \( d_e \). This is expressed as

\[
d_{e,[2]} \leq 2d_{e,[\phi]} - d_{e,[1]}
\]

where \( d_{e,[2]} \) is the effective free distance of the first component code and \( d_{e,[\phi]} \) is the required effective free distance of the component code pair based on the BER constraint of the system.

<table>
<thead>
<tr>
<th>( v )</th>
<th>component code ([g_0, g_1])</th>
<th>( d_e )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A ) 1</td>
<td>[3,2] [9]</td>
<td>4</td>
</tr>
<tr>
<td>( B ) 2</td>
<td>[7,5] [9]</td>
<td>10</td>
</tr>
<tr>
<td>( C ) 2</td>
<td>[5,7]</td>
<td>8</td>
</tr>
<tr>
<td>( D ) 3</td>
<td>[13,11] [9] [13]</td>
<td>14</td>
</tr>
<tr>
<td>( E ) 3</td>
<td>[15,17] [9]</td>
<td>14</td>
</tr>
<tr>
<td>( F ) 3</td>
<td>[17,15]</td>
<td>10</td>
</tr>
<tr>
<td>( G ) 3</td>
<td>[13,15] [13]</td>
<td>14</td>
</tr>
<tr>
<td>( H ) 3</td>
<td>[11,13]</td>
<td>8</td>
</tr>
<tr>
<td>( I ) 4</td>
<td>[31,33] [9]</td>
<td>22</td>
</tr>
<tr>
<td>( J ) 4</td>
<td>[37,21] [7] [9]</td>
<td>10</td>
</tr>
<tr>
<td>( K ) 4</td>
<td>[23,35]</td>
<td>22</td>
</tr>
<tr>
<td>( L ) 4</td>
<td>[23,25]</td>
<td>22</td>
</tr>
<tr>
<td>( M ) 4</td>
<td>[31,27]</td>
<td>22</td>
</tr>
<tr>
<td>( N ) 4</td>
<td>[37,23]</td>
<td>10</td>
</tr>
<tr>
<td>( O ) 4</td>
<td>[37,31] [9] [26]</td>
<td>22</td>
</tr>
<tr>
<td>( P ) 4</td>
<td>[25,37]</td>
<td>10</td>
</tr>
</tbody>
</table>

4 Novel ATH-ARQ Encoder Structure

In fig. 2, a rate 1/7 turbo encoder based on the parallel concatenation of non-systematic component codes, of \( v = (2, 3, 4) \) is shown. The encoder structure is constructed based on the optimal component codes for low SNR, high SNR and the waterfall region.

It is observed from the figure that the rate 1/7 turbo encoder structure is based on parity bits of six rate 1/2 RSC encoders and the systematic bits of a
Fig. 2. Performance of various rate 1/3 component codes during Rayleigh distributed random walk in various fade rates.

single encoder. This results in a systematic stream and six parity streams each of length $\rho$ encoded bits. Thus the total encoded frame size prior to puncturing is a $(7 \times \rho)$ matrix where each row corresponds to either a systematic or parity stream and each column corresponds to a puncture period.
Fig. 3. Performance of various rate 1/3 component codes during Rayleigh distributed random walk in various fade rates

The puncturing of the encoded blocks in the proposed structure, amounts to sending a specific component code and code rate based on CSI. Thus, the component codes available are \{(5, 7), (17, 15), (37, 31)\} and the code rates available are \{(1/3), (2/5), (1/2), (2/3)\}. Consequently S-PP (Systematic-puncture periods) are employed to select code rate and component code pairs. The encoder
employs two-stages of puncturing, the first stage is for component code selection and the second stage enables rate-matching. Given that three distinct component codes are employed in the mothercode, the first stage puncturing employs \((3!+1)\) distinct puncturing schemes and thus SP-6 puncturing at the first stage. The puncture patterns of the first stage puncturing are denoted by \(\mathbf{P}_6\) prefix. The selection of standard rate 1/3 encoders as proposed by [7], is given by puncturing the mothercode based on matrices \(\{\mathbf{P}_6(0), \mathbf{P}_6(1), \mathbf{P}_6(2), \mathbf{P}_6(3)\}\).

\[
\begin{bmatrix}
1111 & 1111 & 1111 & 1111 \\
0000 & 1111 & 0000 & 0000 \\
0000 & 0000 & 1111 & 0000 \\
0000 & 0000 & 0000 & 1111 \\
0000 & 1111 & 0000 & 0000 \\
0000 & 0000 & 1111 & 0000 \\
0000 & 0000 & 0000 & 1111 \\
\end{bmatrix}
\]

In addition, the selection of asymmetric codes can be obtained from the mothercode based on the following puncturing schemes \(\{\mathbf{P}_6(4), \mathbf{P}_6(5), \mathbf{P}_6(6)\}\).

\[
\begin{bmatrix}
1111 & 1111 & 1111 \\
1111 & 0000 & 0000 \\
0000 & 1111 & 0000 \\
0000 & 0000 & 1111 \\
0000 & 0000 & 1111 \\
1111 & 0000 & 0000 \\
0000 & 1111 & 0000 \\
\end{bmatrix}
\]

The second stage puncturing enables rate matching based on the observed channel conditions. Given, the for the second stage three streams (one systematic and two parity) of subblocks of length \(\rho\) exist, SP-4 puncturing is required. The puncture patterns of the second stage are SP-4. Thus the puncturing matrices of \(\{\mathbf{P}_4(0), \mathbf{P}_4(1), \mathbf{P}_4(2), \mathbf{P}_4(3)\}\) are employed,

\[
\begin{bmatrix}
1111 & 1111 & 1111 & 1111 \\
1111 & 1100 & 1100 & 1100 \\
1111 & 0111 & 0111 & 0111 \\
\end{bmatrix}
\]

As an example, suppose an encoder based on the asymmetry of \(v = 2\) and \(v = 4\) component codes is required at rate \(2/5\), \(\mathbf{P}_6(6)\) and \(\mathbf{P}_4(1)\) would be employed sequentially to achieve the required puncture rate and asymmetry.
5 Numerical Results

5.1 Channel Assumptions

We assume coherent signalling over an AWGN and fading channel where $\gamma$ corresponds to $E_s/N_o$, where $E_s$ is the energy-per-symbol and $N_o$ is the single-sided power spectral density of the noise. The output of the channel, therefore, is characterized at a given time as, $y = \alpha x + n$, where $\alpha$ is a Rayleigh distributed fading variable, antipodal modulated (i.e. $x \in \{+1, -1\}$) and $n$ is the zero-mean Gaussian random variable of standard deviation $\sigma = \sqrt{N_o/2E_s}$. A SR-ARQ scheme is considered with sufficiently larger buffers. An error-free low-capacity feedback channel is considered over which positive acknowledgements (ACK) and negative acknowledgements (NACK) can be sent. The channel conditions are assumed known at all times, thus channel state information (CSI) is available at both the transmitter and receiver sides.

The source encoder employs a binary turbo encoder with signal mapping to a QPSK modulator considering an encoded sequence of $k$ information bits and a total length of $n$ bits, such that the rate of the code is represented as $R = k/n$ with $n - k$ parity bits.

The analysis presented is based primarily on AWGN channel and extended to a flat fading channel. It is assumed that the channel remains constant over the entire transmit period of a frame such that the packet can be estimated and assumed known at the receiver.

Fig. 4. Novel ATH-ARQ encoder implementation structure
5.2 Code Search Example

We present here a code search example based on the criterion proposed in section 3.1, 3.3 and 3.2 with consideration of asymmetric codes. In Table I, the $d_e$ of a variety of component codes considered in literature, of order $2 \leq v \leq 4$ are presented. In addition, the distance weight spectra ($2 \leq d_i \leq 6$) of each code is employed in the analysis criteria. The set of distance weight spectra available in [14,27], can be used in the analysis provided.

In Section 2, it was established that at low-SNR optimum performance required "weak" component codes. The selection indicated a requirement for low memory order and non-primitive component codes. Both code A, B and C are low memory order component codes ($v \leq 2$), however code B has a primitive polynomial that decreases the occurrence of breaking low-weight input sequences during interleaving given criterion (2) of section 3.1. However, code B clearly generates the larger $d_e$, as observed in Table 1. Considering the combined metrics for selection of component codes at low-SNR, code B appears to be the best component code. Given that the combined effect of employing two "weak" component codes results in the best performance at low-SNR, parallel encoders consisting of two code B generators are suggested.

The selection of a component code at high-SNR is based solely on its distance spectra characteristics; initially maximization of the $d_e$ in addition, consideration of distance weight spectra characteristics. Based on the selection criteria in section 3.2, codes I, K, L, M and O offer $d_e = 22$, and are all considered high memory order (i.e. $v \geq 3$). However, observation of $Z (1 \geq Z \geq 6)$ [21], highlights that code L produces the lower output weight codewords, generating $Z = 8$ for $W = 2$. Code O also employs a reducible feedback polynomial. Thus codes I, K and M can be considered as candidate component codes for high-SNR. In order to obtain maximum performance at high-SNR, an identical component code pair of code O would be required to maximise $d_e$.

It was established that at medium-SNR, a "weak" component code is required for performance at low SNR and another $d_e$ component code for maximization of the distance spectra. Given that code B has been suggested as the optimal component code at low-SNR, it can be employed as the "weak" code in a component code pair. However, due to the relatively low $d_e$ of code B, the use of this component code for situations where the $\gamma$ changes rapidly (i.e. fading channels) would limit performance. In addition, the low $d_e$ would limit performance in systems requiring a low BER constraint. Thus code D is suggested as an alternate "weak" component code based on the criteria of section 3.3. Code O, can be employed as the "strong" component code for operation at medium-SNR. Therefore an asymmetric structures, consisting of code O and code B for AWGN channels and code O and code D for fading channels, would yield the best throughput.

Based on an application of the design metrics of section II, it has been demonstrated that a turbo encoder structure based on identical component code pairs offer the best performance at low-SNR and high-SNR. In order to achieve optimal performance in fast-fading and non-coherent channels, an asymmetric turbo encoder structure based on the detailed design metrics offer the best performance.
The performance of the asymmetric code is compared to various component codes based on a random walk in a Rayleigh fading channel in fig. 3. The simulation is based on code B (5/7), code F (17/15), code O (37/31) and asymmetric component code based on code B (5/7) and code O (37/31). It is observed in fig. 2(a) and fig. 2(b), that in slow-fade scenarios of low-SNR component code O offers the best performance. It is observed in fig. 3(a) and fig. 3(b), that the asymmetric code offers better performance than code O at low-SNR and good performance at high-SNR.

6 Conclusion

The design criteria for throughput maximization of turbo codes at low, medium and high SNR was proposed based on complexity and distance spectra. The above criteria considered the use of component codes in an asymmetric structure. The optimal component codes were obtained based on the proposed criteria. It was shown that by using an asymmetric turbo encoder structure performance improvements in the dynamic SNR range is achieved over standard turbo encoder structures, particularly at low and medium SNR. A novel low-rate encoder structure was proposed based on the optimal component code pairs.
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