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Integrability, Supersymmetry and Coherent States

A Volume in Honour of Professor Véronique Hussin
Preface

The 6th International Workshop on New Challenges in Quantum Mechanics: Integrability and Supersymmetry was organized in Valladolid (Spain) on June 27–30, 2017, in honor of Prof. Véronique Hussin. The conference was very successful; it attracted more than 60 researchers from different countries, and about 45 talks were delivered.

Prof. Hussin is an internationally recognized expert in many branches of mathematical physics. Her career started in her native city of Liège (Belgium); afterward she moved to Montréal, where she has stayed ever since at Université de Montréal and at CRM (Centre de Recherches Mathématiques). However, Véronique Hussin has had numerous stays in different research centers collaborating with many colleagues and friends. In particular, we want to mention her regular visits to Durham University (England), CINVESTAV (Mexico), and the University of Valladolid (Spain) where, besides her scientific activity, due to her open character, she made many friends. She has made remarkable contributions to several areas, like coherent and squeezed states, supersymmetry, sigma models, nonlinear equations, and other topics that show her wide range of interests.

The workshop program paid special attention to the topics in which Prof. Hussin has been working. Based on this conference, but open to scientists in these fields, we considered a good opportunity to edit a contributed book published by Springer Nature, under the title “Integrability, Supersymmetry and Coherent States”. The book is devoted in part to review papers on the three main topics, whose authors are well-known experts in their fields and where the objective is to take a personal approach on some attractive aspects of these subjects. A second part is made up of
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a list of contributions related to these topics. All the papers have satisfied a strict refereeing process by anonymous specialists before publishing.

It is a pleasure, for all of us, to dedicate this volume to Véronique Hussin on the occasion of her 60th birthday.
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Curvature as an Integrable Deformation

Ángel Ballesteros, Alfonso Blasco, and Francisco J. Herranz

Abstract The generalization of (super)integrable Euclidean classical Hamiltonian systems to the two-dimensional sphere and the hyperbolic space by preserving their (super)integrability properties is reviewed. The constant Gaussian curvature of the underlying spaces is introduced as an explicit deformation parameter, thus allowing the construction of new integrable Hamiltonians in a unified geometric setting in which the Euclidean systems are obtained in the vanishing curvature limit. In particular, the constant curvature analogue of the generic anisotropic oscillator Hamiltonian is presented, and its superintegrability for commensurate frequencies is shown. As a second example, an integrable version of the Hénon–Heiles system on the sphere and the hyperbolic plane is introduced. Projective Beltrami coordinates are shown to be helpful in this construction, and further applications of this approach are sketched.

Keywords Integrable systems · Curvature · Sphere · Hyperbolic plane · Integrable perturbations · Oscillator potential · Hénon–Heiles

1 Introduction

The aim of this contribution is to review some new recent results related to a seemingly elementary issue in the theory of finite-dimensional integrable systems [1–5], whose solution presents quite a number of interesting features. The problem can explicitly be stated as follows.
Let us consider a certain Liouville integrable natural Hamiltonian system for a particle with unit mass moving on the two-dimensional (2D) Euclidean space endowed with the standard bracket \( \{q_i, p_j\} = \delta_{ij} \) in terms of canonical coordinates and momenta, namely

\[
\mathcal{H} = T + V = \frac{1}{2}(p_1^2 + p_2^2) + V(q_1, q_2),
\]

(1)

where \( T \) is the kinetic energy and \( V \) is the potential. The Liouville integrability of this system will be provided by a constant of the motion given by a globally defined function \( I(p_1, p_2, q_1, q_2) \) such that \( \{\mathcal{H}, I\} = 0 \).

The proposed problem consists in finding a one-parameter integrable deformation of \( \mathcal{H} \) of the form

\[
\mathcal{H}_\kappa = T_\kappa(p_1, p_2, q_1, q_2) + V_\kappa(q_1, q_2), \quad \kappa \in \mathbb{R},
\]

with integral of the motion given by the smooth and globally defined function \( I_\kappa(p_1, p_2, q_1, q_2) \) (therefore \( \{\mathcal{H}_\kappa, I_\kappa\} = 0 \)), and such that the following two conditions hold:

1. The smooth function \( T_\kappa \) is the kinetic energy of a particle on a 2D space whose constant curvature is given by the parameter \( \kappa \), i.e. the 2D sphere \( S^2 \) will arise in the case \( \kappa > 0 \) and the hyperbolic plane \( H^2 \) when \( \kappa < 0 \).
2. The Euclidean system \( \mathcal{H} \) given by (1) has to be smoothly recovered in the zero-curvature limit \( \kappa \to 0 \), namely

\[
\mathcal{H} = \lim_{\kappa \to 0} \mathcal{H}_\kappa, \quad I = \lim_{\kappa \to 0} I_\kappa.
\]

If these two conditions are fulfilled, we will say that \( \mathcal{H}_\kappa \) is an integrable curved version of \( \mathcal{H} \) on the sphere and the hyperbolic space. We stress that within this framework the Gaussian curvature \( \kappa \) of the space enters as a deformation parameter, and the curved system \( \mathcal{H}_\kappa \) can be thought of as smooth integrable perturbation of the flat one \( \mathcal{H} \) in terms of the curvature parameter. Therefore, integrable Hamiltonian systems on \( S^2 (\kappa > 0) \), \( H^2 (\kappa < 0) \) and \( E^2 (\kappa = 0) \) will be simultaneously constructed and analysed.

Moreover, it could happen that the initial Hamiltonian \( \mathcal{H} \) is not only integrable but superintegrable, i.e. another globally defined and functionally independent integral of the motion \( K(p_1, p_2, q_1, q_2) \) does exist such that

\[
\{\mathcal{H}, I\} = \{\mathcal{H}, K\} = 0, \quad \{I, K\} \neq 0.
\]

In that case we could further impose the existence of the curved (and functionally independent) analogue \( K_\kappa \) of the second integral such that

\[
K = \lim_{\kappa \to 0} K_\kappa.
\]
If we succeed in finding such second integral fulfilling
\[
\{ \mathcal{H}_\kappa, \mathcal{I}_\kappa \} = \{ \mathcal{H}_\kappa, \mathcal{K}_\kappa \} = 0, \quad \{ \mathcal{I}_\kappa, \mathcal{K}_\kappa \} \neq 0,
\]
we will say that we have obtained a superintegrable curved generalization of the Euclidean superintegrable Hamiltonian $\mathcal{H}$.

The explicit curvature-dependent description of $S^2$ and $H^2$ is well known in the literature and can be found, for instance, in [6–28] (see also the references therein) where it has been mainly considered in the classification and description of superintegrable systems on these two spaces. In this contribution we will present several recent works in which this geometric framework has been applied for non-superintegrable systems where the lack of additional symmetries forces to make use of a purely integrable perturbation approach. Moreover, this perturbative viewpoint shows that the uniqueness of this construction is not guaranteed, since in general different $V_\kappa$ integrable potentials (and their associated $\mathcal{I}_\kappa$ integrals) having the same $\kappa \to 0$ limit could exist and be found. As an outstanding example of this plurality, we will present the construction of different integrable curved analogues on $S^2$ ($\kappa > 0$) and $H^2$ ($\kappa < 0$) of some anisotropic oscillators.

The second novel technical aspect to be emphasized in the results here presented is that in some cases projective coordinates turn out to be helpful in order to construct the (super)integrable deformations $\mathcal{H}_\kappa$, since when these coordinates are considered on $S^2$ and $H^2$ then the curved kinetic energy $T_\kappa$ is expressed as a polynomial in the canonical variables describing the projective phase space. Therefore, some of the examples here presented can be thought of as instances of integrable projective dynamics, in the sense of [29, 30].

The structure of the paper is as follows. In the next section we review the description of the geodesic dynamics on the sphere and the hyperboloid by making use of the above-mentioned curvature-dependent formalism. In particular, ambient space coordinates as well as geodesic parallel and geodesic polar coordinates for $S^2$ and $H^2$ will be introduced. In Sect. 3 the projective dynamics on the sphere and the hyperboloid in terms of Beltrami coordinates will also be summarized, thus providing a complete set of geometric possibilities for the description of dynamical systems on these curved spaces. In Sect. 4 we recall the (super)integrability properties of the 2D anisotropic oscillator with arbitrary frequencies and also with commensurate ones, and in Sect. 5 the explicit construction of the $\mathcal{H}_\kappa$ Hamiltonian defining its curved analogue will be presented. Section 6 will be devoted to recall the three integrable versions of the well-known (non-integrable) Hénon–Heiles Hamiltonian. In Sect. 7 the construction of the curved version on $S^2$ and $H^2$ of an integrable Hénon–Heiles system related to the KdV hierarchy will be constructed, thus exemplifying the usefulness of the approach here presented for the obtention of new integrable systems on curved spaces. Furthermore, the full Ramani–Dorizzi–Grammaticos series of integrable polynomial potentials will also be generalized to the curved case. Finally, a section including some remarks and open problems under investigation closes the paper.
2 Geodesic Dynamics on the Sphere and the Hyperboloid

Let us consider the one-parametric family of 3D real Lie algebras \( \mathfrak{so}_\kappa(3) = \text{span}\{J_{01}, J_{02}, J_{12}\} \) with commutation relations given by (in the sequel we follow the curvature-dependent formalism as presented in [31, 32]):

\[
\begin{align*}
[J_{12}, J_{01}] &= J_{02}, & [J_{12}, J_{02}] &= -J_{01}, & [J_{01}, J_{02}] &= \kappa J_{12},
\end{align*}
\]

where \( \kappa \) is a real parameter. The Casimir invariant, coming from the Killing–Cartan form, reads

\[
\mathcal{C} = J_{01}^2 + J_{02}^2 + \kappa J_{12}^2.
\]

The family \( \mathfrak{so}_\kappa(3) \) comprises three specific Lie algebras: \( \mathfrak{so}(3) \) for \( \kappa > 0 \), \( \mathfrak{so}(2, 1) \cong \mathfrak{sl}_2(\mathbb{R}) \) for \( \kappa < 0 \), and \( \mathfrak{iso}(2) \equiv \mathfrak{e}(2) = \mathfrak{so}(2) \oplus \mathbb{R}^2 \) for \( \kappa = 0 \). Note that the value of \( \kappa \) can be reduced to \{+1, 0, −1\} through a rescaling of the Lie algebra generators; therefore setting \( \kappa = 0 \) in (2) can be shown to be equivalent to applying an Inönü–Wigner contraction [33].

The involutive automorphism defined by

\[
\Theta(J_{01}, J_{02}, J_{12}) = (-J_{01}, -J_{02}, J_{12}),
\]

generates a \( \mathbb{Z}_2 \)-grading of \( \mathfrak{so}_\kappa(3) \) in such a manner that \( \kappa \) is a graded contraction parameter [34], and \( \Theta \) gives rise to the following Cartan decomposition of the Lie algebra:

\[
\mathfrak{so}_\kappa(3) = \mathfrak{h} \oplus \mathfrak{p}, \quad \mathfrak{h} = \text{span}\{J_{12}\} = \mathfrak{so}(2), \quad \mathfrak{p} = \text{span}\{J_{01}, J_{02}\}.
\]

We denote \( \text{SO}_\kappa(3) \) and \( H \) the Lie groups with Lie algebras \( \mathfrak{so}_\kappa(3) \) and \( \mathfrak{h} \), respectively, and we consider the 2D symmetrical homogeneous space defined by

\[
\mathbb{S}^2_\kappa = \text{SO}_\kappa(3)/H, \quad H = \text{SO}(2) = \langle J_{12} \rangle.
\]

This coset space has constant Gaussian curvature equal to \( \kappa \) and is endowed with a metric having positive definite signature. The generator \( J_{12} \) leaves a point \( O \) invariant, the origin, so generating rotations around \( O \), while \( J_{01} \) and \( J_{02} \) generate translations which move \( O \) along two basic orthogonal geodesics \( l_1 \) and \( l_2 \).

Therefore \( \mathbb{S}^2_\kappa \) (4) covers the three classical 2D Riemannian spaces of constant curvature:

\[
\begin{align*}
\mathbb{S}^2_+ : & \text{ Sphere} & \mathbb{S}^2_0 : & \text{ Euclidean plane} & \mathbb{S}^2_- : & \text{ Hyperbolic space} \\
\mathbb{S}^2 = \text{SO}(3)/\text{SO}(2) & \quad \mathbb{E}^2 = \text{ISO}(2)/\text{SO}(2) & \quad \mathbb{H}^2 = \text{SO}(2, 1)/\text{SO}(2)
\end{align*}
\]
We recall that these three spaces (and their motion groups \( SO_\kappa(3) \)) are contained within the family of the so-called 2D orthogonal Cayley–Klein geometries [6, 35, 36], which are parametrized in terms of two graded contraction parameters \( \kappa \equiv \kappa_1 \) and \( \kappa_2 \) [34].

In what follows we describe the metric structure and the geodesic motion on the above spaces in terms of several sets of coordinates that will be used throughout the paper. We stress that all the resulting expressions will have always a smooth and well-defined flat limit (contraction) \( \kappa \to 0 \) reducing to the corresponding Euclidean ones.

### 2.1 Ambient Space Coordinates

The vector representation of \( so_\kappa(3) \) is provided by the following faithful matrix representation \( \rho : so_\kappa(3) \to \text{End}(\mathbb{R}^3) \) [8, 9]

\[
\rho(J_{01}) = \begin{pmatrix}
0 & -\kappa & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad \rho(J_{02}) = \begin{pmatrix}
0 & 0 & -\kappa \\
0 & 0 & 0 \\
1 & 0 & 0
\end{pmatrix}, \quad \rho(J_{12}) = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{pmatrix},
\]

which satisfies

\[
\rho(J_{ij})^T \mathbb{I}_\kappa + \mathbb{I}_\kappa \rho(J_{ij}) = 0, \quad \mathbb{I}_\kappa = \text{diag}(1, \kappa, \kappa).
\]

The matrix exponentiation of (5) leads to the following one-parametric subgroups of \( SO_\kappa(3) \):

\[
e^{\alpha \rho(J_{01})} = \begin{pmatrix}
C_\kappa(\alpha) & -\kappa S_\kappa(\alpha) & 0 \\
S_\kappa(\alpha) & C_\kappa(\alpha) & 0 \\
0 & 0 & 1
\end{pmatrix}, \quad e^{\gamma \rho(J_{12})} = \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \gamma & -\sin \gamma \\
0 & \sin \gamma & \cos \gamma
\end{pmatrix},
\]

\[
e^{\beta \rho(J_{02})} = \begin{pmatrix}
C_\kappa(\beta) & 0 & -\kappa S_\kappa(\beta) \\
0 & 1 & 0 \\
S_\kappa(\beta) & 0 & C_\kappa(\beta)
\end{pmatrix},
\]

where we have introduced the \( \kappa \)-dependent cosine and sine functions [6, 8]

\[
C_\kappa(x) := \sum_{l=0}^{\infty} (-\kappa)^l \frac{x^{2l}}{(2l)!} = \begin{cases}
\cos \sqrt{\kappa} x & \kappa > 0 \\
1 & \kappa = 0 \\
\cosh \sqrt{-\kappa} x & \kappa < 0
\end{cases}
\]
\[ S_\kappa(x) := \sum_{l=0}^{\infty} (-\kappa)^l \frac{x^{2l+1}}{(2l+1)!} = \begin{cases} \frac{1}{\sqrt{\kappa}} \sin \sqrt{\kappa} x & \kappa > 0 \\ x & \kappa = 0 \\ \frac{1}{\sqrt{-\kappa}} \sinh \sqrt{-\kappa} x & \kappa < 0 \end{cases} \]

The \( \kappa \)-tangent function is defined as
\[ T_\kappa(x) := \frac{S_\kappa(x)}{C_\kappa(x)}. \]

These curvature-dependent trigonometric functions coincide with the circular and hyperbolic ones for \( \kappa = \pm 1 \), while under the contraction \( \kappa = 0 \) they reduce to the parabolic functions: \( C_0(x) = 1 \) and \( S_0(x) = T_0(x) = x \). Some trigonometric relations read [8]
\[ C_\kappa^2(x) + \kappa S_\kappa^2(x) = 1, \quad C_\kappa(2x) = C_\kappa^2(x) - \kappa S_\kappa^2(x), \quad S_\kappa(2x) = 2S_\kappa(x)C_\kappa(x) \]
and their derivatives are given by [9]
\[ \frac{d}{dx} C_\kappa(x) = -\kappa S_\kappa(x), \quad \frac{d}{dx} S_\kappa(x) = C_\kappa(x), \quad \frac{d}{dx} T_\kappa(x) = \frac{1}{C_\kappa^2(x)}. \]

Therefore, under the matrix realization (7), the Lie group \( \text{SO}_\kappa(3) \) becomes a group of isometries of the bilinear form \( \mathbb{I}_\kappa(6) \),
\[ g^T \mathbb{I}_\kappa g = \mathbb{I}_\kappa, \quad \forall g \in \text{SO}_\kappa(3), \]
acting on a 3D linear ambient space \( \mathbb{R}^3 = (x_0, x_1, x_2) \) through matrix multiplication. The subgroup \( e^{\gamma p(J_{12})} (7) \) is the isotropy subgroup of the point \( O = (1, 0, 0) \), which is taken as the origin in the homogeneous space \( S^2_\kappa(4) \). The orbit of \( O \) is contained in the “\( \kappa \)-sphere” determined by \( \mathbb{I}_\kappa(6) \):
\[ \Sigma_\kappa : x_0^2 + \kappa (x_1^2 + x_2^2) = 1. \quad (8) \]

The connected component of \( \Sigma_\kappa \) is identified with the space \( S^2_\kappa \) and the action of \( \text{SO}_\kappa(3) \) is transitive on it. The coordinates \( (x_0, x_1, x_2) \) satisfying the constraint (8) are called ambient space or Weierstrass coordinates. Notice that for \( \kappa > 0 \) we recover the sphere, if \( \kappa < 0 \), we find the two-sheeted hyperboloid, and in the flat case with \( \kappa = 0 \) we get two Euclidean planes \( x_0 = \pm 1 \) with Cartesian coordinates \( (x_1, x_2) \). Since \( O = (1, 0, 0) \), we identify the hyperbolic space \( \mathbb{H}^2 \) with the connected component corresponding to the sheet of the hyperboloid with \( x_0 \geq 1 \), and the Euclidean space \( \mathbb{E}^2 \) with the plane \( x_0 = +1 \).
The metric on $S^2_\kappa$ comes from the flat ambient metric in $\mathbb{R}^3$ divided by the curvature $\kappa$ and restricted to $\Sigma_\kappa$:

$$(ds)^2_\kappa = \frac{1}{\kappa} \left( dx_0^2 + \kappa \left( dx_1^2 + dx_2^2 \right) \right) \bigg|_{\Sigma_\kappa} = \frac{\kappa (x_1 dx_1 + x_2 dx_2)^2}{1 - \kappa \left( x_1^2 + x_2^2 \right)} + dx_1^2 + dx_2^2.$$  \hspace{1cm} (9)

Isometry vector fields in ambient coordinates for $so_\kappa(3)$, fulfilling (2), are directly obtained from the vector representation (5):

$$J_{01} = \kappa x_1 \partial_0 - x_0 \partial_1, \quad J_{02} = \kappa x_2 \partial_0 - x_0 \partial_2, \quad J_{12} = x_2 \partial_1 - x_1 \partial_2,$$ \hspace{1cm} (10)

where $\partial_\mu = \partial / \partial x_\mu$ ($\mu = 0, 1, 2$).

Now we consider the ambient momenta $\pi_\mu$ conjugate to $x_\mu$ fulfilling the canonical Poisson bracket $\{x_\mu, \pi_\nu\} = \delta_{\mu \nu}$ subjected to the constraint (8). The vector fields (10) give rise to a symplectic realization of $so_\kappa(3)$ in terms of ambient variables by setting $\partial_\mu \rightarrow -\pi_\mu$:

$$J_{01} = x_0 \pi_1 - \kappa x_1 \pi_0, \quad J_{02} = x_0 \pi_2 - \kappa x_2 \pi_0, \quad J_{12} = x_1 \pi_2 - x_2 \pi_1,$$ \hspace{1cm} (11)

which close the Poisson brackets defining the Lie–Poisson algebra $so_\kappa(3)$

$$\{J_{12}, J_{01}\} = J_{02}, \quad \{J_{12}, J_{02}\} = -J_{01}, \quad \{J_{01}, J_{02}\} = \kappa J_{12}.$$ 

The metric (9) provides the free Lagrangian $L_\kappa$ with ambient velocities $\dot{x}_\mu$ for a particle with unit mass, so determining geodesic motion on $S^2_\kappa$:

$$L_\kappa = \frac{1}{2\kappa} \left( \dot{x}_0^2 + \kappa \left( \dot{x}_1^2 + \dot{x}_2^2 \right) \right) \bigg|_{\Sigma_\kappa} = \frac{\kappa (x_1 \dot{x}_1 + x_2 \dot{x}_2)^2}{2 \left( 1 - \kappa \left( x_1^2 + x_2^2 \right) \right)} + \frac{1}{2} \left( \dot{x}_1^2 + \dot{x}_2^2 \right).$$ \hspace{1cm} (12)

Thus the corresponding momenta $\pi_\mu = \partial L_\kappa / \partial \dot{x}_\mu$ read

$$\pi_0 = \dot{x}_0 / \kappa, \quad \pi_1 = \dot{x}_1, \quad \pi_2 = \dot{x}_2.$$ \hspace{1cm} (13)

The time derivative of the constraint (8) provides the relation

$$\Sigma_\kappa : x_0 \pi_0 + x_1 \pi_1 + x_2 \pi_2 = 0.$$ 

Finally, by introducing (13) in (12) we obtain that the kinetic energy $T_\kappa$ in ambient variables is given by

$$T_\kappa = \frac{1}{2} \left( \kappa \pi_0^2 + \pi_1^2 + \pi_2^2 \right) \bigg|_{\Sigma_\kappa} = \frac{\kappa (x_1 \pi_1 + x_2 \pi_2)^2}{2 \left( 1 - \kappa \left( x_1^2 + x_2^2 \right) \right)} + \frac{1}{2} \left( \pi_1^2 + \pi_2^2 \right).$$ \hspace{1cm} (14)
Notice that the contraction $\kappa = 0$ is well defined in the r.h.s. of Eqs. (9), (12), and (14) yielding the Euclidean expressions

$$\left( ds \right)_0^2 = dx_1^2 + dx_2^2, \quad L_0 = \frac{1}{2} (\dot{x}_1^2 + \dot{x}_2^2), \quad T_0 = \frac{1}{2} (\pi_1^2 + \pi_2^2).$$

### 2.2 Geodesic Parallel and Polar Coordinates

The ambient coordinates (8) can also be parametrized in terms of two intrinsic variables of geodesic type. For our purposes let us consider the so-called geodesic parallel $(x, y)$ and geodesic polar $(r, \phi)$ coordinates of a point $Q = (x_0, x_1, x_2) \in S_2^\kappa$ [7, 9], which are defined through the following action of the one-parametric subgroups (7) on the origin $O = (1, 0, 0)$:

$$(x_0, x_1, x_2)^T = \exp(x \rho(J_{01})) \exp(y \rho(J_{02})) O^T = \exp(\phi \rho(J_{12})) \exp(r \rho(J_{01})) O^T,$$

which gives

$$x_0 = C_\kappa(x) C_\kappa(y) = C_\kappa(r),$$

$$x_1 = S_\kappa(x) C_\kappa(y) = S_\kappa(r) \cos \phi, \quad (15)$$

$$x_2 = S_\kappa(y) = S_\kappa(r) \sin \phi.$$

In this construction, the variable $r$ is the distance between the origin $O$ and the point $Q$ measured along the geodesic $l$ that joins both points, while $\phi$ is the angle of $l$ with respect to a base geodesic $l_1$ (associated with the translation generator $J_{01}$). Let $Q_1$ be the intersection point of $l_1$ with its orthogonal geodesic $l'_2$ through $Q$. Then $x$ is the geodesic distance between $O$ and $Q_1$ measured along $l_1$ and $y$ is the geodesic distance between $Q_1$ and $Q$ measured along $l'_2$. On $E^2$ with $\kappa = 0$, the relations (15) lead to $x_0 = 1$ and $(x_1, x_2) = (x, y) = (r \cos \phi, r \sin \phi)$ so reducing to Cartesian and polar coordinates.

These coordinates are shown in Fig. 1 for $S^2$ and $H^2$. In these pictures, $l_2$ is the base geodesic orthogonal to $l_1$ through $O$, so related to $J_{02}$, and $Q_2$ is the intersection point of $l_2$ with its orthogonal geodesic $l'_2$ through $Q$.

We substitute (15) in the ambient metric (9) and in the free Lagrangian (12), finding that

$$\left( ds \right)_\kappa^2 = C_\kappa^2(y) dx_1^2 + dy^2 = dr^2 + S_\kappa^2(r) d\phi^2,$$

$$L_\kappa = \frac{1}{2} (C_\kappa^2(y) \dot{x}_1^2 + \dot{y}^2) = \frac{1}{2} (r^2 + S_\kappa^2(r) \dot{\phi}^2).$$
Curvature as an Integrable Deformation

Fig. 1 Ambient \((x_0, x_1, x_2)\), geodesic parallel \((x, y)\) and geodesic polar \((r, \phi)\) coordinates of a point \(Q\) on the sphere \(S^2\) with \(\kappa = +1\) and on the hyperbolic space \(H^2\) with \(\kappa = -1\) and \(x_0 \geq 1\). The origin of the space in ambient coordinates is \(O = (1, 0, 0)\). Note that on \(S^2\), \(O_1 = (0, 1, 0)\) and \(O_2 = (0, 0, 1)\).

Now, we denote \((p_x, p_y)\) and \((p_r, p_\phi)\) the conjugate momenta of the coordinates \((x, y)\) and \((r, \phi)\), respectively, and the free Hamiltonian (kinetic energy) turns out to be

\[
T_\kappa = \frac{1}{2} \left( \frac{p_x^2}{C_\kappa(y)} + p_y^2 \right) = \frac{1}{2} \left( p_r^2 + \frac{p_\phi^2}{S_\kappa^2(r)} \right).
\]

According to (15) and avoiding singularities in (16), we find that the domain of the geodesic coordinates on \(S^2\) and \(H^2\) reads (always \(\phi \in [0, 2\pi)\))

\[
S^2 \ (\kappa > 0) : \ -\frac{\pi}{\sqrt{\kappa}} < x \leq \frac{\pi}{\sqrt{\kappa}}, \quad -\frac{\pi}{2\sqrt{\kappa}} < y < \frac{\pi}{2\sqrt{\kappa}}, \quad 0 < r < \frac{\pi}{\sqrt{\kappa}}.
\]

\[
H^2 \ (\kappa < 0) : \ -\infty < x < \infty, \quad -\infty < y < \infty, \quad 0 < r < \infty.
\]

3 Beltrami Coordinates and Projective Dynamics

The quotients \((x_1/x_0, x_2/x_0) \equiv (q_1, q_2)\) of the ambient coordinates (8) are just the Beltrami coordinates of projective geometry for the sphere and the hyperbolic plane. They are obtained by applying the central stereographic projection with pole \((0, 0, 0) \in \mathbb{R}^3\) of a point \(Q = (x_0, x_1, x_2)\) onto the projective plane with \(x_0 = 1\) and coordinates \((q_1, q_2)\):

\[
(x_0, x_1, x_2) \in \Sigma_\kappa \rightarrow (0, 0, 0) + \mu (1, q_1, q_2) \in \Sigma_\kappa,
\]
giving rise to the expressions
\[
\begin{align*}
x_0 &= \mu = \frac{1}{\sqrt{1 + \kappa (q_1^2 + q_2^2)}}, \\
q_i &= \frac{x_i}{x_0}, \\
x_i &= \mu q_i = \frac{q_i}{\sqrt{1 + \kappa (q_1^2 + q_2^2)}}, \\
q_i^2 + q_2^2 &= \frac{1 - x_0^2}{\kappa x_0^2}, \\
q_1^2 + q_2^2 &= \frac{1}{\kappa}.
\end{align*}
\] (18)

Thus the origin \( O = (1, 0, 0) \in \Sigma_{\kappa} \) goes to the origin \( (q_1, q_2) = (0, 0) \) in the projective space \( S_{\kappa}^2 \).

The domain of \( (q_1, q_2) \) depends on the value of the curvature \( \kappa \). We write \( \kappa \) in terms of the radius \( R \) of the space as \( \kappa = \pm 1/R^2 \) and we find that in the sphere \( S_{\kappa}^2 \) with \( \kappa = 1/R^2 > 0 \), \( q_i \in (-\infty, +\infty) \). The points in the equator in \( \Sigma_{\kappa} \) with \( x_0 = 0 \) \( (x_1^2 + x_2^2 = R^2) \) go to infinity, so that the projection (18) is well defined for the hemisphere with \( x_0 > 0 \). In the hyperbolic or Lobachevski space \( \mathbb{H}^2 \) with \( \kappa = -1/R^2 < 0 \) and \( x_0 \geq 1 \) it is satisfied that
\[
q_1^2 + q_2^2 = x_0^2 - 1/|\kappa| < R^2,
\]
which is the Poincaré disk in Beltrami coordinates and
\[
q_i \in (-1/\sqrt{|\kappa|}, +1/\sqrt{|\kappa|}) = (-R, +R).
\]

The points at the infinity in \( \mathbb{H}^2 \) \( (x_0 \to \infty) \) are mapped onto to the circle \( q_1^2 + q_2^2 = R^2 \). Finally, in the Euclidean plane \( \mathbb{E}^2 \), with \( \kappa = 0 \) \( (R \to \infty) \), the Beltrami coordinates are just the Cartesian ones \( x_i = q_i \in (-\infty, +\infty) \).

By introducing (18) in the ambient metric (9) and in the free Lagrangian (12) we obtain that
\[
(ds)^2_k = \frac{(1 + \kappa q^2) dq_1^2 - \kappa (q \cdot dq)^2}{(1 + \kappa q^2)^2}, \quad \mathcal{L}_k = \frac{(1 + \kappa q^2) \dot{q}_1^2 - \kappa (q \cdot \dot{q})^2}{2(1 + \kappa q^2)^2},
\] (19)

where \( q = (q_1, q_2) \) and hereafter we shall use the following notation for any 2-vectors \( a = (a_1, a_2) \) and \( b = (b_1, b_2) \):
\[
a^2 = a_1^2 + a_2^2, \quad a \cdot b = a_1 b_1 + a_2 b_2.
\]

The Beltrami momenta \( p = (p_1, p_2) \) conjugate to the coordinates \( q \), such that \( \{q_i, p_j\} = \delta_{ij} \), come from \( p_i = \partial \mathcal{L}_k / \partial \dot{q}_i \):
\[
p_i = \frac{(1 + \kappa q^2) \dot{q}_i - \kappa (q \cdot \dot{q}) q_i}{(1 + \kappa q^2)^2}, \quad \dot{q}_i = (1 + \kappa q^2) (p_i + \kappa (q \cdot p) q_i).
\] (20)
Table 1 Expressions for the ambient variables \((x_\mu, \pi_\mu)\), free Hamiltonian \(T_\kappa\) and symplectic realization of the Lie–Poisson generators \(J_{\mu\nu}\) of \(so_\kappa(3)\) in terms of Beltrami, geodesic parallel and geodesic polar canonical variables

| \(x_0\) | \(\frac{1}{(1 + \kappa q^2)^{1/2}}\) | \(C_\kappa(x)C_\kappa(y)\) | \(C_\kappa(r)\) |
| \(x_1\) | \(\frac{q_1}{(1 + \kappa q^2)^{1/2}}\) | \(S_\kappa(x)C_\kappa(y)\) | \(S_\kappa(r)\cos \phi\) |
| \(x_2\) | \(\frac{q_2}{(1 + \kappa q^2)^{1/2}}\) | \(S_\kappa(x)\) | \(S_\kappa(r)\sin \phi\) |
| \(\pi_0\) | \(-\sqrt{1 + \kappa q^2}(q \cdot p)\) | \(-\frac{S_\kappa(x)}{C_\kappa(y)} p_x - C_\kappa(x)S_\kappa(y) p_y\) | \(-S_\kappa(r) p_r\) |
| \(\pi_1\) | \(\sqrt{1 + \kappa q^2}p_1\) | \(\frac{C_\kappa(x)}{C_\kappa(y)} p_x - \kappa S_\kappa(x)S_\kappa(y) p_y\) | \(C_\kappa(r)\cos \phi p_r - \frac{\sin \phi}{S_\kappa(r)} p_\phi\) |
| \(\pi_2\) | \(\sqrt{1 + \kappa q^2}p_2\) | \(C_\kappa(y) p_y\) | \(C_\kappa(r)\sin \phi p_r + \frac{\cos \phi}{S_\kappa(r)} p_\phi\) |
| \(T_\kappa\) | \(\frac{1}{2}(1 + \kappa q^2)(p^2 + \kappa(q \cdot p)^2)\) | \(\frac{1}{2} \left( \frac{p_x^2}{C_\kappa^2(y)} + p_y^2 \right)\) | \(\frac{1}{2} \left( p_x^2 + \frac{p_\phi^2}{S_\kappa^2(r)} \right)\) |
| \(J_{01}\) | \(p_1 + \kappa(q \cdot p)q_1\) | \(p_x\) | \(\cos \phi p_r - \frac{\sin \phi}{T_\kappa(r)} p_\phi\) |
| \(J_{02}\) | \(p_2 + \kappa(q \cdot p)q_2\) | \(C_\kappa(x) p_y + \kappa S_\kappa(x)T_\kappa(y) p_x\) | \(\sin \phi p_r + \frac{\cos \phi}{T_\kappa(r)} p_\phi\) |
| \(J_{12}\) | \(q_1 p_2 - q_2 p_1\) | \(S_\kappa(x) p_y - C_\kappa(x)T_\kappa(y) p_x\) | \(p_\phi\) |

The specific expressions for \(S^2, H^2\) and \(E^2\) correspond to set \(\kappa > 0, \kappa < 0\) and \(\kappa = 0\), respectively

And by inserting these expressions into \(\mathcal{L}_\kappa\) (19) we get the free Hamiltonian

\[ T_\kappa = \frac{1}{2}(1 + \kappa q^2)(\mathbf{p}^2 + \kappa(q \cdot \mathbf{p})^2). \] (21)

By introducing (18) and (20) in (13) we obtain the ambient momenta written in terms of the Beltrami variables, \(\pi_\mu(\mathbf{q}, \mathbf{p})\), and from this result a symplectic realization of the Lie–Poisson generators (11) in these variables is directly found. These expressions are displayed in Table 1. Notice that the kinetic energy (21) can also be recovered by computing the symplectic realization of the Casimir (3) of \(so_\kappa(3)\) in Beltrami variables as \(T_\kappa \equiv \frac{1}{2}C\). Likewise the ambient momenta \(\pi_\mu\) and symplectic realization of the Lie–Poisson generators \(J_{\mu\nu}\) can be computed in the geodesic variables introduced in Sect. 2.2, and these are also presented in Table 1.

We recall that a similar procedure can be performed with Poincaré coordinates [37] which come from the stereographic projection with pole \((-1, 0, 0)\). The resulting expressions can be found in [32].
4 Anisotropic Oscillators on the Euclidean Plane

To start with, let us consider the Hamiltonian determining the anisotropic oscillator with unit mass and frequencies $\omega_x$ and $\omega_y$ on the Euclidean plane in Cartesian coordinates $(x, y) \in \mathbb{R}^2$ and conjugate momenta $(p_x, p_y)$:

$$H = \frac{1}{2}(p_x^2 + p_y^2) + \frac{1}{2}(\omega_x^2 x^2 + \omega_y^2 y^2). \quad (22)$$

Clearly, this Hamiltonian is always integrable due to its separability in Cartesian coordinates so that it Poisson commutes with the (quadratic in the momenta) integrals of motion

$$I_x = \frac{1}{2} p_x^2 + \frac{1}{2} \omega_x^2 x^2, \quad I_y = \frac{1}{2} p_y^2 + \frac{1}{2} \omega_y^2 y^2,$$

which are not independent since

$$H = I_x + I_y.$$

Furthermore, it is also well known that for commensurate frequencies $\omega_x : \omega_y$ the Hamiltonian (22) provides a superintegrable system [38–40], in such a manner that an “additional” (in general higher order in the momenta) integral of motion does exist.

The (super)integrability properties of the commensurate oscillator will be sketched by following the approach given in [41, 42], which is based on a classical factorization formalism (see [43–47] and the references therein). If we denote

$$\omega_x = \gamma \omega_y, \quad \omega_y = \omega, \quad \gamma \in \mathbb{R}^+ / \{0\}, \quad (23)$$

then $H$ (22) can be written in terms of the parameter $\gamma$ and frequency $\omega$ as

$$H = \frac{1}{2}(p_x^2 + p_y^2) + \frac{\omega^2}{2} \left( (\gamma x)^2 + y^2 \right). \quad (24)$$

Next we introduce new canonical variables

$$\xi = \gamma x, \quad p_\xi = p_x / \gamma, \quad \xi \in \mathbb{R}, \quad (25)$$

giving rise to

$$H = \frac{1}{2} p_\xi^2 + \frac{\omega^2}{2} \xi^2 + \gamma^2 \left( \frac{1}{2} p_\xi^2 + \frac{\omega^2}{2\gamma^2} \xi^2 \right). \quad (26)$$
Therefore we obtain two 1D Hamiltonians $H^\xi$ and $H^y$ given by

$$H^\xi = \frac{1}{2} p^2_\xi + \frac{\omega^2}{2\gamma^2} \xi^2, \quad H^y = \frac{1}{2} p^2_y + \frac{\omega^2}{2} y^2, \quad H = H^y + \gamma^2 H^\xi, \quad (27)$$

which are two integrals of the motion for $H$. The 1D Hamiltonian $H^\xi$ (27) can then be factorized in terms of “ladder functions” $B^\pm$ as

$$H^\xi = B^+ B^-, \quad B^\pm = \mp i \sqrt{\frac{2}{\omega^2}} p_\xi \mp \frac{1}{\sqrt{2}\gamma} \xi, \quad (28)$$

fulfilling

$$\{H^\xi, B^\pm\} = \mp i \frac{\omega}{\gamma} B^\pm, \quad \{B^-, B^+\} = - i \frac{\omega}{\gamma}.$$

The remaining 1D Hamiltonian $H^y$ (27) can also be factorized through “shift functions” $A^\pm$ in the form

$$H^y = A^+ A^-, \quad A^\pm = \mp i \sqrt{\frac{2}{\omega^2}} p_y - \frac{\omega}{\sqrt{2}\gamma} y, \quad (29)$$

so that

$$\{H^y, A^\pm\} = \pm i \omega A^\pm, \quad \{A^-, A^+\} = i \omega.$$

Notice that the sets of functions $(H^\xi, B^\pm, 1)$ and $(H^y, A^\pm, 1)$ span a Poisson–Lie algebra isomorphic to the harmonic oscillator Lie algebra $\mathfrak{h}_4$. Hence, the 2D Hamiltonian (26) can finally be expressed in terms of the above ladder and shift functions as

$$H = A^+ A^- + \gamma^2 B^+ B^-, \quad \{H, B^\pm\} = \mp i \gamma \omega B^\pm, \quad \{H, A^\pm\} = \pm i \omega A^\pm.$$

The remarkable fact now is that if we consider a rational value for $\gamma$,

$$\gamma = \frac{\omega x}{\omega y} = \frac{m}{n}, \quad m, n \in \mathbb{N}^*, \quad (30)$$

we obtain two additional complex constants of the motion $X^\pm$ for $H$ (26)

$$X^\pm = (B^\pm)^n (A^\pm)^m, \quad \tilde{X}^+ = X^-, \quad (31)$$

which are of $(m + n)$th-order in the momenta. Real-valued integrals of the motion can be defined through the expressions

$$X = \frac{1}{2} (X^+ + X^-), \quad Y = \frac{1}{2i} (X^+ - X^-). \quad (32)$$
The final result can be summarized as follows \cite{41, 42}.

1. The Hamiltonian $H$ \eqref{26} is always integrable for any value of the real parameter $\gamma$, since it is endowed with a quadratic constant of the motion given by either $H^\xi$ or $H^\eta$ \eqref{27}.

2. When $\gamma = m/n$ is a rational parameter \eqref{30}, the Hamiltonian \eqref{26} defines a superintegrable anisotropic oscillator with commensurate frequencies $\omega_x : \omega_y$ and the additional constant of the motion is given by either $X$ or $Y$ in \eqref{32}. The sets $(H, H^\xi, X)$ and $(H, H^\xi, Y)$ are formed by three functionally independent functions.

3. When $(m+n)$ is even, the highest order constant of the motion in the momenta is $X$ being of $(m+n)$-degree, while $Y$ is of lower order $(m+n-1)$. When $(m+n)$ is odd, the highest $(m+n)$-degree integral is $Y$ while $X$ is of lower order $(m+n-1)$.

It is worth recalling that the Hamiltonian \eqref{22} can be enlarged by adding two Rosochatius (or Smorodinsky–Winternitz) terms as

$$H_\lambda = \frac{1}{2} (p_x^2 + p_y^2) + \frac{1}{2} (\omega_x^2 x^2 + \omega_y^2 y^2) + \frac{\lambda_1}{x^2} + \frac{\lambda_2}{y^2},$$ \hspace{1cm} (33)

where $\lambda_1$ and $\lambda_2$ are real parameters, which provide centrifugal barriers when both constants are positive ones. In the 3D case, the resulting Hamiltonian, called “caged anisotropic oscillator”, has been solved in \cite{48} (for both classical and quantum systems), and the general ND case has been fully studied in \cite{40}. Despite the introduction of the $\lambda_i$-potentials, the Hamiltonian \eqref{33} is again (maximally) superintegrable for commensurate frequencies (in any dimension).

We also remark that any $m : n$ oscillator (labelled by $\gamma$) is equivalent to the $n : m$ one (with $1/\gamma$) via the interchanges $x \leftrightarrow y$ and $\gamma \omega \leftrightarrow \omega$. Consequently, according to the above statement the only anisotropic oscillators which are quadratically superintegrable correspond to the cases with $\gamma = 1$ and $\gamma = 2$ (so also $\gamma = 1/2$), in agreement with the classifications on superintegrable Euclidean systems given in \cite{7,49,50}. In the sequel, we will illustrate the previous general results by working out these two particular cases.

### 4.1 The $\gamma = 1$ or 1:1 (Isotropic) Oscillator

We set $m = n = 1$ so that the relations \eqref{23} and \eqref{25} simply give $\omega_x = \omega_y = \omega$ and $\xi = x$ and $p_\xi = p_x$. Thus we recover the isotropic oscillator

$$H^{1:1} = \frac{1}{2} (p_x^2 + p_\xi^2) + \frac{\omega^2}{2} (x^2 + y^2),$$ \hspace{1cm} (34)
and the constants of the motion (32) reduce to

\[ X = -\frac{1}{2}(p_x p_y + \omega^2 x y), \quad Y = -\frac{1}{2}\omega(x p_y - y p_x). \] (35)

Since \((m + n) = 2\) is even, we find a quadratic integral \(X\), which is one of the components of the Demkov–Fradkin tensor [51, 52], and a first-order one \(Y\) which is proportional to the angular momentum

\[ \mathcal{J} = x p_y - y p_x. \] (36)

We recall that if we add the two “centrifugal” \(\lambda_i\)-terms (33), then we get the 2D version of the so-called Smorodinsky–Winternitz system [53] which has been widely studied (see, e.g., [12, 15, 50, 54–56] and the references therein).

### 4.2 The \(\gamma = 2\) or 2:1 Oscillator

If we take \(m = 2\) and \(n = 1\), then \(\omega_x = 2\omega, \xi = 2x\) and \(p_\xi = p_x/2\). The Hamiltonian (26) and the integrals (32) turn out to be

\[
H_{2:1} = \frac{1}{2} p_y^2 + \frac{\omega^2}{2} y^2 + 4 \left( \frac{1}{2} p_\xi^2 + \frac{\omega^2}{8} \xi^2 \right) = \frac{1}{2}(p_x^2 + p_y^2) + \frac{\omega^2}{2} \left( 4x^2 + y^2 \right),
\]

\[
X = -\frac{\omega}{4\sqrt{2}} \left( p_y(\xi p_y - 4yp_\xi) - \omega^2 \xi y^2 \right) = -\frac{\omega}{2\sqrt{2}} \left( p_y \mathcal{J} - \omega^2 x y^2 \right),
\]

\[
Y = \frac{1}{2\sqrt{2}} \left( p_\xi p_y^2 + \omega^2 y(\xi p_y - yp_\xi) \right) = \frac{1}{4\sqrt{2}} \left( p_x p_y^2 + \omega^2 y(4x p_y - y p_x) \right).
\] (37)

In this case \((m + n) = 3\) is odd, so that we find a cubic integral \(Y\) and a quadratic one \(X\), which involves the angular momentum \(\mathcal{J}\) (36); the latter is the integral of the motion which is usually considered in the literature (see, e.g., [7, 57]) and shows that the 2:1 oscillator can be regarded as a superintegrable system with quadratic constants of the motion.

Notice that if we add a single Rosochatius–Winternitz potential \(\lambda_2/y^2\) (by setting \(\lambda_1 = 0\)) the generalized system remains quadratically superintegrable [7], but if both \(\lambda_i\)-terms are introduced, the additional integral turns out to be of sixth-order in the momenta [40].
5 Anisotropic Oscillators on $S^2$ and $H^2$

Let us recall that the classification of all possible superintegrable systems on $S^2$ and $H^2$ with quadratic integrals of the motion was performed in [7], where two curved superintegrable oscillator potentials were found:

- The isotropic Higgs oscillator [58], whose Euclidean limit is the 1:1 isotropic oscillator (34).
- The curved version of the superintegrable Euclidean 2:1 oscillator (37).

The aim of this section is to present the construction of the constant-curvature Hamiltonian analogue $H_κ$ of the anisotropic Euclidean Hamiltonian $H$ (24) with arbitrary commensurate frequencies. The idea is to introduce appropriately the curvature parameter $κ$ by requiring to keep the same (super)integrability properties as given in the previous section for (24) (or (26)) and, simultaneously, allowing for a smooth and well-defined flat limit $κ → 0$ of the curved Hamiltonian and its constants of the motion.

This result has been achieved in [41] by using the geodesic parallel variables described in Sect. 2.2, so with kinetic term $T_κ$ given by (16). Explicitly, the curved Hamiltonian $H_κ$ has been shown to be of the form

$$H_κ = T_κ + U_κ = \frac{1}{2} \left( \frac{p_x^2}{C_κ^2(y)} + \frac{p_y^2}{C_κ^2(y)} \right) + \frac{\omega^2}{2} \left( \frac{T_κ^2(γx)}{C_κ^2(y)} + T_κ^2(y) \right).$$

By taking into account (17) and the presence of the $κ$-tangent $T_κ(γx)$ in the potential $U_κ$, we find that the domain of the geodesic parallel coordinates $(x, y)$ is restricted to

$S^2 (κ > 0) : -\frac{π}{2\sqrt{κ}} < γx < \frac{π}{2\sqrt{κ}}$, $-\frac{π}{2\sqrt{κ}} < γ < \frac{π}{2\sqrt{κ}}$, $γ ≥ \frac{1}{2}$.

$H^2 (κ < 0) : x, y ∈ \mathbb{R}$, $γ ∈ \mathbb{R}^+/\{0\}$.

Now we assume that $κ ≠ 0$ and since $1 + κ T_κ^2(u) = 1/C_κ^2(u)$ we rewrite the Hamiltonian $H_κ$ (38) as

$$H_κ = \frac{p_y^2}{2} + \frac{1}{C_κ^2(y)} \left( \frac{p_x^2}{2} + \frac{ω^2}{2κ C_κ^2(γx)} \right) - \frac{ω^2}{2κ}, \quad κ ≠ 0.$$ (39)

Next we introduce the canonical variables $(ξ, p_ξ)$ (25) finding that

$$H_κ = \frac{p_y^2}{2} + \frac{γ^2}{C_κ^2(y)} \left( \frac{p_ξ^2}{2} + \frac{ω^2}{2κ γ^2 C_κ^2(ξ)} \right) - \frac{ω^2}{2κ}, \quad κ ≠ 0.$$
And the curved Hamiltonian (39) is finally expressed as
\[
H_\kappa = \frac{p_\xi^2}{2} + \frac{\gamma^2 H_\xi}{C_\kappa^2(y)} - \frac{\omega^2}{2\kappa}, \quad H_\xi = \frac{p_\kappa^2}{2} + \frac{\omega^2}{2\kappa \gamma^2 C_\kappa^2(\xi)}, \quad \kappa \neq 0, \quad (40)
\]
where \(H_\xi\) is a constant of the motion. Notice that in this form, the 1D Hamiltonians \(H_\xi\) and \(H_\kappa\) correspond to Pöschl–Teller systems \([44]\). Consequently, \(H_\kappa\) determines an integrable system for any value of \(\omega\) and \(\gamma\).

In the sequel, we factorize the 1D Hamiltonians \(H_\xi\) and \(H_\kappa\) (40) (see \([41, 42, 44]\) for details). On the one hand, the Hamiltonian \(H_\xi\) is factorized in terms of ladder functions as
\[
H_\xi = B_\kappa^+ B_\kappa^- + \frac{\omega^2}{2\kappa \gamma^2}, \quad B_\kappa^\pm = \mp i \sqrt{2} \frac{C_\kappa(\xi)}{p_\xi} \pm \frac{\mathcal{E}_\kappa}{\sqrt{2}} S_\kappa(\xi), \quad (41)
\]
where \(\mathcal{E}_\kappa\) is a constant of the motion defined by
\[
\mathcal{E}_\kappa(p_\xi, \xi) := \sqrt{2\kappa H_\xi}. \quad (42)
\]
Thus we get the Poisson algebra
\[
\{H_\xi, B_\kappa^\pm\} = \mp i \mathcal{E}_\kappa B_\kappa^\pm, \quad \{B_\kappa^-, B_\kappa^+\} = -i \mathcal{E}_\kappa,
\]
so that
\[
\{H_\kappa, B_\kappa^\pm\} = \mp i \frac{\gamma^2 \mathcal{E}_\kappa}{C_\kappa^2(y)} B_\kappa^\pm.
\]
On the other hand, \(H_\kappa\) is factorized by means of shift functions in the form
\[
H_\kappa = A_\kappa^+ A_\kappa^- + \frac{1}{2\kappa} \left(\gamma^2 \mathcal{E}_\kappa^2 - \omega^2\right), \quad A_\kappa^\pm = \mp i \sqrt{2} p_y - \frac{\gamma \mathcal{E}_\kappa}{\sqrt{2}} T_\kappa(y), \quad (43)
\]
closing on the Poisson algebra
\[
\{H_\kappa, A_\kappa^\pm\} = \pm i \frac{\gamma \mathcal{E}_\kappa}{C_\kappa^2(y)} A_\kappa^\pm, \quad \{A_\kappa^-, A_\kappa^+\} = i \frac{\gamma \mathcal{E}_\kappa}{C_\kappa^2(y)}.
\]
As in the Euclidean case, when \(\gamma\) takes a rational value (30), two additional complex integrals of motion arise for \(H_\kappa\) (38) (under the change of variable (25)), namely
\[
X_\kappa^\pm = (B_\kappa^\pm)^n (A_\kappa^\pm)^m, \quad \bar{X}_\kappa^+ = X_\kappa^- \quad (44)
\]
Nevertheless, in order to obtain real constants of the motion, $X_{\kappa}$ and $Y_{\kappa}$, we are now led to distinguish between two situations \cite{47} (due to the presence of powers of $E_\kappa$ in (42)):

$\begin{align*}
\text{When } m + n \text{ is even:} & \quad X_{\kappa}^{\pm} = \pm i E_\kappa Y_\kappa + X_\kappa. \\
\text{When } m + n \text{ is odd:} & \quad X_{\kappa}^{\pm} = E_\kappa X_\kappa \pm i Y_\kappa. 
\end{align*}$

(45)

Summing up, the generalization to $S^2$ and $H^2$ of the anisotropic oscillator can be stated as follows \cite{41}.

1. For any value of $\gamma$, the Hamiltonian $H_\kappa$ \cite{38} always determines an integrable anisotropic curved oscillator on $S^2$ and $H^2$, with quadratic constant of motion given by $H_\xi$ \cite{40}.

2. When $\gamma$ is a rational parameter \cite{30}, the Hamiltonian $H_\kappa$ defines a superintegrable anisotropic curved oscillator and the additional constant of the motion is given by either $X_\kappa$ or $Y_\kappa$ in (45). The sets $(H_\kappa, H_\xi, X_\kappa)$ and $(H_\kappa, H_\xi, Y_\kappa)$ are formed by three functionally independent functions.

3. The integrals $X_\kappa$ and $Y_\kappa$ are polynomial in the momenta, whose degrees are $(m + n)$ and $(m + n - 1)$ when $(m + n)$ is even, and $(m + n - 1)$ and $(m + n)$ when $(m + n)$ is odd, respectively.

Some remarks are in order. Firstly, although the (flat) Euclidean limit $\kappa \to 0$ is precluded for $H_\kappa$ written in the forms \cite{39} and \cite{40}, it is actually well defined in all the remaining expressions. To perform the contractions one has to take into account the following flat limit of the integrals $H_\xi$ \cite{40} and $E_\kappa$ \cite{42}:

$$\begin{align*}
\lim_{\kappa \to 0} \kappa H_\xi &= \frac{\omega^2}{2\gamma^2}, \\
\lim_{\kappa \to 0} E_\kappa &= \frac{\omega}{\gamma}. 
\end{align*}$$

(46)

Therefore, it can be easily checked that when $\kappa \to 0$, the curved Hamiltonian $H_\kappa$ \cite{38} reduces to $H$ \cite{24}, the curved ladder functions $B_{\kappa}^{\pm}$ \cite{41} to $B^{\pm}$ \cite{28}, the curved shift functions $A_{\kappa}^{\pm}$ \cite{43} to $A^{\pm}$ \cite{29} and so the curved integrals $X_{\kappa}^{\pm}$ \cite{44} to $X^{\pm}$ \cite{31}.

Secondly, as in the Euclidean system \cite{33}, the curved Hamiltonian $H_\kappa$ \cite{38} can be generalized by adding two curved Rosochatius–Winternitz potentials which in ambient coordinates \cite{15} adopt a very simple expression \cite{12, 15}. Explicitly, the corresponding potential reads

$$U_{\kappa, \lambda}^{\gamma} = U_\kappa^{\gamma} + \frac{\lambda_1}{x_1^2} + \frac{\lambda_2}{x_2^2} = \frac{\lambda_1}{T_\kappa^2(yx)} + \frac{\lambda_2}{C_\kappa^2(y) + T_\kappa^2(y)} + \frac{\lambda_1}{S_\kappa^2(x)C_\kappa^2(y)} + \frac{\lambda_2}{S_\kappa^2(y)}. \quad (47)$$

Then the corresponding Hamiltonian $H_{\kappa, \lambda}$ is $T_\kappa + U_{\kappa, \lambda}^{\gamma}$ can be written as (with $\kappa \neq 0$)

$$H_{\kappa, \lambda} = \frac{p_y^2}{2} + \frac{\lambda_2}{S_\kappa^2(y)} + \frac{1}{C_\kappa^2(y)} \left( \frac{p_x^2}{2} + \frac{\omega^2}{2\kappa C_\kappa^2(yx) + \frac{\omega^2}{S_\kappa^2(x)}} \right) - \frac{\omega^2}{2\kappa}.$$
to be compared with (39). Consequently, $H_{\kappa,\lambda}$ defines an integrable system for any value of $\omega$, $\gamma$, $\lambda_1$ and $\lambda_2$.

Now it could be expected that if $\gamma$ is a rational number, $H_{\kappa,\lambda}$ should be again superintegrable but, to the best of our knowledge, this property has not been proven in general (except for $\gamma = 1$). We also point out that each $\lambda_i$-term gives rise to a centrifugal barrier on $H^2$ when $\lambda_i > 0$, as in the Euclidean system but, surprisingly enough, both $\lambda_1$- and $\lambda_2$-potentials can be interpreted as noncentral 1D curved oscillators on $S^2$ with centres at the points $O_1 = (0, 1, 0)$ and $O_2 = (0, 0, 1)$, respectively [10–13, 31, 59] (see Fig. 1).

Thirdly, it can be seen from $H_{\kappa}$ (38) that, in general, $U_{\gamma}^{\kappa}$ and $U_{\kappa}^{1/\gamma}$ determine two different systems, in contradistinction with the Euclidean case (recall that the equivalence was provided by the interchanges $x \leftrightarrow y$ and $\gamma \omega \leftrightarrow \omega$). However when $\kappa = 0$ both potentials reduce to equivalent Euclidean potentials. This clearly illustrates the fact that given a flat Hamiltonian system there could be not a single but several curved generalizations (or curvature integrable deformations) which would be non-equivalent in the sense that no canonical change of variables exists between them.

Fourthly, according to the results previously presented, the only anisotropic curved oscillators which are quadratically superintegrable correspond to the same values of $\gamma$ as in the Euclidean system [7, 60, 61]: $\gamma = 1$, $\gamma = 2$ and (now the non-equivalent) $\gamma = 1/2$. In what follows we shall present the corresponding results for these three cases.

And finally, we recall that other integrable anisotropic oscillators on the spheres and hyperbolic spaces can be found in [62–65] (see also the references therein).

5.1 The $\gamma = 1$ or 1:1 Curved (Isotropic) Oscillator

This case is also known as the Higgs oscillator [58, 66] and it has been widely studied in the literature (see [7, 16, 31, 67–70] and the references therein).

We set $\gamma = m = n = 1$ so that $\xi = x$ and $p_{\xi} = p_x$. The Hamiltonian $H_{\kappa}$ (38) reduces to

$$H_{\kappa}^{1:1} = \frac{1}{2} \left( \frac{p_x^2}{C^2_k(y)} + p_y^2 \right) + \frac{\omega^2}{2} \left( \frac{T^2_k(x)}{C^2_k(y)} + T^2_k(y) \right) = \frac{p_y^2}{2} + \frac{H^x_k}{C^2_k(y)} - \frac{\omega^2}{2\kappa},$$

where the quadratic integral $H^x_{\kappa} \equiv H^{\xi}_{\kappa}$ (40) is given by

$$H^x_{\kappa} = \frac{p_x^2}{2} + \frac{\omega^2}{2\kappa C^2_k(x)}.$$
Since \((m + n) = 2\) is even the constants of the motion (45) read

\[
X_\kappa = -\frac{1}{2} \left( C_\kappa(x) \ p_x p_y + \mathcal{E}_\kappa^2 S_\kappa(x) T_\kappa(y) \right),
\]
\[
Y_\kappa = -\frac{1}{2} \left( S_\kappa(x) p_y - C_\kappa(x) T_\kappa(y) p_x \right).
\]

The integral \(Y_\kappa\) is proportional to the (curved) angular momentum \(\mathcal{J}_\kappa\) which in geodesic parallel and polar variables is given by [7, 9]

\[
\mathcal{J}_\kappa = S_\kappa(x) p_y - C_\kappa(x) T_\kappa(y) p_x = p_\phi.
\]

The flat limit \(\kappa \to 0\) of all the above expressions leads to the results of the Euclidean isotropic oscillator given in Sect. 4.1. In particular, provided that \(\mathcal{E}_\kappa \to \omega\) (46), the integrals \(X_\kappa, \mathcal{E}_\kappa Y_\kappa\) and the curved angular momentum \(\mathcal{J}_\kappa\) reduce to (35) and (36).

Notice that the potential of \(H^{1:1}_\kappa\) is expressed in terms of ambient and geodesic polar coordinates (15) as

\[
U^{1:1}_\kappa = \frac{\omega^2}{2} \left( \frac{x_1^2 + x_2^2}{x_0^2} \right) + \frac{\lambda_1}{x_1^2} + \frac{\lambda_2}{x_2^2},
\]

which is known to be quadratically superintegrable [7, 12, 13, 15, 31, 71].

### 5.2 The \(\gamma = 2\) or 2:1 Curved Oscillator

We set \(\gamma = m = 2\) and \(n = 1\) so that \(\xi = 2x\) and \(p_\xi = p_x/2\). The Hamiltonian \(H_\kappa\) (38) reads

\[
H^{2:1}_\kappa = \frac{1}{2} \left( \frac{p_x^2}{C_\kappa^2(y)} + p_y^2 \right) + \frac{\omega^2}{2} \left( \frac{T_\kappa^2(2x)}{C_\kappa^2(y)} + T_\kappa^2(y) \right) = \frac{p_y^2}{2} + \frac{4H^{\xi}_\kappa}{C_\kappa^2(y)} - \frac{\omega^2}{2\kappa},
\]

where

\[
H^{\xi}_\kappa = \frac{p_\xi^2}{2} + \frac{\omega^2}{8\kappa C_\kappa^2(\xi)} = \frac{p_x^2}{8} + \frac{\omega^2}{8\kappa C_\kappa^2(2x)}.
\]
Now \((m + n) = 3\) is odd so that the constants of the motion (45) turn out to be
\[ X_\kappa = -\frac{1}{2\sqrt{2}} \left( [S_\kappa(2x)p_y - 2C_\kappa(2x)T_\kappa(y)p_x] p_y - 4\mathcal{E}^2_\kappa S_\kappa(2x)T^2_\kappa(y) \right), \]
\[ Y_\kappa = \frac{1}{4\sqrt{2}} \left( C_\kappa(2x)p_x p_y^2 + 4\mathcal{E}^2_\kappa T_\kappa(y) \left[ 2S_\kappa(2x)p_y - C_\kappa(2x)T_\kappa(y)p_x \right] \right), \]
that is \(X_\kappa\) is quadratic in the momenta, while \(Y_\kappa\) is cubic; this means that \(H^{2:1}_\kappa\) is a quadratically superintegrable system. The limit \(\kappa \to 0\) (46) gives \(\mathcal{E}_\kappa \to \omega/2\), hence the Hamiltonian \(H^{2:1}_\kappa\) and the integrals \(\mathcal{E}_\kappa X_\kappa\) and \(Y_\kappa\) reduce to (37), thus reproducing the results of Sect. 4.2.

In terms of ambient and geodesic polar coordinates (15), the potential of \(H^{2:1}_\kappa\) adopts the (cumbersome) expressions
\[ U^{2:1}_\kappa = \frac{\omega^2}{2} \left( \frac{4x^2_0x^2_1}{(x^2_0 + \kappa x^2_1)(x^2_0 - \kappa x^2_1)^2} + \frac{x^2_2}{(1 - \kappa x^2_2)} \right) \]
\[ = \frac{\omega^2}{2} \left( \frac{4T^2_\kappa(r) \cos^2 \phi}{(1 - \kappa S^2_\kappa(r) \sin^2 \phi)} \left(1 - \kappa T^2_\kappa(r) \cos^2 \phi\right)^2 + \frac{S^2_\kappa(r) \sin^2 \phi}{1 - \kappa S^2_\kappa(r) \sin^2 \phi} \right) \]
the latter is the one formerly introduced in [7].

In this case it is only possible to add a single \(\lambda_i\)-potential (47) keeping the quadratic superintegrability of the system [7]
\[ U^{2:1}_{\kappa,\lambda} = U^{2:1}_\kappa + \frac{\lambda_2}{x^2_2}, \]
which has been studied in detail in [31, 32]. In this respect, we remark that an equivalent superintegrable system can be obtained by interchanging the ambient coordinates \(x_1 \leftrightarrow x_2\) (so the role of the geodesics \(l_1 \leftrightarrow l_2\) in Sect. 2.2) which means that the geodesic parallel coordinates are mapped as \((x, y) \to (y', x')\), that is,
\[ x_0 = C_\kappa(x') C_\kappa(y'), \quad x_1 = S_\kappa(x'), \quad x_2 = C_\kappa(x') S_\kappa(y'). \]

In fact, the coordinates \((x', y')\) are just the so-called geodesic parallel coordinates of type II [9]. These transformations provide the equivalent system
\[ H^{2:1}_\kappa = T_\kappa + \frac{\omega^2}{2} \left( \frac{x^2_1}{(1 - \kappa x^2_1)} + \frac{4x^2_0x^2_2}{(x^2_0 + \kappa x^2_1)(x^2_0 - \kappa x^2_2)^2} \right) \]
\[ = \frac{1}{2} \left( p_{x'}^2 + \frac{p_{y'}^2}{C^2_\kappa(x')} \right) + \frac{\omega^2}{2} \left( T^2_\kappa(x') + \frac{T^2_\kappa(2y')}{C^2_\kappa(x')} \right). \]

This is exactly the expression for the 2:1 curved oscillator considered in [31, 32].
5.3 The $\frac{1}{2}:1$ Curved Oscillator

We set $\gamma = 1/2$, $m = 1$ and $n = 2$, so that $\xi = x/2$, $p_{\xi} = 2p_x$. Thus the Hamiltonian $H_\kappa$ (38) is

$$H_\kappa^{1:1} = \frac{1}{2} \left( \frac{p_x^2}{C_\kappa^2(y)} + p_y^2 \right) + \frac{\omega^2}{2} \left( \frac{T_\kappa^2(\xi)}{C_\kappa^2(y)} + T_\kappa^2(y) \right) = \frac{p_y^2}{2} + \frac{H_\kappa^\xi}{4C_\kappa^2(y)} - \frac{\omega^2}{2\kappa},$$

where

$$H_\kappa^\xi = \frac{p_x^2}{2} + \frac{2\omega^2}{\kappa C_\kappa^2(\xi)} = 2p_x^2 + \frac{2\omega^2}{\kappa C_\kappa^2(\xi^2)}.$$

The sum $(m + n) = 3$ is again odd, and the additional integrals (45) read

$$X_\kappa = -\frac{1}{4\sqrt{2}} \left( 4 \left[ S_\kappa(x)p_y - C_\kappa^2(\xi^2)T_\kappa(y)p_x \right] p_x + \xi^2 S_\kappa(\xi^2)T_\kappa(y) \right),$$

$$Y_\kappa = \frac{1}{2\sqrt{2}} \left( 4C_\kappa^2(\xi^2)p_x^2 p_y - \xi^2 \left[ S_\kappa(\xi^2)p_y - S_\kappa(x)T_\kappa(y)p_x \right] \right),$$

which shows that $H_\kappa^{1:1}$ is again a quadratically superintegrable system.

As a consequence, when both Hamiltonians $H_\kappa^{2:1}$ and $H_\kappa^{1:1}$ are considered altogether, one finds a particular issue where the curvature-deformation approach gives rise to two non-equivalent systems starting from the common “seed” given by the Euclidean system $H^{2:1} \simeq H^{1:1}$ (37) described in Sect. 4.2. Therefore, the plurality of possible integrable curved generalizations of a given Euclidean system becomes evident, and a deeper analysis of the curved system $H_\kappa^{1:1}$ seems to be needed, since—to the best of our knowledge—it has not been appropriately considered in the literature so far.

6 Integrable Hénon–Heiles Systems

By making use of the results described in the previous sections, our aim now will be to present the generalization to the 2D sphere and the hyperbolic space of the integrable Hénon–Heiles Hamiltonian given by

$$H = \frac{1}{2}(p_1^2 + p_2^2) + \Omega \left( q_1^2 + 4q_2^2 \right) + \alpha \left( q_1^2 q_2 + 2q_2^3 \right),$$

(49)
where $\Omega$ and $\alpha$ are real constants. Such curved Hénon–Heiles Hamiltonian will be constructed by considering it as an integrable cubic perturbation of the 1:2 anisotropic oscillator that we have introduced in the previous Sect. 5.2, in the form (48), although in this case projective Beltrami coordinates of Sect. 3 will be the ones that are naturally adapted to the construction of the curved system.

We recall that the original (non-integrable) Hénon–Heiles system

$$H = \frac{1}{2}(p_1^2 + p_2^2) + \frac{1}{2}(q_1^2 + q_2^2) + \lambda\left(q_1^2 q_2 - \frac{1}{3}q_3^2\right),$$

was introduced in [72] in order to model a Newtonian axially symmetric galactic system. When the following generalization containing adjustable parameters was studied

$$\mathcal{H} = \frac{1}{2}(p_1^2 + p_2^2) + \Omega_1 q_1^2 + \Omega_2 q_2^2 + \alpha\left(q_1^2 q_2 + \beta q_3^2\right),$$

it was found that the only Liouville-integrable members of this family of generalized Hénon–Heiles Hamiltonians were given by three specific choices of the real parameters $\Omega_1$, $\Omega_2$, $\alpha$ and $\beta$ (see [73–85]):

- The Sawada–Kotera system, given by $\beta = 1/3$ and $\Omega_1 = \Omega_2 = \Omega$:

$$\mathcal{H} = \frac{1}{2}(p_1^2 + p_2^2) + \Omega_1 q_1^2 + \Omega_2 q_2^2 + \alpha\left(q_1^2 q_2 + \frac{1}{3}q_3^2\right).$$

This system is separable in rotated Euclidean coordinates, and therefore its integral of the motion is quadratic in the momenta.

- The Korteweg–de Vries (KdV) system, with $\beta = 2$ and $(\Omega_1, \Omega_2)$ arbitrary parameters:

$$\mathcal{H} = \frac{1}{2}(p_1^2 + p_2^2) + \Omega_1 q_1^2 + \Omega_2 q_2^2 + \alpha\left(q_1^2 q_2 + 2q_3^2\right).$$

which is separable in parabolic coordinates and has also a quadratic integral of the motion.

- The Kaup–Kupershmidt system, with $\beta = 16/3$ and $\Omega_2 = 16\Omega_1 = 16\Omega$:

$$\mathcal{H} = \frac{1}{2}(p_1^2 + p_2^2) + \Omega_1 q_1^2 + 16\Omega_2 q_2^2 + \alpha\left(q_1^2 q_2 + \frac{16}{3}q_3^2\right),$$

whose integral is quartic in the momenta.

Hence the particular KdV case (51) arising when $\Omega_2 = 4\Omega_1$ gives the Hamiltonian (49) and this is connected to the so-called Ramani–Dorizzi–Grammaticos (RDG) series of integrable potentials [86, 87], which are just the polynomial
potentials on the Euclidean plane that can be separated in parabolic coordinates and can freely be superposed by preserving integrability \[78, 88\]. Moreover, such separability in parabolic coordinates explains why a large collection of integrable rational perturbations can be added to the RDG potentials (see \[88–92\] and the references therein).

In the sequel we review the main results concerning the flat KdV Hénon–Heiles Hamiltonian \((51)\) with \(\Omega_2 = 4\Omega_1\) along with its associated RDG potentials. And in the next Sect. 7 we will sketch its integrable curved analogue on the 2D sphere \(S^2\) and the hyperbolic (or Lobachevski) space \(H^2\) which was constructed in \[93\], together with the full curved counterpart of the integrable RDG series of potentials. The corresponding integrable perturbations of the curved KdV system can be found in \[85\].

6.1 An Integrable KdV Hénon–Heiles System on the Euclidean Plane

Let us consider the integrable (albeit non-superintegrable) Hamiltonian system \((49)\) defined on \(E^2\) whose constant of motion is quadratic in the momenta and given by

\[
I = p_1(q_1p_2 - q_2p_1) + q_1^2 \left(2\Omega q_2 + \frac{\alpha}{4} (q_1^2 + 4q_2^2)\right).
\]  

(53)

This system can be regarded as an integrable cubic perturbation of the 1:2 oscillator with frequencies \((\omega, 2\omega)\) once the identification \(\omega^2 = 2\Omega\) is performed (see Sect. 4.2).

The potential functions included in both the Hamiltonian \((49)\) and its invariant \((53)\) are directly connected to the so-called RDG series of integrable potentials, which consists of the homogeneous polynomial potentials of degree \(n\) given by \[86, 87\]

\[
\mathcal{V}_n(q_1, q_2) = \sum_{i=0}^{\left\lfloor \frac{n}{2} \right\rfloor} 2^{n-2i} \binom{n-i}{i} q_1^{2i} q_2^{n-2i}, \quad n = 1, 2, \ldots
\]

Namely, the four members of this family read

\[
\begin{align*}
\mathcal{V}_1(q_1, q_2) &= 2q_2, \\
\mathcal{V}_2(q_1, q_2) &= q_1^2 + 4q_2^2, \\
\mathcal{V}_3(q_1, q_2) &= 4q_1^2q_2 + 8q_2^3, \\
\mathcal{V}_4(q_1, q_2) &= q_1^4 + 12q_1^2q_2^2 + 16q_2^4.
\end{align*}
\]
It is straightforward to realize that the quadratic and cubic potentials in the Hamiltonian (49) are just the second- and the third-order RDG potentials $V_2$ and $V_3$, respectively. Moreover, the integral $\mathcal{I}$ (53) contains the linear $V_1$ and the quadratic $V_2$ RDG potentials. Therefore, the integrable system (49) is constructed through the building block functions $V_1, V_2$ and $V_3$.

In fact, it can be straightforwardly proven that a Hamiltonian $H_n$ containing the RDG potential $V_n$, namely,

$$H_n = \frac{1}{2} (p_1^2 + p_2^2) + \alpha_n V_n,$$

is always Liouville integrable, with integral of the motion $L_n$ involving the $V_{n-1}$ potential in the form

$$L_n = p_1 (q_1 p_2 - q_2 p_1) + \alpha_n q_1^2 V_{n-1}, \quad \{H_n, L_n\} = 0. \quad (54)$$

Note that formula (54) holds provided that the 0-th order RDG potential is defined as the constant $V_0 := 1$, and the first integrable Hamiltonian system within the RDG series reads

$$H_1 = \frac{1}{2} (p_1^2 + p_2^2) + \alpha_1 (2q_2), \quad L_1 = p_1 (q_1 p_2 - q_2 p_1) + \alpha_1 q_1^2.$$

Furthermore, all RDG potentials can freely be superposed by preserving integrability [87, 91, 92]. More explicitly, the Hamiltonian

$$H_{(M)} = \frac{1}{2} (p_1^2 + p_2^2) + \sum_{n=1}^{M} \alpha_n V_n

= \frac{1}{2} (p_1^2 + p_2^2) + \sum_{n=1}^{M} \sum_{i=0}^{[\frac{n}{2}]} \alpha_n 2^{n-2i} \binom{n-i}{i} q_1^{2i} q_2^{n-2i-2i}, \quad (55)$$

where $M = 1, 2, \ldots$ and $\alpha_n$ are arbitrary real constants, has the following integral of the motion:

$$L_{(M)} = p_1 (q_1 p_2 - q_2 p_1) + q_1^2 \sum_{n=1}^{M} \alpha_n V_{n-1}

= p_1 (q_1 p_2 - q_2 p_1) + q_1^2 \left( \sum_{n=1}^{M} \sum_{i=0}^{[\frac{n-1}{2}]} \alpha_n 2^{n-1-2i} \binom{n-1-i}{i} q_1^{2i} q_2^{n-1-2i} \right). \quad (56)$$
Therefore, the KdV Hénon–Heiles Hamiltonian $\mathcal{H}$ (49) and its integral $\mathcal{I}$ (53) can be thought of as the Hamiltonian $\mathcal{H}(M)$ (55) and the integral $\mathcal{L}(M)$ (56) by setting
\[ M = 3, \quad \alpha_1 = 0, \quad \alpha_2 = \Omega, \quad \alpha_3 = \alpha/4, \quad (57) \]
since in that case we obtain that
\[
\begin{align*}
\mathcal{H}(3) &= \frac{1}{2}(p_1^2 + p_2^2) + \alpha_2 V_2 + \alpha_3 V_3, \\
\mathcal{L}(3) &= p_1(q_1 p_2 - q_2 p_1) + q_1^2 (\alpha_2 V_1 + \alpha_3 V_2).
\end{align*}
\]
As we will see in the sequel, this integrability structure associated with the RDG potentials can be fully generalized after introducing the integrable deformation generated by the curvature parameter.

7 An Integrable KdV Hénon–Heiles System on $S^2$ and $H^2$

The curved counterpart of the KdV Hénon–Heiles system (49) was constructed in [93] by making use of the approach we advocate in this paper, which can be summarized as follows. Given an integrable Euclidean Hénon–Heiles system
\[
\mathcal{H} = T + V = \frac{1}{2}(p_1^2 + p_2^2) + V_2(q_1, q_2) + V_3(q_1, q_2),
\]
an integrable generalization of this system to $S^2$ and $H^2$ of the form
\[
\mathcal{H}_k = T_k(p_1, p_2, q_1, q_2) + V_{k,2}(q_1, q_2) + V_{k,3}(q_1, q_2), \quad (58)
\]
is constructed through the following steps:

1. Use the projective coordinates presented in Sect. 3 in order to describe the free motion on $S^2$ and $H^2$ (so such kinetic energy term $T_k$ is known and given by (21)).
2. Take the integrable curved anisotropic 1:2 oscillator and its integral of the motion given in Sect. 5.2 in the form (48) as the initial data in order to construct the curved family of RDG potentials.
3. Construct the full family of integrable curved RDG potentials on $S^2$ and $H^2$ (that we shall denote as $V_{k,n}$) through a recurrence procedure.
4. Show that the curved RDG potentials can be superposed by preserving integrability.
5. Obtain the curved 1:2 KdV Hénon–Heiles system as the particular case (58) of the latter curved RDG system.
Two important comments concerning this approach have to be pointed out: firstly, that projective coordinates will be the suitable ones in order to construct the curved RDG potentials and, secondly, that the integrability properties of \( V_{\kappa,2} \) will be our “initial conditions” that will guide the construction of the full integrability structure.

By following this procedure (see [93] for details), the RDG potentials on the sphere \( S^2 \) and the hyperbolic space \( H^2 \) can be defined in terms of projective Beltrami coordinates \((q_1, q_2)\) as

\[
V_{\kappa,n} = \left( \frac{1 + \kappa q_2^2}{1 - \kappa q_2^2} \right)^2 \times \sum_{i=0}^{[\frac{n}{2}]} 2^{n-2i} \binom{n-i}{i} \left( \frac{q_1}{\sqrt{1 + \kappa q_2^2}} \right)^{2i} \times \left( 1 - \frac{i}{n-i} \left[ \frac{\kappa q_1^2}{1 + \kappa q_2^2} \right] \right) \left( \frac{q_2}{1 + \kappa q_2^2} \right)^{n-2i}
\]

with \( n = 1, 2, \ldots \). It is straightforward to prove that each curved RDG Hamiltonian

\[
\mathcal{H}_{\kappa,n} = \mathcal{T}_\kappa + \alpha_n V_{\kappa,n},
\]

is integrable, with integral of motion \( \mathcal{L}_{\kappa,n} \) being quadratic in the momenta and given by

\[
\mathcal{L}_{\kappa,n} = J_{01} J_{12} + \alpha_n \frac{q_1^2}{1 + \kappa q_2^2} V_{\kappa,n-1}, \quad \{ \mathcal{H}_{\kappa,n}, \mathcal{L}_{\kappa,n} \} = 0,
\]

where \( \mathcal{T}_\kappa \) is the kinetic energy (21) and \( J_{01}, J_{12} \) are the functions given in Table 1 in Beltrami variables. We stress that in order to get a suitable recurrence relation, the 0-term \( V_{\kappa,0} \) in the curved RGD series of potentials is by no means a constant and it has to be defined as the function

\[
V_{\kappa,0} := \frac{(1 + \kappa q_2^2)(1 + \kappa q_2^2)}{(1 - \kappa q_2^2)^2}.
\]

Note that the quadratic curved RDG Hamiltonian, \( \mathcal{H}_{\kappa,2} = \mathcal{T}_\kappa + \alpha_2 V_{\kappa,2} \), is just the superintegrable curved 1:2 oscillator (48), formerly introduced in [7] and further studied in [31, 32].

It is convenient to recall that in terms of the ambient coordinates \((x_0, x_1, x_2)\), subjected to the constraint (8), the first curved RDG potentials turn out to be

\[
V_{\kappa,0} = \frac{1 - \kappa x_1^2}{(x_0^2 - \kappa x_2^2)^2},
\]

\[
V_{\kappa,1} = \frac{2 x_0 x_2}{(x_0^2 - \kappa x_2^2)^2},
\]
\[ V_{\kappa,2} = \frac{x_1^2(1 - \kappa x_1^2) + 4x_0^2x_2^2}{(x_0^2 - \kappa x_2^2)^2}, \]
\[ V_{\kappa,3} = \frac{4x_0x_1^2x_2(1 - \frac{1}{2}\kappa x_1^2) + 8x_0^3x_2^3}{(x_0^2 - \kappa x_2^2)^2}, \]
and the general formula for the curved RGD potentials is given by
\[ V_{\kappa,n} = \frac{1}{(x_0^2 - \kappa x_2^2)^2} \sum_{i=0}^{\left[\frac{n}{2}\right]} 2^{n-2i} \binom{n-i}{i} x_1^{2i} \left( 1 - \frac{i}{n-i} \kappa x_1^2 \right) (x_0x_2)^{n-2i}. \]

Obviously, from these expressions these potentials can be written in any other coordinate system. Notice also that \( V_{\kappa,2} \) is exactly the potential written in (48) due to the relation (8).

As in the Euclidean case the curved RDG potentials can be superposed and therefore expressions (55) and (56) can be generalized to the curved case [93]. In this way, it can straightforwardly be shown that the Hamiltonian
\[ \mathcal{H}_{\kappa,(M)} = \mathcal{T}_\kappa + \sum_{n=1}^{M} \alpha_n V_{\kappa,n}, \quad M = 1, 2, \ldots \]

Poisson commutes with the function
\[ \mathcal{L}_{\kappa,(M)} = J_{01} J_{12} + \frac{q_1^2}{1 + \kappa q_2^2} \sum_{n=1}^{M} \alpha_n V_{\kappa,n-1}, \]
where \( J_{01}, J_{12} \) and \( \mathcal{T}_\kappa \) are again given in Table 1.

Finally, the integrable curved counterpart of the Hénon–Heiles KdV Hamiltonian (49) on \( S^2 \) and \( H^2 \) arises as a straightforward corollary of the previous result as the particular case \( \mathcal{H}_{\kappa,(3)} \) and by considering (57). Explicitly,
\[ \mathcal{H}_\kappa = \mathcal{T}_\kappa + V_\kappa = \mathcal{T}_\kappa + \Omega V_{\kappa,2} + \frac{\alpha}{4} V_{\kappa,3}, \]
and the curved analogue of the Hénon–Heiles KdV potential is so given by
\[ V_\kappa = \Omega \frac{q_1^2(1 + \kappa q_2^2) + 4q_2^2}{(1 - \kappa q_2^2)^2} + \alpha \frac{q_2^2q_1^2(1 + \kappa q_2^2 - \frac{1}{2}\kappa q_1^2) + 2q_3^3}{(1 - \kappa q_2^2)^2(1 + \kappa q_2^2)}. \]
The associated integral of the motion comes from $\mathcal{L}_{\kappa,(3)}$ and reads

$$I_{\kappa} = J_{01}J_{12} + \frac{q_1^2}{1 + \kappa q^2} \left( \Omega \chi_{1} + \frac{\alpha}{4} \chi_{2} \right)$$

$$= (p_1 + \kappa(q \cdot p)q_1) (q_1 p_2 - q_2 p_1)$$

$$+ \frac{q_2^2}{1 + \kappa q^2} \left( \Omega \frac{2q_2(1 + \kappa q^2)}{(1 - \kappa q^2)^2} + \alpha \frac{q_1^2(1 + \kappa q_2^2) + 4q_2^2}{4(1 - \kappa q_2^2)^2} \right).$$

We stress that, by construction, the $\kappa \rightarrow 0$ limit of all these expressions leads smoothly to their Euclidean counterparts (49) and (53) we started with.

8 Remarks and Open Problems

In this contribution we have intended to provide a summary of recent results concerning the construction of new (super)integrable systems on 2D spaces of constant curvature as (super)integrable deformations of the corresponding Euclidean systems, where the Gaussian curvature of the space plays the role of the parameter for an integrable deformation theory.

This approach can be developed in different coordinate systems, and we have stressed the fact that projective Beltrami coordinates are computationally very useful from the viewpoint of algebraic integrability, since in these coordinates the curved kinetic energy is just a polynomial in the canonical projective variables and the curved integrable potentials so obtained can be expressed as rational functions. As a summarizing example illustrating this fact we recall that the Higgs oscillator Hamiltonian $\mathcal{H}^{1:1}_\kappa$ [58, 94] (this is just the 1:1 oscillator on $\mathbb{S}^2$ and $\mathbb{H}^2$ presented in Sect. 5.1) is expressed, respectively, in terms of ambient, geodesic polar and Beltrami canonical variables as follows:

$$\mathcal{H}^{1:1}_\kappa = \frac{\kappa}{2} \left( \frac{x_1^2 + x_2^2}{1 - \kappa \left( x_1^2 + x_2^2 \right)} \right) + \frac{1}{2} \left( \pi_1^2 + \pi_2^2 \right) + \frac{x^2}{(1 - \kappa x^2)},$$

$$= \frac{1}{2} \left( p_r^2 + \frac{p_\phi^2}{S_\kappa(r)} \right) + \delta T^2_\kappa(r),$$

$$= \frac{1}{2} (1 + \kappa q^2) \left( p^2 + \kappa(q \cdot p)^2 \right) + \delta q^2.$$ 

The computational advantages of the projective dynamics approach become evident from these expressions, specially for the search of curved analogues of non-superintegrable systems (like Hénon–Heiles ones) where the lack of additional symmetries implies the need of making use of a purely computational approach. We also recall that in terms of Beltrami coordinates the superintegrable Kepler–
Coulomb potential on $S^2$ and $H^2$ is given by $V^{KC} = k/\sqrt{q^2}$ (see [15, 19]), where again the potential in projective coordinates coincides formally with its corresponding Euclidean expression, and all the dynamical modifications arising from a non-vanishing curvature are concentrated in the kinetic energy term.

It should also be stressed that both anisotropic Euclidean oscillators and the integrable Hénon–Heiles Hamiltonian here considered preserve their integrability under the addition of some centrifugal terms, and the curved analogues of these “centrifugally perturbed” Hamiltonians can also be constructed. On the other hand, the wide applicability of the method here presented is currently being used in order to construct the curved analogue of the KdV Hénon–Heiles system (51) for arbitrary $\Omega_1$ and $\Omega_2$ parameters, as well as the curved analogue of the Sawada–Kotera case (50) as an integrable curvature perturbation of the Higgs 1:1 oscillator. Also, the construction of the curved Kaup–Kupershmidt Hénon–Heiles Hamiltonian (52) should be based on the constant curvature analogue of the superintegrable 1:4 curved oscillator, and is currently under investigation.

Finally, two further generalizations of the approach here presented should be mentioned. The first of them is the construction of integrable curved analogues of Minkowskian (instead of Euclidean) integrable systems, which could be addressed by following the same curvature-deformation approach, but considering the corresponding relativistic geometries with constant curvature (see [6, 8, 9, 14, 95] and the references therein). The second one deals with the construction of integrable systems on spaces with non-constant curvature, which in some cases can also be considered as (quantum) deformations of known (super)integrable systems on the Euclidean space. In these cases, a quite similar approach based on integrable perturbations in terms of a parameter related with the curvature has led to the obtention of new superintegrable oscillator and Kepler–Coulomb potentials on Darboux III and Taub-NUT spaces (see [96–105] for further details and references on integrability on spaces with non-constant curvature).

Acknowledgements This work has been partially supported by Ministerio de Ciencia, Innovación y Universidades (Spain) under grant MTM2016-79639-P (AEI/FEDER, UE) and by Junta de Castilla y León (Spain) under grant BU229P18.

References


37. B. Doubrovine, S. Novikov, A. Fomenko, Géométrie Contemporaine, Méthodes et Applications First Part (MIR, Moscow, 1982)


Abstract  Along the years, supersymmetric quantum mechanics (SUSY QM) has been used for studying solvable quantum potentials. It is the simplest method to build Hamiltonians with prescribed spectra in the spectral design. The key is to pair two Hamiltonians through a finite order differential operator. Some related subjects can be simply analyzed, as the algebras ruling both Hamiltonians and the associated coherent states. The technique has been applied also to periodic potentials, where the spectra consist of allowed and forbidden energy bands. In addition, a link with non-linear second-order differential equations, and the possibility of generating some solutions, can be explored. Recent applications concern the study of Dirac electrons in graphene placed either in electric or magnetic fields, and the analysis of optical systems whose relevant equations are the same as those of SUSY QM. These issues will be reviewed briefly in this paper, trying to identify the most important subjects explored currently in the literature.
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1 Introduction

The birth of supersymmetric quantum mechanics (SUSY QM) in 1981, as a toy model to illustrate the properties that systems involving both bosons and fermions have, was a breakthrough in the study of solvable quantum mechanical models [1]. One of the reasons is that SUSY QM is tightly related to other approaches used
in the past to address this kind of systems, e.g., the factorization method, Darboux transformation, and intertwining technique [2–27].

On the other hand, it is well known that the factorization method was introduced by Dirac in 1935, to derive algebraically the spectrum of the harmonic oscillator [28]. The next important advance was done by Schrödinger in 1940, who realized that the procedure can be also applied to the Coulomb potential [29, 30]. Later on, Infeld and his collaborators push forward the technique [31, 32], supplying a general classification scheme including most of the exactly solvable Schrödinger Hamiltonians known up to that time [2]. As a consequence, the idea that the factorization method was essentially exhausted started to spread among the scientific community.

However, in 1984 Mielnik proved that this belief was wrong, by generalizing simply the Infeld–Hull factorization method when he was seeking the most general first-order differential operators which factorize the harmonic oscillator Hamiltonian in a certain given order [33]. The key point of his approach was that if the ordering of the generalized factorization operators is interchanged, then a new Hamiltonian is obtained which is intertwined with the oscillator one.

It is worth to stress that Mielnik’s work represented the next breakthrough in the development of the factorization method, since it opened the way to look for new solvable quantum potentials. In particular, this generalization was immediately applied to the Coulomb problem [34]. Meanwhile, Andrianov’s group [35, 36] and Nieto [37] identified the links of the factorization method with Darboux transformation and supersymmetric quantum mechanics, respectively. In addition, Sukumar indicated the way to apply Mielnik’s approach to arbitrary potentials and factorization energies [38, 39], setting up the general framework where the factorization method would develop for the next decade [33, 34, 40–64].

Let us mention that up to the year 1993 the factorization operators, which at the same time are intertwining operators in this case, were first-order differential ones. A natural generalization, pursued by Andrianov and collaborators [65, 66], consists in taking the intertwining operators of order greater than one. This proposal was important, since it helped to circumvent the restriction of the first-order method, that only the energy of the initial ground state can be modified. Moreover, it made clear that the key of the generalization is the analysis of the intertwining relation rather than the factorized expressions. Let us note also that in 1995 Bagrov and Samsonov explored the same technique in a different but complementary way [67].

Our group got back to the subject in 1997 [68–72], although some works related with the method had been done previously [73]. In particular, several physically interesting potentials were addressed through this technique, as the standard harmonic oscillator [33, 69, 70], the radial oscillator, and Coulomb potentials [34, 73, 74], among others [75–77]. In addition, the coherent states associated to the SUSY partners of the harmonic oscillator were explored [78–81], and similar works dealing with more general one-dimensional Hamiltonians were done [82, 83]. Another important contribution has to do with the determination of the general systems ruled by polynomial Heisenberg algebras and the study of particular realizations based on the SUSY partners of the oscillator [80, 84–87]. The complex SUSY transformations involving either real or complex factorization
“energies” were implemented as well [88–92]. In addition, the analysis of the confluent algorithm, the degenerate case in which all the factorization energies tend to a single one, was also elaborated [74, 93–101]. The SUSY techniques for exactly solvable periodic potentials, as the Lamé and associated Lamé potentials, have been explored as well [102–109].

Some other groups have addressed the same subjects through different viewpoints, e.g., the $N$-fold supersymmetry by Tanaka and collaborators [110–114], the hidden non-linear supersymmetry by Plyushchay et al. [115–119], among others.

Especially important is the connection of SUSY QM with non-linear second-order ordinary differential equations, as KdV and Painlevé IV and V equations, as well as the possibility of designing algorithms to generate some of their solutions [81, 84–86, 90, 92, 120–135].

Another relevant subject related to SUSY QM is the so-called exceptional orthogonal polynomials (EOP) [136–150]. In fact, it seems that most of these new polynomials appear quite naturally when the seed solutions which are employed reduce to polynomial solutions of the initial stationary Schrödinger equation [144].

Recently, the SUSY methods started to be used also in the study of Dirac electrons in graphene and some of its allotropes, when external electric or magnetic fields are applied [151–161]. It is worth to mention as well some systems in optics, since there is a well-known correspondence between Schrödinger equation and Maxwell equations in the paraxial approximation, which makes that the SUSY methods can be applied directly in some areas of optics [162–169].

As we can see, the number of physical systems which are related with supersymmetric quantum mechanics is large enough to justify the writing of a new review paper, in which we will present the recent advances in the subject. If the reader is looking for books and previous review papers addressing SUSY QM from an inductive viewpoint, we recommend Refs. [5–27].

2 Supersymmetric Quantum Mechanics

In this section we shall present axiomatically the supersymmetric quantum mechanics, as a tool for generating solvable potentials $\tilde{V}(x)$ departing from a given initial one $V(x)$.

The supersymmetry algebra with two generators introduced by Witten in 1981 [1]

$$\{Q_i, H_{ss}\} = 0, \quad \{Q_i, Q_j\} = \delta_{ij} H_{ss}, \quad i, j = 1, 2,$$  \hspace{1cm} (1)

when realized in the following way:

\[ Q_1 = \frac{Q^+ + Q}{\sqrt{2}}, \quad Q_2 = \frac{Q^+ - Q}{i\sqrt{2}}, \]  

(2)

\[ Q = \begin{pmatrix} 0 & 0 \\ B & 0 \end{pmatrix}, \quad Q^+ = \begin{pmatrix} 0 & B^+ \\ 0 & 0 \end{pmatrix}, \]  

(3)

\[ H_{ss} = \{Q, Q^+\} = \begin{pmatrix} B^+B & 0 \\ 0 & BB^+ \end{pmatrix} \]  

is called supersymmetric quantum mechanics, where \( H_{ss} \) is the supersymmetric Hamiltonian, while \( Q_1, Q_2 \) are the supercharges. The \( k \)th order differential operators \( B, B^+ \) intertwine two Schrödinger Hamiltonians

\[ \tilde{H} = -\frac{1}{2} \frac{d^2}{dx^2} + \tilde{V}(x), \quad H = -\frac{1}{2} \frac{d^2}{dx^2} + V(x), \]  

(5)

in the way

\[ \tilde{H}B^+ = B^+H, \quad HB = BB\tilde{H}. \]  

(6)

There is a natural link with the factorization method, since the following relations are fulfilled:

\[ B^+B = \prod_{j=1}^{k}(\tilde{H} - \epsilon_j), \quad BB^+ = \prod_{j=1}^{k}(H - \epsilon_j), \]  

(7)

where \( \epsilon_j, j = 1, \ldots, k \) are \( k \) factorization energies associated to \( k \) seed solutions required to implement the intertwining (see Eqs. (5) and (6) and Sects. 2.1 and 2.2). Taking into account these expressions, it turns out that the supersymmetric Hamiltonian \( H_{ss} \) is a polynomial of degree \( k \)th in the diagonal matrix operator \( H_p \) which involves the two Schrödinger Hamiltonians \( H \) and \( \tilde{H} \) as follows:

\[ H_{ss} = \prod_{j=1}^{k}(H_p - \epsilon_j), \quad H_p = \begin{pmatrix} \tilde{H} & 0 \\ 0 & H \end{pmatrix}. \]  

(8)

In particular, if \( k = 1 \) the standard (first-order) supersymmetric quantum mechanics is recovered, for which \( H_{ss} \) is a first degree polynomial in \( H_p \), i.e., \( H_{ss} = H_p - \epsilon_1 \). For \( k > 1 \), however, we will arrive to the so-called higher-order supersymmetric quantum mechanics, in which \( H_{ss} \) is a polynomial of degree greater than one in \( H_p \) (see, for example, [23]).
2.1 Standard SUSY Transformations

Let us suppose now that we select $k$ solutions $u_j$ of the initial stationary Schrödinger equation for $k$ different factorization energies $\epsilon_j$, $j = 1, \ldots, k,$

$$H u_j = \epsilon_j u_j,$$

which are called seed solutions. From them we implement the intertwining transformation of Eq. (6), leading to a new potential $\tilde{V}(x)$ which is expressed in terms of the initial potential and the seed solutions as follows:

$$\tilde{V}(x) = V(x) - [\log W(u_1, \ldots, u_k)]'' ,$$

where $W(u_1, \ldots, u_k)$ denotes the Wronskian of $u_j$, $j = 1, \ldots, k$. The eigenfunctions $\tilde{\psi}_n$ and eigenvalues $E_n$ of $\tilde{H}$ are obtained from the corresponding ones of $H$, $\psi_n$, and $E_n$, as follows:

$$\tilde{\psi}_n = \frac{B^+ \psi_n}{\sqrt{(E_n - \epsilon_1) \cdots (E_n - \epsilon_k)}} \propto \frac{W(u_1, \ldots, u_k, \psi_n)}{W(u_1, \ldots, u_k)} .$$

Moreover, $\tilde{H}$ could have additional eigenfunctions $\tilde{\psi}_{\epsilon_j}$ for some of the factorization energies $\epsilon_j$ (at most $k$, depending on either they fulfill or not the required boundary conditions) which are given by:

$$\tilde{\psi}_{\epsilon_j} \propto \frac{W(u_1, \ldots, u_{j-1}, u_{j+1}, \ldots, u_k)}{W(u_1, \ldots, u_k)} .$$

We can conclude that, given the initial potential $V(x)$, its eigenfunctions $\psi_n$, eigenvalues $E_n$, and the $k$ chosen seed solutions $u_j$, $j = 1, \ldots, k$, it is possible to generate algorithmically its $k$th order SUSY partner potential $\tilde{V}(x)$ as well as the associated eigenfunctions and eigenvalues through expressions (10)–(12).

It is important to stress that the seed solutions must be carefully chosen in order that the new potential will not have singularities additional to those of the initial potential $V(x)$. When this happens, we say that the transformation is non-singular. If the initial potential is real, and we require the same for the final potential, then there are some criteria for choosing the real seed solutions $u_j$ according to their number of nodes, which also depend on the values taken by the associated factorization energies $\epsilon_j$ (see, for example, [23]). Although non-exhaustive, let us report next a list of some important criteria, which will make the final potential $\tilde{V}(x)$ to be real and without any extra singularity with respect to $V(x)$.

- If $k = 1$ (first-order SUSY QM), the factorization energy $\epsilon_1$ must belong to the infinite energy gap $\epsilon_1 < E_0$ in order that $u_1$ could be nodeless inside the $x$-domain of the problem, where $E_0$ is the ground state energy of $H$. Moreover, since in this $\epsilon_1$-domain the seed solution $u_1$ could have either one node or none,
then we additionally require to identify the right nodeless solution. With these conditions, the transformation will be non-singular and the spectrum of the new Hamiltonian $\tilde{H}$ will have an extra level $\epsilon_1$ with respect to $H$ (creation of a new level). Note that also it is possible to select the seed solution with a node at one of the edges of the $x$-domain; thus, the SUSY transformation will be still non-singular but the factorization energy $\epsilon_1$ will not belong to the spectrum of $\tilde{H}$ (isospectral transformation).

- If $k = 1$, $\epsilon_1 = E_0$, and $u_1 = \psi_0$ (the seed solution is the ground state, which has one node at each edge of the $x$-domain), then the SUSY transformation will be non-singular and the spectrum of the new Hamiltonian will not have the level $E_0$ (deletion of one level).

- If $k = 2$ (standard second-order SUSY QM), first of all both $\epsilon_1$ and $\epsilon_2$ must belong to the same energy gap, either to the infinite one below $E_0$ or to a finite gap defined by two neighbor energy levels $(E_m, E_{m+1})$. Let us order the two factorization energies in the way $\epsilon_2 < \epsilon_1$. In order that the Wronskian of $u_1$ and $u_2$ would be nodeless, the seed solution $u_2$ associated to the lower factorization energy $\epsilon_2$ should have one extra node with respect to the solution $u_1$ associated to the higher factorization energy $\epsilon_1$ [23]. In particular, in the infinite gap $u_2$ should have one node and $u_1$ should be nodeless. On the other hand, when both factorization energies are in the finite gap $(E_m, E_{m+1})$ the seed solutions $u_2$ and $u_1$ should have $m + 2$ and $m + 1$ nodes, respectively. In both cases the spectrum of the new Hamiltonian will contain two extra eigenvalues $\epsilon_1, \epsilon_2$ (creation of two levels). Moreover, the seed solutions can be chosen such that the transformation is still non-singular but either $\epsilon_1, \epsilon_2$ or both will not belong to the spectrum of $\tilde{H}$ (either creation of one new level or isospectral transformation).

- If $k > 2$, the corresponding non-singular SUSY transformation can be expressed as the product of a certain number of first and second-order SUSY transformations, each one having to be consistent with any of the previous criteria to be non-singular.

### 2.2 Confluent SUSY Transformations

An important degenerate case of the SUSY transformation for $k \geq 2$ appears when all the factorization energies $\epsilon_j, j = 1, \ldots, k$ tend to a fixed single value $\epsilon_1$ [74, 93–101, 170–172]. Let us note that the expression for the new potential of Eq. (10) is still valid, but the seed solutions have to be changed if non-trivial modifications in the new potential are going to appear. In fact, the seed solutions $u_j, j = 1, \ldots, k$ instead of being just normal eigenfunctions of $H$ should generate a Jordan chain of
generalized eigenfunctions for $H$ and $\epsilon_1$ as follows:

\begin{align}
(H - \epsilon_1)u_1 &= 0, \\
(H - \epsilon_1)u_2 &= u_1, \\
&(\text{etc.}) \\
(H - \epsilon_1)u_k &= u_{k-1}. 
\end{align}

First let us assume that the seed solution $u_1$ satisfying Eq. (13) is given, then we need to find the general solution for $u_j, j = 2, \ldots, k$ (precisely in that order!) in terms of $u_1$. There are two methods essentially different to determine such a general solution: the first one is known as integral method, in which through the technique of variation of parameters one simplifies each inhomogeneous equation in the chain and when integrating the resulting equation every solution $u_j$ is found. In fact, by applying this procedure the solution to the inhomogeneous equations

\begin{align}
(H - \epsilon_1)u_j &= u_{j-1}, \quad j = 2, \ldots, k, 
\end{align}

is given by

\begin{align}
u_j(x) &= -2u_1(x) v_j(x), \\
v_j(x) &= v_j(x_0) + \int_{x_0}^x \frac{w_j(y)}{u_1^2(y)} dy, \\
w_j(x) &= w_j(x_0) + \int_{x_0}^x u_1(z) u_{j-1}(z) dz,
\end{align}

where $x_0$ is a point in the initial domain of the problem. Thus, Eq. (19) with $j = 2$ determines $w_2$, by inserting then this result in Eq. (18) with $j = 2$ we find $v_2$ which in turn fixes $u_2$ through Eq. (17) [74]. By using then this expression for $u_2$ it is found $w_3$ through Eq. (19) and then $v_3$ and $u_3$ by means of Eqs. (18) and (17), respectively [95]. We continue this process to find at the end the expression for $u_k$, and then we insert all the $u_j, j = 1, \ldots, k$ in Eq. (10) in order to obtain the new potential [170].

An alternative is the so-called differential method, in which one identifies in a clever way (through parametric differentiation with respect to the factorization energy $\epsilon_1$) one particular solution for each inhomogeneous equation of the chain [96, 100]. It is straightforward then to find the general solution for each $u_j, j = 2, \ldots, k$. Instead of supplying the resulting formulas for arbitrary $k > 1$, let us derive the results just for the simplest case with $k = 2$. 


2.2.1 Confluent Second-Order SUSY QM

For \( k = 2 \) we just need to solve the following system of equations:

\[
\begin{align*}
(H - \epsilon_1)u_1 &= 0, \\
(H - \epsilon_1)u_2 &= u_1.
\end{align*}
\]  

(20)  

(21)

The result for the integral method in this case is achieved by making \( k = 2 \) in Eqs. (17)–(19), which leads to [74]:

\[
\begin{align*}
 u_2(x) &= -2 u_1(x) v_2(x), \\
v_2(x) &= v_2(x_0) + \int_{x_0}^{x} \frac{w_2(y)}{u_1^2(y)} dy, \\
w_2(x) &= w_2(x_0) + \int_{x_0}^{x} u_1^2(y) dy.
\end{align*}
\]  

(22)  

(23)  

(24)

Thus we obtain:

\[
W(u_1, u_2) = -2 w_2(x).
\]  

(25)

Up to a constant factor, this is the well-known formula generated for the first time in [94], which will induce non-trivial modifications in the new potential \( \tilde{V}(x) \) (see Eq. (10)).

Let us solve now the system of Eqs. (20)–(21) through the differential method [96]. If we derive Eq. (20) with respect to \( \epsilon_1 \), assuming that the Hamiltonian \( H \) does not depend explicitly on \( \epsilon_1 \), we obtain a particular solution of the inhomogeneous Eq. (21), namely

\[
(H - \epsilon_1) \frac{\partial u_1}{\partial \epsilon_1} = u_1.
\]  

(26)

Thus, the general solution for \( u_2 \) we were looking for becomes:

\[
u_2(x) = c_2 u_1 + d_2 u_1 \int_{x_0}^{x} \frac{dy}{u_1^2(y)} + \frac{\partial u_1}{\partial \epsilon_1}.
\]  

(27)

Hence:

\[
W(u_1, u_2) = d_2 + W\left( u_1, \frac{\partial u_1}{\partial \epsilon_1} \right).
\]  

(28)

Let us note that both methods have advantages and disadvantages, as compared with each other. For instance, in the integral method often it is hard to find explicit analytic solutions for the involved integrals, then in such cases we can try to use
the differential method. However, for numerical calculation of the new potential it is simple and straightforward to use the integral formulas. On the other hand, there are not many potentials for which we can calculate in a simple way the corresponding derivative with respect to the factorization energy. At the end both methods turn out to be complementary to each other. A final remark has to be done: the family of new potentials generated through both algorithms (the integral and differential one) is the same, but if we want to generate a specific member of the family through both methods we need to be sure that we are using the same pair of seed solutions \( u_1, u_2 \). In practice, given \( u_1, u_2 \), with \( u_2 \) generated, for example, through the integral method (which means that we have fixed the constants \( v_2(x_0) \) and \( w_2(x_0) \) of Eqs. (23), (24)) we have to look for the appropriate coefficients \( c_2 \) and \( d^2 \) of Eq. (27) in order to guarantee that the same seed solution \( u_2 \) is going to be used for the differential algorithm (see the discussion in [99]).

As in the non-confluent SUSY approach, once again we have to choose carefully the seed solution \( u_1 \) in order that the new potential will not have extra singularities with respect to \( V(x) \). In the case of the second-order confluent algorithm, the way of selecting such a seed solution is the following [94]:

- In the first place \( u_1 \) must vanish at one of the two edges of the \( x \)-domain. If this happens, then there will be some domain of the parameter \( w_2(x_0) \) for which the key function \( w_2 \) of Eq. (24) will not have any node.
- The above requirement can be satisfied, in principle, by seed solutions \( u_1 \) associated to any real factorization energy; thus, we can create an energy level at any place on the energy axis.
- In particular, any eigenfunction of \( H \) satisfies the conditions to produce non-singular confluent second-order SUSY transformations, and the corresponding energy eigenvalue can be also kept in the spectrum of the new Hamiltonian (isospectral transformations).
- When an eigenfunction of \( H \) is used, a zero for \( w_2 \) could appear at one of the edges of the \( x \) domain. In such a case, the SUSY transformation stays non-singular, but the corresponding eigenvalue will disappear from the spectrum of \( \tilde{H} \) (deletion of one level).

### 3 SUSY QM and Exactly Solvable Potentials

The methods discussed previously can be used to generate, from an exactly solvable potential, plenty of new exactly solvable Hamiltonians with spectra quite similar to the initial one. In this section we will employ the harmonic oscillator to illustrate the technique. Although in this case the spectrum consists of an infinite number of non-degenerate discrete energy levels, the method works as well for Hamiltonians with mixed spectrum (discrete and continuous) or even when there is just a continuous one (see, e.g., [173]). This is what happens for periodic potentials [102–109], where the spectrum consists of allowed energy bands separated by forbidden gaps.
Moreover, the technique has been applied also to a very special system whose spectrum is the full real line, with each level being doubly degenerate: the so-called repulsive oscillator [128].

3.1 Harmonic Oscillator

The harmonic oscillator potential is given by:

\[ V(x) = \frac{x^2}{2}. \] (29)

In order to apply the SUSY methods, it is required to find the general solution \( u(x) \) of the stationary Schrödinger equation for an arbitrary factorization energy \( \epsilon \):

\[ -\frac{1}{2} u''(x) + \frac{x^2}{2} u(x) = \epsilon u(x). \] (30)

Up to a constant factor, the general solution to this equation is a linear combination (characterized by the parameter \( \nu \)) of an even and odd linearly independent solutions, given by [80]:

\[
\begin{align*}
u(x) &= e^{-\frac{x^2}{2}} \left[ _1F_1 \left( \frac{1-2\epsilon}{4}, \frac{1}{2}; x^2 \right) + 2 \nu \frac{\Gamma\left(\frac{3-2\epsilon}{4}\right)}{\Gamma\left(\frac{1-2\epsilon}{4}\right)} x \ _1F_1 \left( \frac{3-2\epsilon}{4}, \frac{3}{2}; x^2 \right) \right] \\
&= e^{\frac{x^2}{2}} \left[ _1F_1 \left( \frac{1+2\epsilon}{4}, \frac{1}{2}; -x^2 \right) + 2 \nu \frac{\Gamma\left(\frac{3-2\epsilon}{4}\right)}{\Gamma\left(\frac{1-2\epsilon}{4}\right)} x \ _1F_1 \left( \frac{3+2\epsilon}{4}, \frac{3}{2}; -x^2 \right) \right].
\end{align*}
\] (31)

In order to produce non-singular SUSY transformations we need to know the number of nodes that \( u \) has, according to the position of the parameter \( \epsilon \) on the energy axis. Let us note first of all that, if \( \epsilon \) is any real number, \( u \) will have an even number of nodes for \( |\nu| < 1 \), while this number will be odd for \( |\nu| > 1 \). This implies that, when \( \epsilon \) is in the infinite energy gap \( \epsilon < E_0 \), this solution will have one node for \( |\nu| > 1 \) and it will be nodeless for \( |\nu| < 1 \). On the other hand, if \( E_m < \epsilon < E_{m+1} \) with \( m \) even, then \( u \) will have \( m + 2 \) nodes for \( |\nu| < 1 \) and it will have \( m + 1 \) nodes for \( |\nu| > 1 \), while for odd \( m \) it will have \( m + 2 \) and \( m + 1 \) nodes for \( |\nu| > 1 \) and \( |\nu| < 1 \), respectively.

Now, although the SUSY methods can supply an infinity of new exactly solvable potentials, their expressions become in general too long to be explicitly reported. The simplest formulas appear when the factorization energies become either some of the eigenvalues \( E_n = n + \frac{1}{2}, n = 0, 1, \ldots \) of \( H \) or some other special values, defined by the sequence \( E_m = -(m + \frac{1}{2}), m = 0, 1, \ldots \). In both cases it is possible to reduce the Schrödinger solution \( u \) to the product of one exponential factor \( e^{\pm x^2/2} \).
times a Hermite polynomial, either of a real variable when one of the $E_m$ is taken or of an imaginary one when any of the $\mathcal{E}_m$ is chosen \[80\]. We supply next some explicit expressions for exactly solvable potentials, generated through the SUSY methods for such special values of the factorization energies. Let us note that we have sticked strictly to the criteria pointed out at Sect. 1 for producing non-singular SUSY transformations on the full real line. It is just for the first-order transformation that we have employed one general solution to show explicitly the simplest family of exactly solvable potential generated through SUSY QM.

3.1.1 First-Order SUSY Partners of the Oscillator

For $k = 1, \epsilon_1 = -\frac{1}{2}, |\nu_1| < 1$ it is obtained (see also \[33\]):

$$\tilde{V}(x) = \frac{x^2}{2} - \left( \frac{2 \nu_1 e^{-x^2}}{\sqrt{\pi} \left[ 1 + \nu_1 \text{erf}(x) \right]} \right)' - 1,$$

(32)

where erf$(x)$ is the error function.

For $k = 1, \epsilon_1 = -\frac{5}{2}, \nu_1 = 0$ we get:

$$\tilde{V}(x) = \frac{x^2}{2} - \frac{4x}{2x^2 + 1}' - 1.$$

(33)

For $k = 1, \epsilon_1 = -\frac{9}{2}, \nu_1 = 0$ it is obtained:

$$\tilde{V}(x) = \frac{x^2}{2} - \left[ \frac{8x(2x^2 + 3)}{4x^4 + 12x^2 + 3} \right]' - 1.$$

(34)

Let us note that in all these three cases the spectrum of the new Hamiltonian $\tilde{H}$, besides having the eigenvalues of $H$, will contain also a new energy level at $\epsilon_1$.

3.1.2 Second-Order SUSY Partners of the Oscillator

For $k = 2, \epsilon_1 = -\frac{5}{2}, \nu_1 = 0, \epsilon_2 = -\frac{7}{2}, \nu_2 \to \infty$ it is obtained:

$$\tilde{V}(x) = \frac{x^2}{2} - \frac{16x^3}{4x^4 + 3}' - 2.$$

(35)

For $k = 2, \epsilon_1 = -\frac{9}{2}, \nu_1 = 0, \epsilon_2 = -\frac{11}{2}, \nu_2 \to \infty$ we get:

$$\tilde{V}(x) = \frac{x^2}{2} - \left[ \frac{32x^3(4x^4 + 12x^2 + 15)}{16x^8 + 64x^6 + 120x^4 + 45} \right]' - 2.$$

(36)
For $k = 2$, $\epsilon_1 = -\frac{5}{2}$, $\nu_1 = 0$, $\epsilon_2 = -\frac{11}{2}$, $\nu_2 \rightarrow \infty$ it is obtained:

$$\tilde{V}(x) = \frac{x^2}{2} - \left[ \frac{4x(12x^4 + 20x^2 + 5)}{8x^6 + 20x^4 + 10x^2 + 5} \right]' - 2.$$ \hspace{1cm} (37)

Once again, in all these cases the spectrum of the new Hamiltonian $\tilde{H}$ will have two new levels at $\epsilon_1$, $\epsilon_2$, besides the eigenvalues $E_n$ of $H$.

On the other hand, when deleting two neighbor energy levels of $H$ in order to create $\tilde{H}$ we could obtain again some of the potentials reported above, up to an energy shift to align the corresponding energy levels (see, e.g., [174]). For instance, if we delete the first and second excited states of $H$ we recover the potential given in Eq. (33), if we delete the second and third excited states we get again the potential in Eq. (35). Let us generate now a new potential by deleting the third and fourth excited states, which leads to:

$$\tilde{V}(x) = \frac{x^2}{2} - \left[ \frac{12x(4x^4 - 4x^2 + 3)}{8x^6 - 12x^4 + 18x^2 + 9} \right]' + 2.$$ \hspace{1cm} (38)

Note that the corresponding Hamiltonian $\tilde{H}$ will not have the levels $E_3 = 7/2$, $E_4 = 9/2$.

In order to present some potentials obtained through the confluent second-order SUSY QM, let us use once again the eigenstates of $H$. If the ground state is taken to implement the transformation, it is generated the same family of potentials of Eq. (32). However, if the first excited state is employed, the following one-parameter family of potentials isospectral to the oscillator is gotten (see Eqs. (10), (24), (25)):

$$\tilde{V}(x) = \frac{x^2}{2} - \left[ \frac{4x^2}{\sqrt{\pi}(2b_2 + 1)e^{x^2} + \sqrt{\pi}e^{x^2}\text{erf}(x) - 2x} \right]', \hspace{1cm} (39)$$

where $b_2 \equiv w_2(-\infty)$. For $b_2 > 0$ the new Hamiltonian $\tilde{H}$ is isospectral to $H$. However, if $b_2 = 0$ the level $E_1$ will disappear from the spectrum of $\tilde{H}$.

Let us note that if a general eigenfunction $\psi_n(x)$ of $H$ is used to perform the confluent second-order transformation, an explicit expression for the key function $w_2(x)$ has been obtained, which will induce non-trivial modifications in the new potential [94].

### 4 Algebraic Structures of $H$, $\tilde{H}$, and Coherent States

In this section we are going to analyze the kind of algebra that the SUSY partner Hamiltonian $\tilde{H}$ will inherit from the initial one $H$. We are going to suppose that $H$ has an algebraic structure general enough to include the most important one-dimensional Hamiltonians appearing currently in the literature, as the harmonic oscillator [82].
4.1 Algebraic Structure of $H$

Let us suppose that the initial Schrödinger Hamiltonian $H$ has an infinite discrete spectrum whose non-degenerate energy levels $E_n$, $n = 0, 1, \ldots$ are ordered as usual, $E_n < E_{n+1}$. Moreover, there is an explicit functional dependence between the eigenvalues $E_n$ and the index $n$, i.e., $E_n = E(n)$, where $E(n)$ is well defined on the non-negative integers. For example, for the harmonic oscillator it turns out that $E(n) = n + \frac{1}{2}$. In this section we will use Dirac notation, so that the eigenstates and eigenvalues satisfy:

$$H|\psi_n\rangle = E_n|\psi_n\rangle, \quad n = 0, 1, \ldots$$

(40)

The number operator $N$ is now introduced as

$$N|\psi_n\rangle = n|\psi_n\rangle.$$  

(41)

It can be defined now a pair of ladder operators of the system through

$$a^-|\psi_n\rangle = r(n)|\psi_{n-1}\rangle,$$

(42)

$$a^+|\psi_n\rangle = r^*(n + 1)|\psi_{n+1}\rangle,$$

(43)

$$r(n) = e^{i\tau(E_n - E_{n-1})}\sqrt{E_n - E_0}, \quad \tau \in \mathbb{R},$$

(44)

where $r^*(n)$ denotes the complex conjugate of $r(n)$. Thus, the intrinsic algebra of the system is defined by:

$$[N, a^\pm] = \pm a^\pm,$$

(45)

$$a^+a^- = E(N) - E_0,$$

(46)

$$a^-a^+ = E(N + 1) - E_0,$$

(47)

$$[a^-, a^+] = E(N + 1) - E(N) = f(N),$$

(48)

$$[H, a^\pm] = \pm f(N - 1/2 \mp 1/2)a^\pm.$$  

(49)

Let us note that, depending on the key function $E(n)$ associated to the initial Hamiltonian, the system could be ruled by a Lie algebra, in case that $E(n)$ is either linear or quadratic in $n$. However, it could be also ruled by non-Lie algebras, when $E(n)$ has a more involved dependence with $n$.

Once we have characterized the algebra for the initial Hamiltonian, it is possible to analyze the corresponding structure for its SUSY partner Hamiltonians $\tilde{H}$. 


4.2 Algebraic Structure of $\tilde{H}$

The most important properties of $\tilde{H}$ come from its connection with the initial Hamiltonian $H$ through the intertwining operators (see Eq. (6)). In fact, from these expressions it is simple to identify the natural ladder operators for $\tilde{H}$ as follows [33, 78, 80, 82]:

$$\tilde{a}^\pm = B^\pm a^\pm B.$$  \hspace{1cm} (50)

Its action on the eigenstates of $\tilde{H}$ can be straightforwardly calculated, leading to:

$$\tilde{a}^\pm |\tilde{\psi}_{\epsilon j}\rangle = 0,$$  \hspace{1cm} (51)

$$\tilde{a}^- |\tilde{\psi}_n\rangle = \tilde{r}(n)|\tilde{\psi}_{n-1}\rangle,$$  \hspace{1cm} (52)

$$\tilde{a}^+ |\tilde{\psi}_n\rangle = \tilde{r}^*(n+1)|\tilde{\psi}_{n+1}\rangle,$$  \hspace{1cm} (53)

$$\tilde{r}(n) = \left[ \prod_{i=1}^{k} \frac{E(n) - \epsilon_i}{E(n-1) - \epsilon_i} \right]^{\frac{1}{2}} r(n).$$  \hspace{1cm} (54)

In order to simplify the discussion, from now on we will assume that none of the $\epsilon_{j\,j = 1, \ldots, k}$ coincide with some eigenvalue of $H$, and that $k$ new energy levels are created for $\tilde{H}$ at $\epsilon_j, j = 1, \ldots, k$. It is important as well to define the number operator $\tilde{N}$ for the system ruled by $\tilde{H}$, through its action on the corresponding energy eigenstates:

$$\tilde{N} |\tilde{\psi}_{\epsilon j}\rangle = 0,$$  \hspace{1cm} (55)

$$\tilde{N} |\tilde{\psi}_n\rangle = n |\tilde{\psi}_n\rangle.$$  \hspace{1cm} (56)

The natural algebra of the system is now defined by:

$$[\tilde{N}, \tilde{a}^\pm] = \pm \tilde{a}^\pm,$$  \hspace{1cm} (57)

$$[\tilde{a}^-, \tilde{a}^+] = \tilde{r}(\tilde{N} + 1) \tilde{r}(\tilde{N}) - \tilde{r}^* (\tilde{N}) \tilde{r}(\tilde{N}) \sum_{n=0}^{\infty} |\tilde{\psi}_n\rangle \langle \tilde{\psi}_n|,$$  \hspace{1cm} (58)

where $\tilde{r}(n)$ is given by Eqs. (54), (44).

4.3 Coherent States of $H$ and $\tilde{H}$

We have just identified the annihilation and creation operators for the SUSY partner Hamiltonians $H$ and $\tilde{H}$. The coherent states for such systems can be looked for as
eigenstates of the annihilation operator with complex eigenvalues \( z \), namely:

\[
a^- |z, \tau \rangle = z |z, \tau \rangle, \tag{59}
\]

\[
\tilde{a}^- |\tilde{z}, \tau \rangle = z |\tilde{z}, \tau \rangle. \tag{60}
\]

If we expand the coherent states in the basis of energy eigenstates, substitute them in Eqs. (59), (60) to obtain a recurrence relation for the coefficients of the expansion, and express such coefficients in terms of the first one and normalize them, we arrive at the following expressions:

\[
|z, \tau \rangle = \left( \sum_{m=0}^{\infty} \frac{|z|^{2m}}{\rho_m} \right)^{-\frac{1}{2}} \sum_{m=0}^{\infty} e^{-i\tau(E_m-E_0)} \frac{z^m}{\sqrt{\rho_m}} |\psi_m\rangle, \tag{61}
\]

\[
\rho_m = \begin{cases} 
1 & \text{if } m = 0 \\
(E_m - E_0) \cdots (E_1 - E_0) & \text{if } m > 0
\end{cases} \tag{62}
\]

and

\[
|\tilde{z}, \tau \rangle = \left( \sum_{m=0}^{\infty} \frac{|z|^{2m}}{\tilde{\rho}_m} \right)^{-\frac{1}{2}} \sum_{m=0}^{\infty} e^{-i\tau(E_m-E_0)} \frac{z^m}{\sqrt{\tilde{\rho}_m}} |\tilde{\psi}_m\rangle, \tag{63}
\]

\[
\tilde{\rho}_m = \begin{cases} 
1 & \text{if } m = 0 \\
\rho_m \prod_{i=1}^{k} (E_m - \epsilon_i)(E_{m-1} - \epsilon_i)^2 \cdots (E_1 - \epsilon_i)^2(E_0 - \epsilon_i) & \text{if } m > 0.
\end{cases} \tag{64}
\]

It is important to ensure that our coherent states fulfill a completeness relation, in order that an arbitrary state can be decomposed in terms of them. In our case the two completeness relations are:

\[
\int |z, \tau \rangle \langle z, \tau | d\mu(z) = 1, \tag{65}
\]

\[
d\mu(z) = \frac{1}{\pi} \left( \sum_{m=0}^{\infty} \frac{|z|^{2m}}{\rho_m} \right) \rho(|z|^2) d^2z, \tag{66}
\]

and

\[
\sum_{i=1}^{k} |\tilde{\psi}_{\epsilon_i}\rangle \langle \tilde{\psi}_{\epsilon_i}| + \int |\tilde{z}, \tau \rangle \langle \tilde{z}, \tau | d\tilde{\mu}(z) = 1, \tag{67}
\]

\[
d\tilde{\mu}(z) = \frac{1}{\pi} \left( \sum_{m=0}^{\infty} \frac{|z|^{2m}}{\tilde{\rho}_m} \right) \tilde{\rho}(|z|^2) d^2z. \tag{68}
\]
They will be fulfilled if we would find two measure functions \( \rho(y) \) and \( \tilde{\rho}(y) \) solving the following moment problems \([78,80,175–177]\):

\[
\int_{0}^{\infty} y^m \rho(y) \, dy = \rho_m, \quad m = 0, 1, \ldots \tag{69}
\]

\[
\int_{0}^{\infty} y^m \tilde{\rho}(y) \, dy = \tilde{\rho}_m, \quad m = 0, 1, \ldots \tag{70}
\]

The fact that two coherent states of a given family in general are not orthogonal is contained in the so-called reproducing kernel, which turns out to be:

\[
\langle z_1, \tau | z_2, \tau \rangle = \left( \sum_{m=0}^{\infty} \frac{|z_1|^{2m}}{\rho_m} \right)^{1/2} \left( \sum_{m=0}^{\infty} \frac{|z_2|^{2m}}{\rho_m} \right)^{1/2} \left( \sum_{m=0}^{\infty} \frac{(z_1 z_2)^m}{\rho_m} \right), \tag{71}
\]

\[
\langle \tilde{z}_1, \tau | \tilde{z}_2, \tau \rangle = \left( \sum_{m=0}^{\infty} \frac{|z_1|^{2m}}{\tilde{\rho}_m} \right)^{1/2} \left( \sum_{m=0}^{\infty} \frac{|z_2|^{2m}}{\tilde{\rho}_m} \right)^{1/2} \left( \sum_{m=0}^{\infty} \frac{(|z_1 z_2|)^m}{\tilde{\rho}_m} \right). \tag{72}
\]

Concerning dynamics, the coherent states evolve as follows:

\[
U(t) | z, \tau \rangle = \exp(-i t H) | z, \tau \rangle = e^{-i E_0 t} | z, \tau + t \rangle, \tag{73}
\]

\[
\tilde{U}(t) | \tilde{z}, \tau \rangle = \exp(-i t \tilde{H}) | \tilde{z}, \tau \rangle = e^{-i E_0 t} | \tilde{z}, \tau + t \rangle. \tag{74}
\]

Let us note that, while the eigenvalue \( z = 0 \) of \( a^- \) is non-degenerate (if \( z = 0 \) is made in Eq. (61) the ground state of \( H \) is achieved), for \( \tilde{a}^- \) this eigenvalue is \((k + 1)\)th degenerate, since all states \( \tilde{\psi}_{i,l}, l = 1, \ldots, k \) are annihilated by \( \tilde{a}^- \) and for \( z = 0 \) Eq. (63) reduces to the eigenstate \( | \tilde{\psi}_0 \rangle \) of \( \tilde{H} \) associated to \( E_0 \).

### 4.4 Example: Harmonic Oscillator

The simplest system available to illustrate the previous treatment is the harmonic oscillator. In this case there is a linear relation between the number operator and the Hamiltonian \( H, H = E(N) = N + 1/2 \). In addition, the function characterizing the action of \( a^{\pm} \) onto the eigenstates of \( H \) becomes:

\[
r(n) = \sqrt{E_n - E_0} = \sqrt{n}, \tag{75}
\]

where, since the phase factors of Eq. (44) are independent of \( n \), we have fixed them by taking \( \tau = 0 \). The function characterizing the commutator between the annihilation and creation operators is now (see Eq. (48)):

\[
f(N) = E(N + 1) - E(N) = 1. \tag{76}
\]
Thus, the commutation relations for the intrinsic algebra of the oscillator become:

\[ [N, a^\pm] = \pm a^\pm, \]  
\[ [a^-, a^+] = 1, \]  

which is the well-known Heisenberg–Weyl algebra.

On the other hand, for the SUSY partner Hamiltonian \( \tilde{H} \) we have that:

\[ \tilde{r}(n) = \left[ \prod_{i=1}^{k} (E_i - \epsilon_i - 1)(E_i - \epsilon_i) \right]^{\frac{1}{2}} r(n). \]  

If we insert this expression in Eq. (58) it is obtained a polynomial Heisenberg algebra, since in this case the commutator of \( \tilde{a}^- \) and \( \tilde{a}^+ \) is a polynomial of degree \( 2k \) either in \( \tilde{H} \) or in \( \tilde{N} \).

Concerning coherent states, in the first place the coefficients \( \rho_m \) and \( \tilde{\rho}_m \), which are also the moments arising in Eqs. (69), (70), become:

\[ \rho_m = m!, \]  
\[ \tilde{\rho}_m = m! \prod_{i=1}^{k} \left( \frac{1}{2} - \epsilon_i \right)_m \left( \frac{3}{2} - \epsilon_i \right)_m, \]  

where \( (c)_m = \Gamma(c + m)/\Gamma(c) \) is a Pochhammer’s symbol. It is straightforward to find now the explicit expressions for the coherent states:

\[ |z\rangle = e^{-\frac{|z|^2}{2}} \sum_{m=0}^{\infty} \frac{z^m}{m!} |\psi_m\rangle, \]  
\[ |\tilde{z}\rangle = \sum_{m=0}^{\infty} \frac{z^m}{m!} |\tilde{\psi}_m\rangle \]  

The solutions to the moment problems of Eqs. (69), (70) are given by:

\[ \rho(y) = \exp \left( -y \right), \]  
\[ \tilde{\rho}(y) = \frac{G^{2k+1} 0^{2k+1} \left( y \right) 0^{-1/2}, \ldots, -\epsilon_k - 1/2, -\frac{1}{2} - \epsilon_1, \ldots, -\frac{1}{2} - \epsilon_k \right)}{\prod_{i=1}^{k} \Gamma \left( \frac{1}{2} - \epsilon_i \right) \Gamma \left( \frac{3}{2} - \epsilon_i \right)}, \]
where $G$ is a Meijer G-function $[80]$. The reproducing kernel in both cases turns out to be:

$$
\langle z_1|z_2 \rangle = \exp\left[-\frac{1}{2}(|z_1|^2 + |z_2|^2 - 2z_1^*z_2)\right],
$$

(86)

$$
\langle \tilde{z}_1|\tilde{z}_2 \rangle = \frac{\sqrt[6]{F_{2k}\left(\frac{1}{2} - \epsilon_1, \frac{3}{2} - \epsilon_1, \ldots, \frac{1}{2} - \epsilon_k, \frac{3}{2} - \epsilon_k; |z|^2\right)}}{\sqrt[6]{F_{2k}\left(\frac{1}{2} - \epsilon_1, \frac{3}{2} - \epsilon_1, \ldots, \frac{1}{2} - \epsilon_k, \frac{3}{2} - \epsilon_k; |z|^2\right)}}.
$$

(87)

As we can see, the coherent states for the initial Hamiltonian $H$ are the standard ones, which minimize the Heisenberg uncertainty relation, namely $(\Delta X)(\Delta P) = 1/2$. It would be important to know if the coherent states associated to $\tilde{H}$ have also this property. However, the calculation of $(\Delta X)(\Delta P)$ for general SUSY transformations, with arbitrary factorization energies and associated constants $\epsilon_j, \nu_j, j = 1, \ldots, k$ involved in the Schrödinger solution of Eq. (31), is difficult. Such an uncertainty can be analytically calculated in the harmonic oscillator limit for an arbitrary $k$. In particular, for $k = 1$, $\epsilon_1 = -\frac{1}{2}, \nu_1 = 0$ it is obtained $[78]$ ($r = |z|$):

$$
(\Delta X)(\Delta P) = \sqrt\left\{\frac{3}{2} - [\text{Re}(z)]^2 \xi_1(r)\right\} \left\{\frac{3}{2} - [\text{Im}(z)]^2 \xi_1(r)\right\},
$$

(88)

$$
\xi_1(r) = 2\left[\frac{\partial F_{2}(2,2;r^2)}{\partial F_{2}(1,2;r^2)}\right]^2 - \left[\frac{\partial F_{2}(2,3;r^2)}{\partial F_{2}(1,2;r^2)}\right],
$$

(89)

while for $k = 2$, $(\epsilon_1, \epsilon_2) = (-\frac{1}{2}, -\frac{3}{2}), (\nu_1, \nu_2) = (0, \infty)$ we arrive at $[80]$:  

$$
(\Delta X)(\Delta P) = \sqrt\left\{\frac{5}{2} - [\text{Re}(z)]^2 \xi_2(r)\right\} \left\{\frac{5}{2} - [\text{Im}(z)]^2 \xi_2(r)\right\},
$$

(90)

$$
\xi_2(r) = \frac{1}{2}\left[\frac{\partial F_{4}(2,2,3,3;r^2)}{\partial F_{4}(1,2,2,3;r^2)}\right]^2 - \frac{1}{6}\left[\frac{\partial F_{4}(2,3,3,4;r^2)}{\partial F_{4}(1,2,2,3;r^2)}\right].
$$

(91)

Plots of the Heisenberg uncertainty relations of Eqs. (88) and (90) as functions of $z$ are shown in Figs. 1 and 2, respectively. It is seen that these coherent states are no longer minimum uncertainty states. However, for $k = 1$ there are some directions in the complex plane for which the minimum value $(\Delta X)(\Delta P) = 1/2$ is achieved when $|z| \rightarrow \infty$ (see Fig. 1).

5 SUSY QM and Painlevé Equations

In a general context, the polynomial Heisenberg algebras (PHA) of degree $m$ are deformations of the Heisenberg–Weyl algebra for which the commutators of the Hamiltonian $H$ (of form given in Eq. (5)) with $(m + 1)$th order differential ladder operators $L^\pm$ are standard, while the commutator between $L^-$ and $L^+$ is a
Fig. 1 Uncertainty relation \((\Delta X)(\Delta P)\) for the coherent states \(|\tilde{z}\rangle\) with \(k = 1\) in the harmonic oscillator limit, when \(\epsilon_1 = -\frac{1}{2}, v_1 = 0\).

Fig. 2 Uncertainty relation \((\Delta X)(\Delta P)\) for the coherent states \(|\tilde{z}\rangle\) with \(k = 2\) in the harmonic oscillator limit, when \((\epsilon_1, \epsilon_2) = (-\frac{1}{2}, -\frac{3}{2}), (v_1, v_2) = (0, \infty)\).

Polynomial of degree \(m\) in \(H\) [85], i.e.,

\[
[H, L^\pm] = \pm L^\pm, \quad (92)
\]

\[
[L^-, L^+] = q_{m+1}(H + 1) - q_{m+1}(H) = p_m(H), \quad (93)
\]

\[
L^+L^- = q_{m+1}(H) = \prod_{j=1}^{m+1} (H - \mathcal{E}_j), \quad (94)
\]

\[
L^-L^+ = q_{m+1}(H + 1) = \prod_{j=1}^{m+1} (H - \mathcal{E}_j + 1). \quad (95)
\]
Systems ruled by PHA of degree \( m \) have \( m + 1 \) extremal states \( \psi_{E_j}, j = 1, \ldots, m + 1 \), which are annihilated by \( L^- \) and are formal eigenstates of \( H \) associated to \( E_j \).

Previously it was shown that the SUSY partner Hamiltonians of the harmonic oscillator are ruled by PHA of degree \( 2k \), with their natural ladder operators being of order \( 2k + 1 \) (see Eq. (50)). Hence, the first-order SUSY partners of the harmonic oscillator are ruled by second-degree polynomial Heisenberg algebras generated by third-order ladder operators, and so on. Thus, through SUSY QM plenty of particular realizations of such algebras can be supplied. However, it would be important to identify the general Hamiltonians \( H \), of form given in Eq. (5), which have \((m + 1)\)th order differential ladder operators. This question has been addressed recurrently in the past, and nowadays there are some definite answers: if \( m = 0 \) the general potential having first-order ladder operators is the harmonic oscillator, while for \( m = 1 \) (second-order ladder operators) it is the radial oscillator. On the other hand, for \( m = 2 \) (\( m = 3 \)) the general potential with third-order (fourth-order) ladder operators is expressed in terms of a function which satisfies the Painlevé IV (V) equation [85].

This connection suggests the possibility of going in the inverse direction, so if we could identify a Hamiltonian with third-order (fourth-order) ladder operators, perhaps we could use some information (the extremal state expressions and associated factorization energies \( E_j \)) to generate solutions to the Painlevé IV (V) equation (also called Painlevé IV (V) transcendents). This is in fact what happens; thus, the game reduces to find Hamiltonians with third-order (fourth-order) ladder operators for generating Painlevé IV (V) transcendents through the extremal states of the system [85, 90, 129, 132].

Let us present next these statements as two algorithms to generate solutions for such non-linear second-order ordinary differential equations.

### 5.1 Generation of Painlevé IV Transcendents

Let us suppose that we have identified a Hamiltonian of the form given in Eq. (5), which has third-order differential ladder operators \( L^\pm \) satisfying Eqs. (92)–(95) with \( m = 2 \), as well as its three extremal states \( \psi_{E_j} \) and associated factorization energies \( E_j, j = 1, 2, 3 \). Thus, a solution to the Painlevé IV (PIV) equation

\[
 g'' = \frac{g'^2}{2g} + \frac{3}{2}g^3 + 4xg^2 + 2(x^2 - \alpha)g + \frac{\beta}{g} \tag{96}
\]

is given by

\[
 g(x) = -x - \ln[\psi_{E_3}(x)]', \tag{97}
\]
where the parameters $\alpha, \beta$ of the PIV equation are related with $E_1, E_2, E_3$ in the way

$$\alpha = E_1 + E_2 - 2E_3 - 1, \quad \beta = -2(E_1 - E_2)^2. \quad (98)$$

Let us note that, if the indices assigned to the extremal states are permuted cyclically, we will obtain three PIV transcendents, one for each extremal state when it is labeled as $\psi_{E_3}$.

Summarizing, our task has been reduced to identify systems ruled by second-degree PHA and the corresponding extremal states [85, 90]. The harmonic oscillator supplies several such possibilities, for instance, the two operator pairs $\{a^3, (a^+)^3\}, \{a^+a^2, (a^+)^2a\}$ are third-order ladder operators satisfying Eqs. (92)–(95) (the level spacing has to be adjusted in the first case), and it is simple to identify the corresponding extremal states. On the other hand, the first-order SUSY partners of the oscillator also have natural third-order ladder operators, and well-identified extremal states. For the SUSY partners of the oscillator with $k \geq 2$ the natural ladder operators are not of third order (they are in general of order $2k + 1$). However, it is possible to induce a reduction process, by choosing connected seed solutions $u_{j+1} = au_j, \epsilon_{j+1} = \epsilon_j - 1, \ j = 1, \ldots, k - 1$ instead of general seed solutions, so that the $(2k + 1)$th order ladder operators reduce to third-order ones.

Some examples of real PIV transcendents associated to real PIV parameters $\alpha, \beta$, which are generated through this algorithm, are presented next.

### 5.1.1 Harmonic Oscillator

If we take the ladder operators $L^- = a^3, L^+ = (a^+)^3$ for the harmonic oscillator Hamiltonian we get the PIV transcendents reported in Table 1 [178]. Note that in order that the level spacing induced by this pair of ladder operators coincides with the standard one ($\Delta E = 1$) of Eqs. (92)–(95), we need to change variables $y = \sqrt{3/x}$ and scale the factorization energies (dividing by 3). Remember also that $\psi_j(x)$ are the eigenfunctions of the harmonic oscillator associated to the first three energy levels $E_j = j + 1/2, j = 0, 1, 2$.

| $|E_3|$ | $\psi_0(x)$ | $\psi_1(x)$ | $\psi_2(x)$ |
|-------|-------------|-------------|-------------|
| $\frac{1}{2}$ | $\frac{3}{2}$ | $\frac{5}{2}$ |
| $g(y) = -\frac{2y}{3}$ | $-\frac{2y}{3}$ | $-\frac{1}{y}$ | $-\frac{2y}{3}$ | $-\frac{4y}{2y^2 - 3}$ |
| $\alpha$ | 0 | $-1$ | $-2$ |
| $\beta$ | $-\frac{2}{9}$ | $-\frac{8}{9}$ | $-\frac{2}{9}$ |
Table 2 PIV transcendents generated from the first-order SUSY partner Hamiltonian $\tilde{H}$ with $L^- = B^+ a B$, $L^+ = B^+ a^+ B$

<table>
<thead>
<tr>
<th>$\psi_{E_3}$</th>
<th>$\frac{1}{u_1}$</th>
<th>$B^+ \psi_0$</th>
<th>$B^+ a^+ u_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_3$</td>
<td>$-\frac{5}{7}$</td>
<td>$\frac{1}{7}$</td>
<td>$-\frac{3}{2}$</td>
</tr>
<tr>
<td>$g(x)$</td>
<td>$\frac{4x}{1+2x^2}$</td>
<td>$\frac{-4x^4+3}{4x^4+6x^3+3x}$</td>
<td>$\frac{8x^5+6x}{1-4x^4}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$3$</td>
<td>$-6$</td>
<td>$0$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$-8$</td>
<td>$-2$</td>
<td>$-18$</td>
</tr>
</tbody>
</table>

Table 3 PIV transcendents generated from the second-order SUSY partner Hamiltonian $\tilde{H}$ and the third-order ladder operators obtained by reducing $L^- = B^+ a B$, $L^+ = B^+ a^+ B$

<table>
<thead>
<tr>
<th>$\psi_{E_3}$</th>
<th>$\frac{u_1}{w(x)}$</th>
<th>$B^+ \psi_0$</th>
<th>$B^+ a^+ u_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_3$</td>
<td>$-\frac{7}{2}$</td>
<td>$\frac{1}{7}$</td>
<td>$-\frac{3}{2}$</td>
</tr>
<tr>
<td>$g(x)$</td>
<td>$\frac{4x(4x^4+4x^2-3)}{8x^6+4x^4+6x^2+3}$</td>
<td>$\frac{-4x(16x^8+72x^2+27)}{32x^{10}+48x^8+96x^6+54x^2-27}$</td>
<td>$\frac{-16x^8+32x^6-48x^4+9}{x(2x^2-3)(4x^2+3)}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$5$</td>
<td>$-7$</td>
<td>$-1$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$-8$</td>
<td>$-8$</td>
<td>$-32$</td>
</tr>
</tbody>
</table>

5.1.2 First-Order SUSY Partner of the Harmonic Oscillator

For $\epsilon_1 = -\frac{5}{2}$, $\nu_1 = 0$, and the third-order ladder operators $L^- = B^+ a B$, $L^+ = B^+ a^+ B$ of $\tilde{H}$, we get the PIV transcendents reported in Table 2. The seed solution employed is $u_1(x) = e^{x^2} (1 + 2x^2)$.

5.1.3 Second-Order SUSY Partner of the Harmonic Oscillator

For $\epsilon_1 = -\frac{5}{2}$, $\nu_1 = 0$, and the third-order ladder operators of $\tilde{H}$ obtained from the reduction of the fifth-order ones $L^- = B^+ a B$, $L^+ = B^+ a^+ B$, we get the PIV transcendents reported in Table 3. Once again, the seed solution $u_1$ employed is $u_1(x) = e^{x^2} (1 + 2x^2)$ and $u_2 = a u_1$.

5.2 Generation of Painlevé V Transcendents

Let us suppose now that the Hamiltonian $H$ we have identified has fourth-order ladder operators and satisfy Eqs. (92)–(95) with $m = 3$. We know also its four extremal states $\psi_{E_j}$ and associated factorization energies $E_j$, $j = 1, 2, 3, 4$. Thus, one solution to the Painlevé V (PV) equation

$$w'' = \left(\frac{1}{2w} - \frac{1}{w-1}\right) (w')^2 - \frac{w'}{z} + \frac{(w-1)^2}{z^2} \left(\alpha w + \frac{\beta}{w}\right) + \gamma' \frac{w}{z} + \delta \frac{w(w+1)}{w-1}$$

(99)
is given by

\[ w(z) = 1 + \frac{\sqrt{z}}{g(\sqrt{z})}, \quad (100) \]

\[ g(x) = -x - \frac{d}{dx} \left\{ \ln \left[ W(\psi_{E_3}(x), \psi_{E_4}(x)) \right] \right\}, \quad (101) \]

where the prime in Eq. (99) means derivative with respect to \( z \), and the PV parameters \( \alpha, \beta, \gamma, \delta \) are related with \( E_1, E_2, E_3, E_4 \) through

\[ \alpha = -\frac{(E_1 - E_2)^2}{2}, \quad \beta = -\frac{(E_3 - E_4)^2}{2}, \quad \gamma = \frac{E_1 + E_2}{2} - \frac{E_3 + E_4 + 1}{2}, \quad \delta = -\frac{1}{8}. \quad (102) \]

Note that if the indices of the extremal states are permuted, we will obtain at the end six PV transcendents (in principle different), one for each pair of extremal states when they are labeled as \( \psi_{E_3}, \psi_{E_4} \) [132].

Once again, now we require just to identify systems ruled by third degree PHA and their four extremal states. The harmonic oscillator also supplies some possibilities, the simplest one through the fourth order ladder operators \( \{ L^- = a^4, L^+ = (a^+)^4 \} \), which satisfy Eqs. (92)–(95) if we change variables and adjust the levels spacing, with the extremal states being the eigenstates associated to the four lowest energy levels of the oscillator. Another system closely related to PV equation is the radial oscillator, for which its ladder operators \( b^\pm \) are of second order [132]. Thus, the second powers of such operators are also fourth order ladder operators that will give place to PV transcendents. Concerning SUSY partners, those of the radial oscillator give place to PHA of degree \( 2k + 1 \), with natural ladder operators of order \( 2k + 2 \). Thus, the first-order SUSY partners of the radial oscillator have natural fourth-order ladder operators and well-identified extremal states. For \( k \geq 2 \), it is possible to produce again a reduction process, by connecting the seed solutions in the way \( u_{j+1} = b^- u_j, \epsilon_{j+1} = \epsilon_j - 1, \ j = 1, \ldots, k - 1 \), so that the \( (2k + 2) \)th order natural ladder operators reduce to fourth-order ones [132]. Remember that the first-order SUSY partners of the harmonic oscillator also have fourth-order ladder operators, given by \( L^- = B^+a^2B, \ L^+ = B^+(a^+)^2B, \) but we will have to change variables and adjust the level spacing to stick to the standard convention \( \Delta E = 1 \).

Some examples of real PV transcendents associated to real parameters \( \alpha, \beta, \gamma, \delta \), generated through this algorithm, are now presented.

### 5.2.1 Harmonic Oscillator

If we take \( L^- = a^4, L^+ = (a^+)^4 \) as ladder operators, we generate the PV transcendents reported in Table 4. Note that here \( z = 4x^2 \) and \( \psi_j(x), \ j = 0, 1, 2, 3 \) are the eigenfunctions for the four lowest eigenvalues of the harmonic oscillator. We
Table 4  PV transcendents generated from the harmonic oscillator Hamiltonian and \( L^- = a^4, L^+ = (a^+)^4 \)

<table>
<thead>
<tr>
<th>Permutation</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \gamma )</th>
<th>( w(z) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1234</td>
<td>1/32</td>
<td>-1/32</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>4231</td>
<td>1/8</td>
<td>-1/8</td>
<td>-1/3</td>
<td>( \frac{2-z}{z^2} )</td>
</tr>
<tr>
<td>1432</td>
<td>1/32</td>
<td>-9/32</td>
<td>-2</td>
<td>( \frac{6-z}{z^2} )</td>
</tr>
<tr>
<td>3241</td>
<td>9/32</td>
<td>-1/32</td>
<td>-1/2</td>
<td>( \frac{2-z}{z^2} )</td>
</tr>
<tr>
<td>3142</td>
<td>1/8</td>
<td>-1/8</td>
<td>-3/4</td>
<td>( \frac{6-z}{z^2} )</td>
</tr>
<tr>
<td>3412</td>
<td>1/32</td>
<td>-1/32</td>
<td>-1</td>
<td>( \frac{(z-6)(z-2)}{(z+2)(z+6)} )</td>
</tr>
</tbody>
</table>

Table 5  PV transcendents generated from the first-order SUSY partner Hamiltonian \( \tilde{H} \) of the oscillator and \( L^- = B^+a^2B, L^+ = B^+(a^+)^2B \)

<table>
<thead>
<tr>
<th>Permutation</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \gamma )</th>
<th>( w(z) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1234</td>
<td>1/8</td>
<td>-1/4</td>
<td>3/4</td>
<td>-2</td>
</tr>
<tr>
<td>4231</td>
<td>1/2</td>
<td>-9/8</td>
<td>1/4</td>
<td>( \frac{z+3}{z-1} )</td>
</tr>
<tr>
<td>1432</td>
<td>1/8</td>
<td>-2</td>
<td>-1/4</td>
<td>( \frac{z+2z-1}{z-1} )</td>
</tr>
<tr>
<td>3241</td>
<td>2</td>
<td>-1/8</td>
<td>-3/4</td>
<td>( \frac{z+3}{z+2z+3} )</td>
</tr>
<tr>
<td>3142</td>
<td>9/8</td>
<td>-1/2</td>
<td>-5/4</td>
<td>( \frac{2(z^2+2z-1)}{z^2+2z+z-3} )</td>
</tr>
<tr>
<td>3412</td>
<td>1/2</td>
<td>-1/8</td>
<td>-7/4</td>
<td>( \frac{z^3+5z^2+5z-3}{2(z^2+2z+3)} )</td>
</tr>
</tbody>
</table>

Initially order the extremal states as

\[
\psi_{E_1}(x) = \psi_2(x), \quad E_1 = \frac{5}{2}, \quad (103)
\]

\[
\psi_{E_2}(x) = \psi_3(x), \quad E_2 = \frac{7}{2}, \quad (104)
\]

\[
\psi_{E_3}(x) = \psi_0(x), \quad E_3 = \frac{1}{2}, \quad (105)
\]

\[
\psi_{E_4}(x) = \psi_1(x), \quad E_4 = \frac{3}{2}, \quad (106)
\]

and this permutation will be denoted as 1234. We do not include the parameter \( \delta \) in this table since it is constant (\( \delta = -\frac{1}{8} \)).

5.2.2 First-Order SUSY Partner of the Harmonic Oscillator

For \( \epsilon_1 = -\frac{5}{2}, \nu_1 = 0 \), and the fourth-order ladder operators \( L^- = B^+a^2B, L^+ = B^+(a^+)^2B \) of \( \tilde{H} \), we will get the PV transcendents reported in Table 5, where \( z = 2x^2 \). The seed solution employed is \( u_1(x) = e^{\frac{z}{2}} (1 + 2x^2) \). The initial order for the extremal states, denoted as 1234 in the table, is

\[
\psi_{E_1}(x) = \frac{W(u_1, \psi_0)}{u_1}, \quad E_1 = \frac{1}{2}, \quad (107)
\]

\[
\psi_{E_2}(x) = \frac{W(u_1, \psi_1)}{u_1}, \quad E_2 = \frac{3}{2}, \quad (108)
\]
$$\psi_{\mathcal{E}_3}(x) = \frac{1}{u_1}, \quad \mathcal{E}_3 = -\frac{5}{2}, \quad (109)$$

$$\psi_{\mathcal{E}_4}(x) = B^+(a^+)^2 u_1, \quad \mathcal{E}_4 = -\frac{1}{2}. \quad (110)$$

We conclude this section by stating that an infinity of PIV and PV transcendents can be derived through the techniques described here. It is an open question to determine if any exact solution to such equations that exists in the literature can be derived through these methods. However, the algorithms are so simple and direct that we felt it was the right time to try to make them known to a wider and diversified community, not just to people working on solutions to non-linear differential equations.

6 Recent Applications of SUSY QM

Some recent interesting applications of SUSY QM are worth of some discussion. We would like to mention in the first place the motion of electrons in graphene, a single layer of carbon atoms arranged in a hexagonal honeycomb lattice. Since close to the Dirac points in the Brillouin zone there is a gapless linear dispersion relation, obtained in the low energy regime through a tight binding model, one ends up with an electron description in terms of the massless Dirac–Weyl equation, with Fermi velocity $v_F \approx c/300$ instead of the speed of light $c$. If the graphene layer is subject to external magnetic fields orthogonal to its surface (the $x - y$ plane), the Dirac–Weyl equation reads:

$$\mathbf{H}\psi(x, y) = \nu_F \sigma \cdot \left[ \mathbf{p} + \frac{e}{c} \mathbf{A} \right] \psi(x, y) = E \psi(x, y), \quad (111)$$

where $\nu_F \sim 8 \times 10^5$ m/s is the Fermi velocity, $\sigma = (\sigma_x, \sigma_y)$ are the Pauli matrices, $\mathbf{p} = -i\hbar(\partial_x, \partial_y)^T$ is the momentum operator in the $x - y$ plane, $-e$ is the electron charge, and $\mathbf{A}$ is the vector potential leading to the magnetic field through $\mathbf{B} = \nabla \times \mathbf{A}$. For magnetic fields which change just along $x$-direction, $\mathbf{B} = B(x) \hat{e}_z$, in the Landau gauge we have that $\mathbf{A} = \mathbf{A}(x) \hat{e}_y$, $B(x) = A'(x)$. Since there is a translational invariance along $y$ axis, we can propose

$$\psi(x, y) = e^{iky} \left[ \begin{array}{c} \psi^+(x) \\ i\psi^-(x) \end{array} \right], \quad (112)$$

where $k$ is the wave number in the $y$ direction and $\psi^\pm(x)$ describe the electron amplitudes on two adjacent sites in the unit cell of graphene. Thus we arrive to:

$$\left( \pm \frac{d}{dx} + \frac{e}{c\hbar} A + k \right) \psi^\pm(x) = \frac{E}{\hbar \nu_F} \psi^\pm(x). \quad (113)$$
By decoupling these set of equations it is obtained:

\[
H^\pm \psi^\pm (x) = \mathcal{E} \psi^\pm (x), \quad \mathcal{E} = \frac{E^2}{\hbar^2 v_F^2},
\]

\[
H^\pm = -\frac{d^2}{dx^2} + V^\pm = -\frac{d^2}{dx^2} + \left( \frac{eA}{\hbar} + k \right)^2 \pm \frac{e}{\hbar} \frac{dA}{dx} .
\]

Let us note that these expressions are characteristic of the first-order SUSY QM. In fact, through the identification1:

\[
B^\pm = \mp \frac{d}{dx} + \mathcal{W}(x),
\]

where

\[
\mathcal{W}(x) = \frac{eA(x)}{\hbar} + k
\]

is the superpotential, it turns out that

\[
B^\mp \psi^\mp (x) = \sqrt{\mathcal{E}} \psi^\pm (x).
\]

The SUSY partner Hamiltonians \( H^\pm \) thus satisfy:

\[
H^\pm = B^\mp B^\pm , \quad V^\pm (x) = \mathcal{W}^2 \pm \mathcal{W}', \quad H^\pm B^\mp = B^\mp H^\pm .
\]

By comparing these expressions with the formalism of Sect. 2, one realizes that \( H^\pm \) can be identified with any of the two SUSY partner Hamiltonians \( H \) and \( \tilde{H} \) (up to a constant factor), depending on which one will be taken as the departure Hamiltonian. Moreover, by deriving the superpotential with respect to \( x \) it is obtained:

\[
\mathcal{B}(x) = \frac{ch}{e} \frac{d\mathcal{W}}{dx} .
\]

This formula suggests a method to proceed further: the magnetic field \( \mathcal{B}(x) \) has to be chosen cleverly, in order to arrive to a pair of exactly solvable potentials \( V^\pm \). In particular, it has been chosen in several different ways but taking care that \( V^\pm \) are shape invariant potentials [151]. An important case of this type appears for constant homogeneous magnetic fields: in such a situation both \( V^\pm \) become

---

1We choose here a notation consistent with Sect. 2. Please do not confuse the intertwining operators of Eq. (116) with the magnetic field \( \mathcal{B} \), its magnitude \( \mathcal{B}(x) \), or any of its components.
harmonic oscillator potentials. It is worth to mention also that the shape invariance condition has been generalized, thus supplying a method for generating magnetic fields which are deformed with respect to the chosen initial one, but leading once again to an exactly solvable problem [157].

Let us note that the SUSY methods have been applied also to other carbon allotropes, as the carbon nanotubes, and it has been successfully implemented when electrostatic fields are applied, with or without static magnetic fields. In addition, the coherent state methods have been started to be applied recently to graphene subject to static homogeneous magnetic fields [179]. As can be seen, the SUSY methods applied to Dirac materials is a very active field which surely will continue its development in the near future [151–161].

At this point, it is worth to mention also the applications of SUSY QM to optical system, since there is a well-known correspondence between Schrödinger equation and Maxwell equations in the paraxial approximation. Thus, it seems natural to think that many techniques successfully used to deal with quantum mechanical problems can be directly applied to optical systems in an appropriate approximation. In a way, we are dealing with the optical analogues of quantum phenomena, which have been realized, for example, in waveguide arrays, optimization of quantum cascade lasers, among others. In particular, the optical analogues of SUSY QM is an emergent field which could supply a lot of interesting physical information [162–169].

7 Conclusions

It has been shown that supersymmetric quantum mechanics is a simple powerful tool for generating potentials with known spectra departing from a given initial solvable one. Since the spectrum of the new Hamiltonian differs slightly from the initial one, the method can be used to implement the spectral design in quantum mechanics.

In this direction, let us note that here we have discussed real SUSY transformations, by employing just real seed solutions which will produce at the end real SUSY partner potentials $\tilde{V}(x)$. However, most of these formulas can be used without any change for implementing complex SUSY transformations. If we would introduce this procedure gradually, in the first place we could use complex seed solutions associated to real factorization energies in order to generate complex potentials with real spectrum [90, 180]. This offers immediately new possibilities of spectral design which were not available for real SUSY transformations, for example, through a complex first-order SUSY transformation with real factorization energies a new energy level can be created at any position on the real energy axis. In a second step of this approach, one can use complex seed solutions associated to complex factorization energies for an initial potential which is real [88], thus generating new levels at arbitrary positions in the complex energy plane. The third step for making complex the SUSY transformation is to apply the method to initial potentials which are complex from the very beginning [92]. In all these steps we will get at the
end new potentials which are complex, but the spectrum will depend on the initial potential as well as of the kind of seed solutions employed.

We want to finish this paper by noting that the factorization method and intertwining techniques have been also applied with success to some discrete versions of the stationary Schrödinger equation [181–186]. The connections that could be established between such problems and well-known finite difference equations [187, 188] could contribute to the effort of classifying the known solutions and generate new ones, as it has happened in the continuous case for more than 80 years.

As it was pointed out previously, one of our aims when writing this article was to make a short review of the most recent advances of SUSY QM, either on purely theoretical or applied directions. We hope to have succeeded; perhaps the reader will find interesting and/or useful the ideas here presented.
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Coherent States in Quantum Optics: An Oriented Overview

Jean-Pierre Gazeau

Abstract In this survey, various generalizations of Glauber–Sudarshan coherent states are described in a unified way, with their statistical properties and their possible role in non-standard quantizations of the classical electromagnetic field. Some statistical photon-counting aspects of Perelomov SU(2) and SU(1, 1) coherent states are emphasized.

Keywords Coherent states · Quantum optics · Quantization · Photon-counting statistics · Group theoretical approaches

1 Introduction

The aim of this contribution is to give a restricted review on coherent states in a wide sense (linear, non-linear, and various other types), and on their possible relevance to quantum optics, where they are generically denoted by $|\alpha\rangle$, for a complex parameter $\alpha$, with $|\alpha| < R$, $R \in (0, \infty)$. Many important aspects of these states, understood here in a wide sense, will not be considered, like photon-added, intelligent, squeezed, dressed, “non-classical,” all those cat superpositions of any type, involved into quantum entanglement and information, . . . . Of course, such a variety of features can be found in existing articles or reviews. A few of them [1–6] are included in the list of references in order to provide the reader with an extended palette of various other references.

We have attempted to give a minimal framework for all various families of $|\alpha\rangle$’s which are described in the present review. Throughout the paper we put
\( h = 1 = c \), except if we need to make precise physical units. In Sect. 2 we recall the main characteristics of the Hilbertian framework (one-mode) Fock space with the underlying Weyl–Heisenberg algebra of its lowering and raising operators, and the basic statistical interpretation in terms of detection probability. In Sect. 3 we introduce coherent states in Fock space as superpositions of number states with coefficients depending on a complex number \( \alpha \). These “PHIN” states are requested to obey two fundamental properties, normalization and resolution of the identity in Fock space. The physical meaning of the parameter \( \alpha \) is explained in terms of the number of photons, and may or not be interpreted in terms of classical optics quadratures. A first example is given in terms of holomorphic Hermite polynomials. We then define an important subclass AN in PHIN. Section 4 is devoted to the celebrated prototype of all CS in class AN, namely the Glauber–Sudarshan states. Their multiple properties are recalled, and their fundamental role in quantum optics is briefly described by following the seminal 1963 Glauber paper. We end the section with a description of the CS issued from unitary displacement of an arbitrary number eigenstate in place of the vacuum. The latter belong to the PHIN class, but not in the AN class. The so-called non-linear CS in the AN class are presented in Sect. 5, and an example of \( q \)-deformed CS illustrates this important extension of standard CS. In Sect. 6 we adapt the Gilmore–Perelomov spin or SU(2) CS to the quantum optics framework and we emphasize their statistical meaning in terms of photon counting. We extend them also these CS to those issued from an arbitrary number state. We follow a similar approach in Sect. 7 with Perelomov and Barut–Girardello SU(1, 1) CS. Section 8 is devoted to another type of AN CS, named Susskind–Glogower, which reveal to be quite attractive in the context of quantum optics. We end in Sect. 9 this list of various CS with a new type of non-linear CS based on deformed binomial distribution. In Sect. 10 we briefly review the statistical aspects of CS in quantum optics by focusing on their potential statistical properties, like sub- or super-Poissonian or just Poissonian. The content of Sect. 11 concerns the role of all these generalizations of CS belonging to the AN class in the quantization of classical solutions of the Maxwell equations and the corresponding quadrature portraits. Some promising features of this CS quantization are discussed in Sect. 12.

## 2 Fock Space

In their number or Fock representation, the eigenstates of the harmonic oscillator are simply denoted by kets \( |n\rangle \), where \( n = 0, 1, \ldots \), stands for the number of elementary quanta of energy, named photons when the model is applied to a quantized monochromatic electromagnetic wave. These kets form an orthonormal basis of the Fock Hilbert space \( \mathcal{H} \). The latter is actually a physical model for all separable Hilbert spaces, namely the space \( \ell^2(\mathbb{N}) \) of square summable sequences. For such a basis (actually for any Hilbertian basis \( \{e_n, n = 0, 1, \ldots \} \)), the lowering or annihilation operator \( a \), and its adjoint \( a^\dagger \), the raising or creation operator, are
defined by
\[ a |n\rangle = \sqrt{n} |n-1\rangle, \quad a^\dagger |n\rangle = \sqrt{n+1} |n+1\rangle, \quad (2.1) \]
together with the action of \( a \) on the ground or “vacuum” state \( a|0\rangle = 0 \). They obey the so-called canonical commutation rule (ccr) \([a, a^\dagger] = I\). In this context, the number operator \( \hat{N} = a^\dagger a \) is diagonal in the basis \( \{|n\rangle, \ n \in \mathbb{N}\} \), with spectrum \( \mathbb{N} \): 
\( \hat{N} |n\rangle = n |n\rangle \).

3 General Setting for Coherent States in a Wide Sense

3.1 The PHIN Class

A large class of one-mode optical coherent states can be written as the following normalized superposition of photon number states:
\[ |\alpha\rangle = \sum_{n=0}^{\infty} \phi_n(\alpha) |n\rangle, \quad (3.1) \]
where the complex parameter \( \alpha \) lies in some bounded or unbounded subset \( \mathcal{S} \) of \( \mathbb{C} \). Its physical meaning will be discussed below in terms of detection probability. Note that the adjective “coherent” is used in a generic sense and should not be understood in the restrictive sense it was given originally by Glauber [7]. The complex-valued functions \( \alpha \mapsto \phi_n(\alpha) \), from which the name “PHIN class,” obey the two conditions
\[ 1 = \sum_{n=0}^{\infty} |\phi_n(\alpha)|^2, \quad \alpha \in \mathcal{S}, \quad \text{(normalisation)} \quad (3.2) \]
\[ \delta_{nn'} = \int_{\mathcal{S}} d^2 \alpha \ \omega(\alpha) \ \overline{\phi_n(\alpha)} \ \phi_{n'}(\alpha), \quad \text{(orthonormality)} \quad (3.3) \]
where \( \omega(\alpha) \) is a weight function, with support \( \mathcal{S} \) in \( \mathbb{C} \). While Eq. (3.2) is necessary, Eq. (3.3) might be optional, except if we request resolution of the identity in the Fock Hilbert space spanned by the number states:
\[ \int_{\mathcal{S}} d^2 \alpha \ \omega(\alpha) \ |\alpha\rangle \langle \alpha| = I. \quad (3.4) \]
A finite sum in (3.1) due to \( \phi_n = 0 \) for all \( n \) larger than a certain \( n_{\text{max}} \) may be considered in this study.
If the orthonormality condition (3.3) is satisfied with a positive weight function, it allows us to interpret the map

\[ \alpha \mapsto |\phi_n(\alpha)|^2 \equiv \varpi_n(\alpha) \]  

(3.5)

as a probability distribution, with parameter \( n \), on the support \( \mathcal{S} \) of \( \varpi \) in \( \mathbb{C} \), equipped with the measure \( \varpi(\alpha) \, d^2 \alpha \).

On the other hand, the normalization condition (3.2) allows to interpret the discrete map

\[ n \mapsto \varpi_n(\alpha) \]  

(3.6)

as a probability distribution on \( \mathbb{N} \), with parameter \( \alpha \), precisely the probability to detect \( n \) photons when the quantum light is in the coherent state \(|\alpha\rangle\). The average value of the number operator

\[ \bar{n} = \bar{n}(\alpha) := \langle \alpha | \hat{N} | \alpha \rangle = \sum_{n=0}^{\infty} n \, \varpi_n(\alpha) \]  

(3.7)

can be viewed as the intensity (or energy up to a physical factor like \( \hbar \omega \)) of the state \(|\alpha\rangle\) of the quantum monochromatic radiation under consideration. An optical phase space associated with this radiation may be defined as the image of the map

\[ \mathcal{S} \ni \alpha \mapsto \xi_{\alpha} = \sqrt{\bar{n}(\alpha)} \, e^{i \arg \alpha} \in \mathbb{C}. \]  

(3.8)

A statistical interpretation of the original set \( \mathcal{S} \) is made possible if one can invert the map (3.8). Two examples of such an inverse map will be given in Sects. 6 and 7.1, respectively, with interesting statistical interpretations.

### 3.2 A First Example of PHIN CS with Holomorphic Hermite Polynomials

These coherent states were introduced in [8]. Given a real number \( 0 < s < 1 \), the functions \( \phi_{n:s} \) are defined as

\[ \phi_{n:s}(\alpha) := \frac{1}{\sqrt{b_n(s) N_s(\alpha)}} e^{-\alpha^2/2} H_n(\alpha), \quad \alpha \in \mathbb{C}. \]  

(3.9)

The non-holomorphic part lies in the expression of \( N_s \)

\[ N_s(\alpha) = \frac{s^{-1} - s}{2\pi} e^{-s X^2 + s^{-1} Y^2}, \quad \alpha = X + iY. \]
The constant $b_n(s)$ is given by

$$b_n(s) = \frac{\pi}{1-s^2} \left( \frac{2}{1-s} \right)^n n! .$$

The function $H_n(\alpha)$ is the usual Hermite polynomial of degree $n$ [9], considered here as a holomorphic polynomial in the complex variable $\alpha$. The corresponding normalized coherent states

$$|\alpha; s\rangle = \sum_{n=0}^{\infty} \phi_n(\alpha) |n\rangle$$  \hspace{1cm} (3.10)

solve the identity in $\mathcal{H}$,

$$\frac{s^{-1} - s}{2\pi} \int \mathcal{C} d^2 \alpha \, |\alpha; s\rangle \langle \alpha; s| = I . \hspace{1cm} (3.11)$$

Thus, in the present case we have the constant weight $w(\alpha) = \frac{s^{-1} - s}{2\pi}$. This resolution of the identity results from the orthogonality relations verified by the holomorphic Hermite polynomials in the complex plane:

$$\int \mathcal{C} dX dY \, \overline{H_n(X + iY)} \, H_{n'}(X + iY) \exp \left[ - (1-s)X^2 - \left( \frac{1}{s} - 1 \right) Y^2 \right] = b_n(s) \delta_{nn'} . \hspace{1cm} (3.12)$$

Note that the map $\alpha \mapsto \tilde{n}(\alpha) = \sum_n n \left| e^{-\alpha^2/2} H_n(\alpha) \right|^2$ is not rotationally invariant.

### 3.3 The AN Class

Particularly convenient to manage and mostly encountered are coherent states $|\alpha\rangle$ for which the functions $\phi_n$ factorize as

$$
\phi_n(\alpha) = \alpha^n h_n(|\alpha|^2), \quad \sum_{n=0}^{\infty} |\alpha|^{2n} |h_n(\alpha)|^2 = 1, \quad |\alpha| < R ,
$$  \hspace{1cm} (3.13)

where $R$ can be finite or infinite. All coherent states of the above type lie in the so-called AN class (AN for “$\alpha n$”). Then, due to Fourier angular integration in (3.3), the orthonormality condition holds if there exists an isotropic weight function $w$ such that the $h_n$’s solve the following kind of moment problem on the interval $[0, R^2]$:

$$
\int_0^{R^2} du \, w(u) u^n |h_n(u)|^2 = 1 , \quad n \in \mathbb{N} . \hspace{1cm} (3.14)
$$
This \( w \) is related to the above \( \varpi \) through

\[
\varpi(\alpha) = \frac{w(|\alpha|^2)}{\pi}.
\]

(3.15)

Note that the probability (3.6) to detect \( n \) photons when the quantum light is in such a AN coherent state \( |\alpha\rangle \) is expressed as a function of \( u = |\alpha|^2 \) only

\[
n \mapsto \varpi_n(\alpha) \equiv P_n(u) = u^n (h_n(u))^2.
\]

(3.16)

Hence, the map \( \alpha \mapsto \tilde{n} \) is here rotationally invariant: \( \tilde{n} = \tilde{n}(u) \). On the other hand, the probability distribution on the interval \([0, R^2]\), for a detected \( n \), that CS \( |\alpha\rangle \) have classical intensity \( u \) is given by

\[
u \mapsto \varpi_n(\alpha) \equiv P_n(u).
\]

(3.17)

4  Glauber–Sudarshan CS

4.1  Definition and Properties

They are the most popular, of course, among the AN families, and historically the first ones to appear in QED with Schwinger [10], and in quantum optics with the 1963 seminal papers by Glauber [7, 11, 12] and Sudarshan [13]. See also some key papers like [14–16] for further developments in quantum optics and quantum field theory. They were introduced in quantum mechanics by Schrödinger [17] and later by Klauder [18–20]. They correspond to the Gaussian

\[
h_n(u) = e^{-u/2} \frac{1}{\sqrt{n!}},
\]

(4.1)

and read

\[
|\alpha\rangle = e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle.
\]

(4.2)

Here, the parameter, i.e., the amplitude, \( \alpha = X + iY \) represents an element of the optical phase space. Its Cartesian components \( X \) and \( Y \) in the Euclidean plane are called quadratures. In complete analogy with the harmonic oscillator model, the quantity \( u = |\alpha|^2 \) is considered as the classical intensity or energy of the coherent state \( |\alpha\rangle \). The corresponding detection distribution is the familiar Poisson
distribution
\[ n \mapsto P_n(u) = e^{-u} \frac{u^n}{n!}, \tag{4.3} \]
and the average value of the number operator is just the intensity.
\[ \bar{n}(\alpha) = |\alpha|^2 = u. \tag{4.4} \]
Hence, the detection distribution is written in terms of this average value as
\[ P_n(u) = e^{-\bar{n}} \frac{\bar{n}^n}{n!}. \tag{4.5} \]
From now on the states (4.2) will be called standard coherent states. The are called harmonic oscillator CS when we consider the \(|n\rangle\)'s as eigenstates of the corresponding quantum Hamiltonian \( H_{\text{osc}} = (P^2 + Q^2)/2 = N + 1/2 \) with \( Q = \frac{a + a^\dagger}{\sqrt{2}} \) and \( P = \frac{a - a^\dagger}{i\sqrt{2}} \). They are exceptional in the sense that they obey the following long list of properties that give them, on their whole own, a strong status of uniqueness.

\begin{enumerate}
\item \( \mathbb{C} \ni \alpha \rightarrow |\alpha\rangle \in \mathcal{H} \) is continuous.
\item |\( \alpha \rangle \) is eigenvector of annihilation operator: \( a|\alpha\rangle = \alpha|\alpha\rangle \).
\item The CS family resolves the unity:
\[ \int_{\mathbb{C}} \frac{d^2\alpha}{\pi} |\alpha\rangle\langle\alpha| = I. \]
\item The CS saturate the Heisenberg inequality:
\[ \Delta X \Delta Y = \Delta Q \Delta P = 1/2. \]
\item The mean value (or “lower symbol”) of the Hamiltonian \( \tilde{H}_{\text{osc}} \) mimics the classical relation energy-action:
\[ \tilde{H}_{\text{osc}}(\alpha) := \langle \alpha | \tilde{H}_{\text{osc}} | \alpha \rangle = |\alpha|^2 + \frac{1}{2}. \]
\item The CS family is the orbit of the ground state under the action of the Weyl displacement operator:
\[ |\alpha\rangle = e^{(\alpha a^\dagger - \bar{\alpha} a)} |0\rangle \equiv D(\alpha)|0\rangle. \]
\item The unitary Weyl–Heisenberg covariance follows from the above:
\[ U(s, \zeta)|\alpha\rangle = e^{i(s+\text{Im}(\zeta\bar{\alpha}))}|\alpha + \zeta\rangle, \text{where } U(s, \zeta) := e^{is} D(\zeta). \]
\item From P2 the coherent states provide a straightforward quantization scheme:
\[ \text{Function } f(\alpha) \rightarrow \text{Operator } A_f = \int_{\mathbb{C}} \frac{d^2\alpha}{\pi} f(\alpha) |\alpha\rangle\langle\alpha|. \]
\end{enumerate}

These properties cover a wide spectrum, starting from the “wave-packet” expression (4.2) together with Properties P3 and P4, through an algebraic side (P1), a group representation side (P6 and P7), a functional analysis side (P2) to end with the ubiquitous problematic of the relationship between classical and quantum models (P5 and P8). Starting from this exceptional palette of properties, the game over the past almost seven decades has been to build families of CS having some of these properties, if not all of them, as it can be attested by the huge literature, articles, proceedings, special issues, and author(s) or collective books, a few of them being [21–32].
4.2 Why the Adjective Coherent? (Partially Extracted from [30])

Let us compare the two equations:

\[ a|\alpha\rangle = \alpha|\alpha\rangle, \quad a|n\rangle = \sqrt{n}|n-1\rangle. \tag{4.6} \]

Hence, an infinite superposition of number states \(|n\rangle\), each of the latter describing a determinate number of elementary quanta, describes a state which is left unmodified (up to a factor) under the action of the operator annihilating an elementary quantum. The factor is equal to the parameter \(\alpha\) labeling the considered coherent state.

More generally, we have \(f(\alpha)|\alpha\rangle = f(\alpha)|\alpha\rangle\) for an analytic function \(f\). This is precisely the idea developed by Glauber [7, 11, 12]. Indeed, an electromagnetic field in a box can be assimilated to a countably infinite assembly of harmonic oscillators. This results from a simple Fourier analysis of Maxwell equations. The (canonical) quantization of these classical harmonic oscillators yields the Fock space \(\mathcal{F}\) spanned by all possible tensor products of number eigenstates \(\bigotimes_k |n_k\rangle = |n_1, n_2, \ldots, n_k, \ldots\rangle\), where “\(k\)” is a shortening for labeling the mode (including the photon polarization)

\[
k \equiv \left\{ \begin{array}{ll}
    \mathbf{k} & \text{wave vector}, \\
    \omega_k = \|\mathbf{k}\|c & \text{frequency}, \\
    \lambda = 1, 2 & \text{helicity}, 
\end{array} \right. \tag{4.7}
\]

and \(n_k\) is the number of photons in the mode “\(k\).” The Fourier expansion of the quantum vector potential reads as

\[
\vec{A}(\mathbf{r}, t) = c \sum_k \sqrt{\frac{\hbar}{2\omega_k}} \left( a_k \mathbf{u}_k(\mathbf{r})e^{-i\omega_k t} + a_k^\dagger \mathbf{u}_k(\mathbf{r})e^{i\omega_k t} \right). \tag{4.8}
\]

As an operator, it acts (up to a gauge) on the Fock space \(\mathcal{F}\) via \(a_k\) and \(a_k^\dagger\) defined by

\[
a_{k_0} \prod_k |n_k\rangle = \sqrt{n_{k_0}|n_{k_0} - 1\rangle \prod_{k \neq k_0} |n_k\rangle, \tag{4.9}\]

and obeying the canonical commutation rules

\[
[a_k, a_{k'}^\dagger] = 0 = [a_k^\dagger, a_{k'}^\dagger], \quad [a_k, a_{k'}] = \delta_{kk'} I. \tag{4.10}\]
Let us now give more insights on the modes, observables, and Hamiltonian. On the level of the mode functions $u_k$ the Maxwell equations read as
\[
\Delta u_k(r) + \frac{\omega_k^2}{c^2} u_k(r) = 0 .
\] (4.11)

When confined to a cubic box $C_L$ with size $L$, these functions form an orthonormal basis
\[
\int_{C_L} u_k^*(r) \cdot u_l(r) \, d^3 r = \delta_{kl} ,
\]
with obvious discretization constraints on “$k$.” By choosing the gauge $\nabla \cdot u_k(r) = 0$, their expression is
\[
u_k(r) = L^{-3/2} \hat{e}(\lambda) e^{i k \cdot r} , \quad \lambda = 1 \text{ or } 2 , \quad \hat{e}(\lambda) \cdot \hat{e}(\lambda) = 0 ,
\] (4.12)
where the $\hat{e}(\lambda)$’s stand for polarization vectors. The respective expressions of the electric and magnetic field operators are derived from the vector potential:
\[
\vec{E} = -\frac{1}{c} \frac{\partial \vec{A}}{\partial t} , \quad \vec{B} = \vec{\nabla} \times \vec{A} .
\]

Finally, the electromagnetic field Hamiltonian is given by
\[
H_{\text{e.m.}} = \frac{1}{2} \int \left( \| \vec{E} \|^2 + \| \vec{B} \|^2 \right) \, d^3 r = \frac{1}{2} \sum_k \hbar \omega_k \left( a_k^\dagger a_k + a_k a_k^\dagger \right).
\]

Let us now decompose the electric field operator into positive and negative frequencies
\[
\vec{E} = \vec{E}^{(+)} + \vec{E}^{(-)} , \quad \vec{E}^{(-)} = \vec{E}^{(+)}^\dagger ,
\]
\[
\vec{E}^{(+)}(r, t) = i \sum_k \sqrt{\frac{\hbar \omega_k}{2}} u_k(r) e^{-i \omega_k t} .
\] (4.13)

We then consider the field described by the density (matrix) operator :
\[
\rho = \sum_{(n_k)} c_{(n_k)} \prod_k |n_k\rangle \langle n_k| , \quad c_{(n_k)} \geq 0 , \quad \text{tr} \rho = 1 ,
\] (4.14)
and the derived sequence of correlation functions $G^{(n)}$. The Euclidean tensor components for the simplest one read as
\[
G_{ij}^{(1)}(r, t; r', t') = \text{tr} \left\{ \rho E_i^{(-)}(r, t) E_j^{(+)}(r', t') \right\} , \quad i, j = 1, 2, 3 .
\] (4.15)
They measure the correlation of the field state at different space-time points. A coherent state or coherent radiation \(|\text{c.r.}\rangle\) for the electromagnetic field is then defined by

\[
|\text{c.r.}\rangle = \prod_k |\alpha_k\rangle ,
\]

(4.16)

where \(|\alpha_k\rangle\) is precisely the standard coherent state for the “k” mode:

\[
|\alpha_k\rangle = e^{-\frac{|\alpha_k|^2}{2}} \sum_{n_k} \frac{(\alpha_k)^{n_k}}{\sqrt{n_k!}} |n_k\rangle , \quad a_k|\alpha_k\rangle = \alpha_k|\alpha_k\rangle ,
\]

(4.17)

with \(\alpha_k \in \mathbb{C}\). The particular status of the state \(|\text{c.r.}\rangle\) is well understood through the action of the positive frequency electric field operator

\[
\vec{E}(+) (r, t)|\text{c.r.}\rangle = \vec{E}(+) (r, t)|\text{c.r.}\rangle .
\]

(4.18)

The expression \(\vec{E}(+) (r, t)\) which shows up is precisely the classical field expression, solution to the Maxwell equations

\[
\vec{E}(+) (r, t) = i \sum_k \sqrt{\frac{\hbar \omega_k}{2}} \alpha_k u_k(r) e^{-i \omega_k t} .
\]

(4.19)

Now, if the density operator is chosen as a pure coherent state, i.e.,

\[
\rho = |\text{c.r.}\rangle \langle \text{c.r.}| ,
\]

(4.20)

then the components (4.15) of the first order correlation function factorize into independent terms:

\[
G^{(1)}_{ij}(r, t; r', t') = E_{i}^{(-)}(r, t) E_{j}^{(+)}(r', t') .
\]

(4.21)

An electromagnetic field operator is said “fully coherent” in the Glauber sense if all of its correlation functions factorize like in (4.21). Nevertheless, one should notice that such a definition does not imply monochromaticity.

A last important point concerns the production of such states in quantum optics. They can be manufactured by adiabatically coupling the e.m. field to a classical source, for instance, a radiating current \(j(r, t)\). The coupling is described by the Hamiltonian

\[
H_{\text{coupling}} = -\frac{1}{c} \int \, dr \, \vec{j}(r, t) \cdot \vec{A}(r, t) .
\]

(4.22)
From the Schrödinger equation, the time evolution of a field state supposed to be originally, say at $t_0$, the state $|\text{vacuum}\rangle$ (no photons) is given by

$$|t\rangle = \exp \left[ i \frac{\hbar}{c} \int_{t_0}^{t} \text{d}t' \int \text{d}r \, \vec{J}(\mathbf{r}, t') \cdot \vec{A}(\mathbf{r}, t') + i \varphi(t) \right] |\text{vacuum}\rangle,$$  

(4.23)

where $\varphi(t)$ is some phase factor, which cancels if one deals with the density operator $|t\rangle\langle t|$ and can be dropped. From the Fourier expansion (4.8) we easily express the above evolution operator in terms of the Weyl displacement operators corresponding to each mode

$$\exp \left[ i \frac{\hbar}{c} \int_{t_0}^{t} \text{d}t' \int \text{d}r \, \vec{J}(\mathbf{r}, t') \cdot \vec{A}(\mathbf{r}, t') \right] = \prod_k D(\alpha_k(t)),$$  

(4.24)

where the complex amplitudes are given by

$$\alpha_k(t) = \frac{i}{\hbar c} \int_{t_0}^{t} \text{d}t' \int \text{d}r \, \vec{J}(\mathbf{r}, t') \cdot \mathbf{u}_k(\mathbf{r}) e^{i \omega_k t'}.$$  

(4.25)

Hence, we obtain the time-dependent e.m. CS

$$|t\rangle = \otimes_k |\alpha_k(t)\rangle,$$  

(4.26)

### 4.3 Weyl–Heisenberg CS with Laguerre Polynomials

The construction of the standard CS is minimal from the point of view of the action of the Weyl unitary operator $D(\alpha)$ on the vacuum $|0\rangle$ (Property $\text{P}_6$). More elaborate states are issued from the action of $D(\alpha)$ on other states $|s\rangle$, $s = 1, 2, \ldots$, of the Fock basis, which might be considered as initial states in the evolution described by (4.23). Hence, let us define the family of CS

$$|\alpha; s\rangle = D(\alpha)|s\rangle = \sum_{n=0}^{\infty} D_{ns}(\alpha)|n\rangle.$$  

(4.27)

The coefficients in this Fock expansion are the matrix elements $D_{ns} = \langle n|D(\alpha)|s\rangle$ of the displacement operator. They are given in terms of the generalized Laguerre polynomials [9] as

$$D_{ns}(\alpha) := \sqrt{\frac{s!}{n!}} e^{-\frac{|\alpha|^2}{2}} \alpha^{n-s} L_s^{(n-s)} \left( |\alpha|^2 \right) \quad \text{for} \quad s \leq n,$$

$$= \sqrt{\frac{n!}{s!}} e^{-\frac{|\alpha|^2}{2}} (-\bar{\alpha})^{s-n} L_n^{(s-n)} \left( |\alpha|^2 \right) \quad \text{for} \quad s > n.$$  

(4.28)
As matrix elements of a projective square-integrable UIR of the Weyl–Heisenberg group they obey the orthogonality relations
\[
\int_{\mathbb{C}^2} \frac{d^2 \alpha}{\pi} D_{n\alpha}(\alpha) D_{n'\alpha'}(\alpha) = \delta_{nn'} \delta_{ss'} .
\] (4.29)

Like for the general case presented in (3.3)–(3.4) this property validates the resolution of the identity
\[
\int_{\mathbb{C}^2} \frac{d^2 \alpha}{\pi} |\alpha; s\rangle \langle \alpha; s| = I .
\] (4.30)

The corresponding detection distribution is the “Laguerre weighted” Poisson distribution
\[
\begin{align*}
\lefteqn{n \mapsto P_n(u) = \begin{cases} 
& e^{-u} u^{s-n} \left( L_{n-s}^{(s)}(u) \right)^2 \frac{(s-n)!}{(s-n)!} n \leq s \\
& e^{-u} u^{n-s} \left( L_{n-s}^{(n)}(u) \right)^2 \frac{(n-s)!}{(n-s)!} n \geq s 
\end{cases}} \quad .
\end{align*}
\] (4.31)

Of course, the optical phase space made of the complex \(\sqrt{n(\alpha)} e^{i\text{arg}\alpha}\) is here less immediate.

We notice that for \(s > 0\), these CS \(|\alpha; s\rangle\) do not pertain to the AN class, since we find in the expansion a finite number of terms in \(\bar{\alpha}^n\) besides an infinite number of terms in \(\alpha^n\). On the other hand, there exist families of coherent states in the AN class (or their complex conjugate) which are related to the generalized Laguerre polynomials in a quasi-identical way [33, 34].

5 Non-linear CS

5.1 General

We define as non-linear CS those AN CS for which the functions \(h_n(u)\) assume the simple form
\[
h_n(u) = \frac{\lambda_n}{\sqrt{N(u)}} , \quad N(u) = \sum_{n=0}^{\infty} |\lambda_n|^2 u^n . \] (5.1)
5.2 Deformed Poissonian CS

They are particular cases of the above. All $\lambda_n$ form a strictly decreasing sequence of positive numbers tending to 0:

$$\lambda_0 = 1 > \lambda_1 > \cdots \lambda_n > \lambda_{n+1} > \cdots, \quad \lambda_n \to 0. \quad (5.2)$$

We now introduce the strictly increasing sequence

$$x_n = \left(\frac{\lambda_{n-1}}{\lambda_n}\right)^2, \quad x_0 = 0. \quad (5.3)$$

It is straightforward to check that

$$\lambda_n = \frac{1}{\sqrt{x_n!}}, \quad \text{with} \quad x_n! := x_1 x_2 \cdots x_n. \quad (5.4)$$

Then $\mathcal{N}(u)$ is the generalized exponential with convergence radius $R^2$

$$\mathcal{N}(u) = \sum_{n=0}^{\infty} \frac{u^n}{x_n!}, \quad (5.5)$$

and the corresponding CS take the form extending to the non-linear case the familiar Glauber–Sudarshan one

$$|\alpha\rangle = \frac{1}{\sqrt{\mathcal{N}(|\alpha|^2)}} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{x_n!}} |n\rangle. \quad (5.6)$$

The orthonormality condition (3.3) is completely fulfilled if there exists a weight $w(u)$ solving the moment problem for the sequence $(x_n!)_{n \in \mathbb{N}}$

$$x_n! = \int_0^{R^2} du \frac{w(u)}{\mathcal{N}(u)} u^n. \quad (5.7)$$

The detection probability distribution is the deformed Poisson distribution:

$$n \mapsto p_n(u) = \frac{1}{\mathcal{N}(u)} \frac{u^n}{x_n!}. \quad (5.8)$$

The average value of the number operator $\hat{n}$ is given by

$$\hat{n} \left(|\alpha|^2\right) = \langle \alpha | \hat{N} | \alpha \rangle = u \left. \frac{d \log \mathcal{N}(u)}{du} \right|_{u=|\alpha|^2}. \quad (5.9)$$
5.3 Example with \( q \) Deformations of Integers

These coherent states have been studied by many authors, see [35], that we follow here, and the references therein. They are built from the symmetric or bosonic \( q \)-deformation of natural numbers:

\[
x_n = [s][n]_q = \frac{q^n - q^{-n}}{q - q^{-1}} = [s][n]_{q^{-1}}, \quad q > 0.
\]

(5.10)

\[
|\alpha\rangle_q = \frac{1}{\sqrt{\mathcal{N}_q(|\alpha|^2)}} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{[s][n]_q!}} |n\rangle,
\]

(5.11)

where its associated exponential is one of the so-called \( q \) exponentials [36]

\[
\mathcal{N}_q(u) = e_q(u) \equiv \sum_{n=0}^{+\infty} \frac{u^n}{[s][n]_q!}.
\]

(5.12)

This series defines the analytic entire function \( e_q(z) \) in the complex plane for any positive \( q \). The CS \( |\alpha\rangle_q \) in the limit \( q \to 1 \) goes to the standard CS \( |\alpha\rangle \). The solution to the moment problem (3.14) for \( 0 < q < 1 \) is given by

\[
\int_0^\infty du \ w_q(u) \frac{u^n}{e_q(u)[s][n]_q!} = 1
\]

with positive density

\[
w_q(t) = (q^{-1} - q) \sum_{j=0}^{\infty} g_q \left( t \frac{q^{-1} - q}{q^{2j}} \right) e_q \left( -\frac{q^{2j}}{q^{-1} - q} \right).
\]

The function \( g_q \) is given by

\[
g_q(u) = \frac{1}{\sqrt{2\pi |\ln q|}} \exp \left[ -\frac{\left( \ln \left( \frac{u}{\sqrt{q}} \right) \right)^2}{2|\ln q|} \right],
\]

and a second \( q \)-exponential [36] appears here

\[
e_q(u) := \sum_{n=0}^{\infty} q^{\frac{n(n+1)}{2}} \frac{u^n}{[s][n]_q!}.
\]
Its radius of convergence is $\infty$ for $0 < q \leq 1$ (it is equal to $1/(q - q^{-1})$ for $q > 1$). There results the resolution of the identity

$$\int_{\mathbb{C}} d^2\alpha \, w_q(\alpha) \, |\alpha\rangle_q \langle \alpha| = I, \quad w_q(\alpha) = \frac{w_q(|\alpha|^2)}{\pi}. \quad (5.13)$$

More exotic families of non-linear CS are, for instance, presented in [37].

### 6 Spin CS as Optical CS

These states are an adaptation to the quantum optical context of the well-known Gilmore or Perelomov SU(2)-CS, also called spin CS [22, 23]. The Fock space reduces to the finite-dimensional subspace $\mathcal{H}_j$, with dimension $n_j + 1 := 2j + 1$, for $j$ positive integer or half-integer, consistently with the fact that the functions $h_n$, given here by

$$h_n(u) = \sqrt{\frac{n_j}{n}} (1 + u)^{-\frac{n_j}{2}} \binom{n_j}{n} = \frac{n_j!}{n!(n_j - n)!}, \quad (6.1)$$

cancel for $n > n_j$. The corresponding spin CS read

$$|\alpha; n_j\rangle = \left(1 + |\alpha|^2\right)^{-\frac{n_j}{2}} \sum_{n=0}^{n_j} \sqrt{\binom{n_j}{n}} \alpha^n |n\rangle. \quad (6.2)$$

They resolve the unity in $\mathcal{H}_{n_j}$ in the following way:

$$\frac{n_j + 1}{\pi} \int_{\mathbb{C}} \frac{d^2\alpha}{(1 + |\alpha|^2)^2} |\alpha; n_j\rangle \langle \alpha; n_j| = I. \quad (6.3)$$

The detection probability distribution is binomial:

$$n \mapsto P_n(u) = (1 + u)^{-n_j} \binom{n_j}{n} u^n. \quad (6.4)$$

There results the average value of the number operator

$$\bar{n}(u) = n_j \frac{u}{1 + u} \iff u = \frac{\bar{n}/n_j}{1 - \bar{n}/n_j}. \quad (6.5)$$
Thus the probability (6.4) is expressed in terms of the ratio \( p := \frac{n}{n_j} \) as

\[
P_n(u) \equiv \tilde{P}_n(p) = \binom{n_j}{n} (1 - p)^{n_j - n} p^n,
\]

(6.6)

which allows to define the optical phase space as the open disk of radius \( \sqrt{n_j} \),

\[ D_{\sqrt{n_j}} = \left\{ \xi_\alpha = \sqrt{n} (|\alpha|^2) e^{i \text{arg } \alpha}, |\xi_\alpha| < \sqrt{n_j} \right\}. \]

The interpretation of \( P_n(u) \) together with the number \( n_j \) in terms of photon statistics (see Sect. 10 for more details) is luminous if we consider a beam of perfectly coherent light with a constant intensity. If the beam is of finite length \( L \) and is subdivided into \( n_j \) segments of length \( L/n_j \), then \( \tilde{P}_n(p) \) is the probability of finding \( n \) subsegments containing one photon and \( (n_j - n) \) containing no photons, in any possible order [38]. A more general statistical interpretation of (6.4) or (6.6) is discussed in [39].

Note that the standard coherent states are obtained from the above CS at the limit \( n_j \to \infty \) through a contraction process. The latter is carried out through a scaling of the complex variable \( \alpha \), namely \( \alpha \mapsto \sqrt{n_j} \alpha \). Then the binomial distribution \( \tilde{P}_n(p) \) becomes the Poissonian (4.5), as expected.

Actually, these states are the simplest ones among a whole family issued from the Perelomov construction [22, 30, 40], and based on spin spherical harmonics. For our present purpose we modify their definition by including an extra phase factor and delete the factor \( \sqrt{\frac{2j+1}{4\pi}} \). For \( j \in \mathbb{N}/2 \) and a given \( -j \leq \sigma \leq j \), the spin spherical harmonics are the following functions on the unit sphere \( S^2 \):

\[
\sigma \mathcal{Y}_{j\mu}(\Omega) := (-1)^{(j-\mu)} \frac{(j - \mu)! (j + \mu)!}{(j - \sigma)! (j + \sigma)!} \times \\
\times \frac{1}{2^\mu} (1 + \cos \theta)^{\frac{\mu + \sigma}{2}} (1 - \cos \theta)^{\frac{\mu - \sigma}{2}} P_{j-\mu}^{(\mu - \sigma, \mu + \sigma)}(\cos \theta) e^{-i(j-\mu)\varphi},
\]

(6.7)

where \( \Omega = (\theta, \varphi) \) (polar coordinates), \( -j \leq \mu \leq j \), and the \( P_n^{(a,b)}(x) \) are Jacobi polynomials [9] with \( P_0^{(a,b)}(x) = 1 \). Singularities of the factors at \( \theta = 0 \) (resp. \( \theta = \pi \)) for the power \( \mu - \sigma < 0 \) (resp. \( \mu + \sigma < 0 \)) are just apparent. To remove them it is necessary to use alternate expressions of the Jacobi polynomials based on the relations:

\[
P_n^{(-a,b)}(x) = \binom{n+b}{a} \left( \frac{x - 1}{2} \right)^a P_n^{(a,b)}(x).
\]

(6.8)
The functions (6.7) obey the two conditions required in the construction of coherent states
\[
\frac{2j + 1}{4\pi} \int_{S^2} d\Omega \, \sigma j_{j\mu}(\Omega) \sigma j_{j\mu'}(\Omega) = \delta_{\mu\mu'} \quad \text{(orthogonality)}
\]
\[
\sum_{\mu=-j}^{j} |\sigma j_{j\mu}(\Omega)|^2 = 1 \quad \text{(normalisation)}.
\]
At \( j = l \) integer and \( \sigma = 0, \mu = m \) we recover the spherical harmonics \( Y_{lm}(\Omega) \) (up to the factor \((-1)^l e^{-ij\varphi} \sqrt{\frac{2l+1}{4\pi}}\)). We now consider the parameter \( \alpha \) in (6.2) as issued from the stereographic projection \( S^2 \ni \Omega \mapsto \alpha \in \mathbb{C} \):
\[
\alpha = \tan \frac{\theta}{2} e^{-i\varphi}, \quad \text{with} \quad d\Omega = \sin \theta d\theta d\varphi = \frac{4d^2\alpha}{(1 + |\alpha|^2)^2}.
\]
In this regard, the probability \( p = \bar{n}/n_j \) is equal to \( \sin \theta / 2 \), while \( \varphi = \arg \alpha \). With the notations \( n_j = 2j \in \mathbb{N}, n = j - \mu = 0, 1, 2, \ldots, n_j, 0 \leq s = j - \sigma \leq n_j, \) adapted to the content of the present paper, and from the expression of the Jacobi polynomials, we get the functions (6.7) in terms of \( \alpha \in \mathbb{C} \):
\[
\sigma j_{j\mu}(\Omega) = \alpha^n h_{n;j:s}(|\alpha|^2),
\]
where
\[
h_{n;j:s}(u) = \sqrt{\frac{n!(n_j-n)!}{s!(n_j-s)!}} (1 + u)^{-\frac{n_j}{2}} \sum_{r=\max(0,n+s-n_j)}^{\min(n,s)} \binom{s}{r} \binom{n_j-s}{n-r} (-1)^r u^{s/2-r}.
\]
The corresponding “Jacobi” CS are in the AN class and read
\[
|\alpha; n_j; s \rangle = \sum_{n=0}^{n_j} \alpha^n h_{n;j:s}(|\alpha|^2) |n\rangle.
\]
They solve the identity as
\[
\frac{n_j + 1}{\pi} \int_{\mathbb{C}} \frac{d^2\alpha}{(1 + |\alpha|^2)^2} |\alpha; n_j; s \rangle \langle \alpha; n_j; s | = I.
\]
The states (6.2) are recovered for \( s = 0 \). Similarly to CS (4.27) states (6.14) can be also viewed as displaced occupied states. Indeed, they can be written in the
Perelomov way as

$$|\alpha; n_j; s\rangle = D^{n_j/2}(\zeta_\alpha)|s\rangle,$$

(6.16)

where $\zeta_\alpha = \begin{pmatrix} (1 + |\alpha|^2)^{-1/2} & (1 + |\alpha|^2)^{-1/2} \alpha \\ -\bar{\alpha} (1 + |\alpha|^2)^{-1/2} \end{pmatrix}$ is the element of SU(2) which brings 0 to $\alpha$ under the homographic action

$$\alpha \mapsto \begin{pmatrix} a & b \\ -\bar{b} & \bar{a} \end{pmatrix} \cdot \alpha := \frac{a\alpha + b}{-b\alpha + \bar{a}}$$

of this group on the complex plane, and $D^{n_j/2}$ is the corresponding $n_j + 1$-dimensional UIR of SU(2). Let us write $D^{n_j/2}(\zeta_\alpha)$ as a displacement operator similar to the Weyl–Heisenberg one (propriety P6) and involving the usual angular momentum generators $J_\pm$ for the representation $D^{n_j/2}$

$$D^{n_j/2}(\zeta_\alpha) = e^{\xi_\alpha J_+ - \bar{\xi}_\alpha J_-} \equiv D_{n_j}(\zeta_\alpha), \quad \xi_\alpha = -\tan^{-1}|\alpha| e^{-i\arg \alpha}.$$ 

(6.17)

Note that we could have adopted here the historical approaches by Jordan, Holstein, Primakoff, Schwinger [41–43] in transforming these angular momentum operators in terms of “bosonic” $a$ and $a^\dagger$. Nevertheless this QFT artificial flavor is not really useful in the present context.

7 SU(1, 1)-CS as Optical CS

7.1 Perelomov CS

These states are also an adaptation to the quantum optical context of the Perelomov SU(1, 1)-CS [22, 23, 30, 44]. They are yielded through a SU(1, 1) unitary action on a number state. The Fock Hilbert space $\mathcal{H}$ is infinite-dimensional, while the complex number $\alpha$ is restricted to the open unit disk $\mathcal{D} := \{ \alpha \in \mathbb{C} , |\alpha| < 1 \}$. Let $\kappa > 1/2$ and $s \in \mathbb{N}$. We then define the $(\kappa; s)$-dependent CS family as the “SU(1, 1)-displaced $s$-th state”

$$|\alpha; \kappa; s\rangle = U^\kappa(p(\bar{\alpha}))[s] = \sum_{n=0}^{\infty} U^\kappa_{ns}(p(\bar{\alpha}))[n] \equiv \sum_{n=0}^{\infty} \phi_{n; \kappa; s}(\alpha)|n\rangle,$$

(7.1)

where the $U^\kappa_{ns}(p(\bar{\alpha}))$’s are matrix elements of the UIR $U^\kappa$ of SU(1, 1) in its discrete series and $p(\bar{\alpha})$ is the particular matrix

$$\begin{pmatrix} (1 - |\alpha|^2)^{-1/2} & (1 - |\alpha|^2)^{-1/2} \bar{\alpha} \\ (1 - |\alpha|^2)^{-1/2} \alpha & (1 - |\alpha|^2)^{-1/2} \end{pmatrix} \in SU(1, 1).$$

(7.2)
They are given in terms of Jacobi polynomials as

\[ U_{ns}^x(p(\bar{\alpha})) = \left( \frac{n_+! \Gamma(2x + n_+)}{n_-! \Gamma(2x + n_-)} \right)^{1/2} \left( 1 - |\alpha|^2 \right)^x (\text{sgn}(n - s))^{n-s} \times \]

\[ \times p_{n_-}^{(n_+ - n_- + 2x - 1)} \left( 1 - 2|\alpha|^2 \right) \times \begin{cases} \alpha^{n-s} & \text{if } n_+ = n \\ \alpha^{s-n} & \text{if } n_+ = s \end{cases} \] (7.3)

with \( n_- = \max \{ \min(n, s) \geq 0 \). The states (7.1) solve the identity:

\[ \frac{2x - 1}{\pi} \int_{\mathcal{D}} \frac{d^2\alpha}{(1 - |\alpha|^2)^2} |\alpha; x; s\rangle \langle \alpha; x; s| = I . \] (7.4)

The simplest case \( s = 0 \) pertains to the AN class

\[ |\alpha; x; 0\rangle \equiv |\alpha; x\rangle = \sum_{n=0}^{\infty} \alpha^n h_{n; x} \left( |\alpha|^2 \right) |n\rangle , \quad h_{n; x}(u) := \sqrt{\binom{2x - 1 + n}{n}} (1 - u)^x. \] (7.5)

The corresponding detection probability distribution is negative binomial

\[ n \mapsto P_n(u) = (1 - u)^{2x} \binom{2x - 1 + n}{n} u^n . \] (7.6)

The average value of the number operator reads as

\[ \bar{n}(u) = 2x \frac{u}{1-u} \leftrightarrow u = \frac{\bar{n}/2x}{1 + \bar{n}/2x} . \] (7.7)

By introducing the “efficiency” \( \eta := 1/2x \in (0, 1) \) the probability (7.6) is expressed in terms of the corrected average value \( \bar{N} := \eta \bar{n} \) as

\[ P_n(u) \equiv \tilde{P}_n(\bar{N}) = (1 + \bar{N})^{-1/\eta} \left( \frac{1/\eta - 1 + n}{n} \right) \left( \frac{\bar{N}}{1 + \bar{N}} \right)^n . \] (7.8)

It is remarkable that such a distribution reduces to the celebrated Bose–Einstein one for the thermal light at the limit \( \eta = 1 \), i.e., at the lowest bound \( x = 1/2 \) of the discrete series of SU(1, 1). For \( \eta < 1 \), the difference might be understood from the fact that we consider the average photocount number \( \bar{n} \) instead of the mean photon number \( \bar{n} \) impinging on the detector in the same interval [38]. For a related interpretation within the framework of thermal equilibrium states of the oscillator see [45].
Note that the above CS, built from the negative binomial distribution, were also discussed in [39].

Like for CS (4.27), the CS $|\alpha; \chi; s\rangle$ in (7.1) do not pertain to the AN class for $s > 0$. In their expansion there are $s$ terms in $\tilde{\alpha}^{s-n}$, $s > n$, besides an infinite number of terms in $\alpha^{n-s}$, $s \leq n$. Finally, like for the Weyl–Heisenberg and SU(2) cases, the representation operator $U^\chi(p(\tilde{\alpha}))$ used in (7.1) to build the SU(1, 1) CS can be given the following form of a displacement operator involving the generators $K_\pm$ for the representation $U^{\chi}$ [23]:

$$U^\chi(p(\tilde{\alpha})) = e^{i\Phi_\alpha} K_+ \tilde{\alpha} K_- \equiv D_\kappa(\Phi_\alpha), \quad \Phi_\alpha = \tanh^{-1} |\alpha| e^{i\arg \alpha}.$$  (7.9)

### 7.2 Barut–Girardello CS

These non-linear CS states [46, 47] pertain to the AN class. They are requested to be eigenstates of the SU(1, 1) lowering operator in its discrete series representation $U^{\chi}$, $\chi > 1/2$. The Fock Hilbert space $\mathcal{H}$ is infinite-dimensional, while the complex number $\alpha$ has no domain restriction in $\mathbb{C}$. With the notations of (5.6) they read

$$|\alpha; \chi\rangle_{BG} = \frac{1}{\sqrt{\mathcal{N}_{BG}(|\alpha|^2)}} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{x_n!}} |n\rangle, \quad x_n = n(2\chi + n - 1), \quad x_n! = n! \frac{\Gamma(2\chi + n)}{\Gamma(2\chi)},$$  (7.10)

with

$$\mathcal{N}_{BG}(u) = \Gamma(2\chi) \sum_{n=0}^{\infty} \frac{u^n}{n! \Gamma(2\chi + n)} = \Gamma(2\chi) u^{-\chi} I_{2\chi-1}(2\sqrt{u}),$$  (7.11)

where $I_v$ is a modified Bessel function [9]. In the present case the moment problem (3.14) is solved as

$$\int_0^{\infty} du \mathcal{W}_{BG}(u) \frac{u^n}{\mathcal{N}_{BG}(u) x_n!} = 1, \quad \mathcal{W}_{BG}(u) = \mathcal{N}_{BG}(u) \frac{2}{\Gamma(2\chi)} u^{\chi-1/2} K_{2\chi-1}(2\sqrt{u}),$$  (7.12)

where $K_v$ is the second modified Bessel function. The resolution of the identity follows:

$$\int_{\mathbb{C}} d^2\alpha \mathcal{W}_{BG}(\alpha) \langle \alpha; \chi\rangle_{BG} \langle \alpha; \chi\rangle = I, \quad \mathcal{W}_{BG}(u) = \frac{\mathcal{W}_{BG}(u)}{\pi}.$$  (7.13)
8 Adapted Susskind–Glogower CS

Let us examine the Susskind–Glogower CS [48] presented in [49]. These normalized states read for real \( \alpha = x \in \mathbb{R} \)

\[
|x\rangle_{SG} = \sum_{n=0}^{\infty} (n + 1) \frac{J_{n+1}(2x)}{x} |n\rangle ,
\]

(8.1)

where the Bessel function \( J_\nu \) is given by

\[
J_\nu(z) = \left( \frac{z}{2} \right)^\nu \sum_{m=0}^{\infty} \frac{(-1)^m \left( \frac{z}{2} \right)^{2m}}{m! \Gamma(v + m + 1)} .
\]

(8.2)

The normalization implies the interesting identity (E. Curado, private communication)

\[
\sum_{n=1}^{\infty} n^2 (J_n(2x))^2 = x^2 .
\]

(8.3)

The above expression allows us to extend the formula (8.1) in a non-analytic way to complex \( \alpha \) as

\[
(n + 1) \frac{J_{n+1}(2x)}{x} \mapsto \alpha^n (n + 1) \sum_{m=0}^{\infty} \frac{(-1)^m |\alpha|^{2m}}{m! \Gamma(n + m + 2)} \equiv \alpha^n h_n^{SG}(|\alpha|^2) ,
\]

(8.4)

i.e.,

\[
h_n^{SG}(u) = (n + 1) \frac{1}{u^{n+1}} J_{n+1}(2\sqrt{u}) ,
\]

(8.5)

and thus

\[
|\alpha\rangle_{SG} = \sum_{n=0}^{\infty} \alpha^n h_n^{SG}(|\alpha|^2) |n\rangle .
\]

(8.6)

The moment Eq. (3.14) reads here

\[
\int_0^{\infty} du \frac{w(u)}{u} (J_n(2\sqrt{u}))^2 = 2 \int_0^{\infty} dt \frac{w(t^2)}{t} (J_n(2t))^2 = \frac{1}{n^2} .
\]

(8.7)
Let us examine the following integral formula for Bessel functions [9]:

$$\int_0^\infty \frac{dt}{t} (J_n(2t))^2 = \frac{1}{2n}. \quad (8.8)$$

This leads us to replace the SG-CS of (8.1) by the modified

$$|\alpha\rangle_{SGm} = \sum_{n=0}^{\infty} \alpha^n h_{n}^{SGm}(|\alpha|^2 |n\rangle, \quad h_{n}^{SGm}(u) = \sqrt{n + 1} \frac{1}{u^{\frac{n+1}{2}}} J_{n+1}(2\sqrt{u}), \quad (8.9)$$

with

$$\mathcal{N}(u) = \frac{1}{u} \sum_{n=1}^{\infty} n (J_n(2\sqrt{u}))^2. \quad (8.10)$$

Then the formula (8.8) allows us to prove that the resolution of the identity is fulfilled by these $|\alpha\rangle_{SGm}$ with $w(u) = \mathcal{N}(u)$. More details, particularly those concerning statistical aspects, are given in [50].

9 CS from Symmetric Deformed Binomial Distributions (DFB)

In [51] (see also the related works [52–54]) was presented the following generalization of the binomial distribution:

$$p_k^{(n)}(\xi) = \frac{x_n!}{x_{n-k}! x_k!} q_k(\xi) q_{n-k}(1 - \xi), \quad (9.1)$$

where the $\{x_n\}$’s form a non-negative sequence and the $q_k(\xi)$ are polynomials of degree $k$, while $\xi$ is a running parameter on the interval $[0, 1]$. The $p_k^{(n)}(\xi)$ are constrained by

(a) the normalization

$$\forall n \in \mathbb{N}, \quad \forall \xi \in [0, 1], \quad \sum_{k=0}^{n} p_k^{(n)}(\xi) = 1. \quad (9.2)$$

(b) the non-negativeness condition (requested by statistical interpretation)

$$\forall n, k \in \mathbb{N}, \quad \forall \xi \in [0, 1], \quad p_k^{(n)}(\xi) \geq 0. \quad (9.3)$$
These conditions imply that $q_0(\xi) = \pm 1$. With the choice $q_0(\xi) = 1$ one easily proves that the non-negativeness condition (9.3) is equivalent to the non-negativeness of the polynomials $q_n$ on the interval $[0, 1]$. Hence the quantity $p_k^{(n)}(\xi)$ can be interpreted as the probability of having $k$ wins and $n - k$ losses in a sequence of correlated $n$ trials. Besides, as we recover the invariance under $k \to n - k$ and $\xi \to 1 - \xi$ of the binomial distribution, no bias (in the case $\xi = 1/2$) can exist favoring either win or loss. The polynomials $q_n(\xi)$ are viewed here as deformations of $\xi^n$. We now suppose that the generating function for the polynomials $q_n$, defined as

$$F(\xi; t) := \sum_{n=0}^{\infty} \frac{q_n(\xi)}{x_n!} t^n,$$  \hspace{1cm} (9.4)

can be expressed as

$$F(\xi; t) = e^{\sum_{n=1}^{\infty} a_n t^n} \text{ with } a_1 = 1, a_n = a_n(\xi) \geq 0, \sum_{n=1}^{\infty} a_n < \infty. \hspace{1cm} (9.5)$$

It is proved in [51] that conditions of normalization (a) and non-negativeness (b) on $p_k^{(n)}(\xi)$ are satisfied. We now define

$$f_n = \int_0^\infty q_n(\xi) e^{-\xi} d\xi \quad \text{and} \quad b_{m,n} = \int_0^1 q_m(\xi) q_n(1 - \xi) d\xi. \hspace{1cm} (9.6)$$

The $f_n$ and $b_{m,n}$ are deformations of the usual factorial and beta function, respectively, deduced from their usual integral definitions through the substitution $\xi^n \mapsto q_n(\xi)$. The following properties are proven in [51]:

$$q_n(\xi) \geq 0 \forall \xi \in \mathbb{R}^+, \quad x_n! \leq f_n,$$

$$\sum_{n=0}^{\infty} \frac{q_n(\xi)}{f_n} < \infty \forall \xi \in \mathbb{R}^+, \quad \text{and} \quad b_{m,n} \geq \frac{x_m! x_n!}{(m + n + 1)!}. \hspace{1cm} (9.7)$$

Then let us introduce the function $\mathcal{N}(z)$ defined on $\mathbb{C}$ as

$$\forall z \in \mathbb{C} \quad \mathcal{N}(z) = \sum_{n=0}^{\infty} \frac{q_n(z)}{f_n}. \hspace{1cm} (9.8)$$

This definition makes sense since from Eq. (9.7)

$$\sum_{n=0}^{\infty} \left| \frac{q_n(z)}{f_n} \right| \leq \sum_{n=0}^{\infty} \frac{q_n(|z|)}{f_n} < \infty. \hspace{1cm} (9.9)$$

The above material allows us to present below two new generalizations of standard and spin coherent states.
9.1 DFB Coherent States on the Complex Plane

They are defined in the Fock space as

$$\lvert \alpha \rangle_{\text{dfb}} = \frac{1}{\sqrt{\mathcal{N}(|\alpha|^2)}} \sum_{n=0}^{\infty} \frac{1}{\sqrt{f_n}} \sqrt{q_n(|\alpha|^2)} e^{in \text{arg}(\alpha)} \lvert n \rangle .$$  (9.10)

These states verify the following resolution of the unity:

$$\int_{\mathbb{C}} d^2 \alpha e^{-|\alpha|^2} \mathcal{N}(|\alpha|^2) \lvert \alpha \rangle_{\text{dfb}} \langle \alpha \rvert = I .$$  (9.11)

They are a natural generalization of the standard coherent states that correspond to the special polynomials $q_n(\xi) = \xi^n$. The latter are associated to the generating function $F(t) = e^t$ that gives the usual binomial distribution.

9.2 DFB Spin Coherent States

These states can be considered as generalizing the spin coherent states (6.2)

$$\lvert \alpha; n_j \rangle_{\text{dfb}} = \frac{1}{\sqrt{\mathcal{N}(|\alpha|^2)}} \sum_{n=0}^{n_j} \sqrt{q_n\left(\frac{1}{1+|\alpha|^2}\right) q_{n_j-n} \left(\frac{|\alpha|^2}{1+|\alpha|^2}\right)} b_{n,n_j-n}^{-n} e^{i \text{arg}(\alpha)} \lvert n \rangle ,$$  (9.12)

where the $b_{m,n}$ are defined in Eq. (9.6) and $\mathcal{N}(u)$ is given by

$$\mathcal{N}(u) = \sum_{n=0}^{n_j} q_n\left(\frac{1}{1+u}\right) q_{n_j-n} \left(\frac{u}{1+u}\right) b_{n,n_j-n}^{-n} .$$  (9.13)

The family of states (9.12) resolves the unity:

$$\int_{\mathbb{C}} d^2 \alpha \mathfrak{w} (\alpha) \lvert \alpha; n_j \rangle_{\text{dfb}} \langle \alpha; n_j \rvert = I , \quad \mathfrak{w} (\alpha) = \frac{\mathcal{N}(|\alpha|^2)}{\pi (1 + |\alpha|^2)^{2}} .$$  (9.14)

10 Photon Counting: Basic Statistical Aspects

In this section, we mainly follow the inspiring chapter 5 of Ref. [38] (see also the seminal papers [55–57] on the topic, the renowned [58], the pedagogical [59], and the more recent [60–62]). In quantum optics one views a beam of light as a stream of discrete energy packets named “photons” rather than a classical wave. With a photon
counter the average count rate is determined by the intensity of the light beam, but the actual count rate fluctuates from measurement to measurement. Whence, one easily understands that two statistics are in competition here, on one hand the statistical nature of the photodetection process, and on the other hand, the intrinsic photon statistics of the light beam, e.g., the average \( \bar{n}(\alpha) \) for a CS \( |\alpha\rangle \). Photon-counting detectors are specified by their quantum efficiency \( \eta \), which is defined as the ratio of the number of photocounts to the number of incident photons. For a perfectly coherent monochromatic beam of angular frequency \( \omega \), constant intensity \( I \), and area \( A \), and for a counting time \( T \)

\[
\eta = \frac{N(T)}{\Phi T},
\]

(10.1)

where the photon flux is \( \Phi = \frac{IA}{\hbar\omega} = \frac{P}{\hbar\omega} \), \( P \) being the power. Thus the corresponding count rate is \( R = \frac{\eta P}{h\omega} \) counts s\(^{-1}\). Due to a “dead time” of \( \sim 1 \) \( \mu \)s for the detector reaction, the count rate cannot be larger than \( \sim 10^6 \) counts s\(^{-1}\), and due to weak values \( \eta \sim 10\% \) for standard detectors, photon counters are only useful for analyzing properties of very faint beams with optical powers of \( \sim 10^{-12} \) W or less. The detection of light beams with higher powers requires other methods.

Although the average photon flux can have a well-defined value, the photon number on short time-scales fluctuates due to the discrete nature of the photons. These fluctuations are described by the photon statistics of the light.

One proves that the photon statistics for a coherent light wave with constant intensity (e.g., a light beam described by the electric field \( E(x, t) = E_0 \sin(kx - \omega t + \phi) \) with constant angular frequency \( \omega \), phase \( \phi \), and intensity \( E_0 \)) is encoded by the Poisson distribution

\[
n \mapsto P_n(\bar{n}) = e^{-\bar{n}} \frac{(\bar{n})^n}{n!},
\]

(10.2)

This randomness of the count rate of a photon-counting system detecting individual photons from a light beam with constant intensity originates from chopping the continuous beam into discrete energy packets with an equal probability of finding the energy packet within any given time subinterval.

Let us introduce the variance as the quantity

\[
\text{Var}_n(\bar{n}) \equiv (\Delta n)^2 = \sum_{n=0}^{\infty} (n - \bar{n})^2 P_n(\bar{n}).
\]

Thus, for a Poissonian coherent beam, \( \Delta n = \sqrt{n} \). There results that three different types of photon statistics can occur: Poissonian, super-Poissonian, and sub-Poissonian. The two first ones are consistent as well with the classical theory of
light, whereas sub-Poissonian statistics is not and constitutes direct confirmation of the photon nature of light. More precisely

(i) if the Poissonian statistics holds, e.g., for a perfectly coherent light beam with constant optical power $P$, we have

$$\Delta n = \sqrt{\bar{n}} ,$$

(10.3)

(ii) if the super-Poissonian statistics, e.g., classical light beams with time-varying light intensities, like thermal light from a black-body source, or like partially coherent light from a discharge lamp, we have

$$\Delta n > \sqrt{\bar{n}} ,$$

(10.4)

(iii) finally, the sub-Poissonian statistics is featured by a narrower distribution than the Poissonian case

$$\Delta n < \sqrt{\bar{n}} .$$

(10.5)

This light is “quieter” than the perfectly coherent light. Since a perfectly coherent beam is the most stable form of light that can be envisaged in classical optics, sub-Poissonian light has no classical counterpart.

In this context popular useful parameters are introduced to account for CS statistical properties, e.g., the Mandel parameter $Q = (\Delta n)^2 / \bar{n} - 1$, where $(\Delta n)^2 = \bar{n}^2 - \bar{n}^2$, which is $<0$ (resp. $>0$, $=0$) for sub-Poissonian (resp. super-Poissonian, Poissonian), the parameter $Q / \bar{n} + 1$ which is $>1$ for “bunching” CS and $<1$ for “anti-bunching” CS, etc.

The aim of the quantum theory of photodetection is to relate the photocount statistics observed in a particular experiment to those of the incoming photons, more precisely the average photocount number $\bar{N}$ to the mean photon number $\bar{n}$ incident on the detector in a same time interval. The quantum efficiency $\eta$ of the detector, defined as $\eta = \bar{N} / \bar{n}$ is the critical parameter that determines the relationship between the photoelectron and photon statistics. Indeed, consider the relation between variances $(\Delta N)^2 = \eta^2 (\Delta n)^2 + \eta (1 - \eta) \bar{n}$.

- If $\eta = 1$, we have $\Delta N = \Delta n$: the photocount fluctuations faithfully reproduce the fluctuations of the incident photon stream.
- If the incident light has Poissonian statistics $\Delta n = \sqrt{\bar{n}}$, then $(\Delta N)^2 = \eta \bar{n}$ for all values of $\eta$: photocount is Poisson.
- If $\eta \ll 1$, the photocount fluctuations tend to the Poissonian result with $(\Delta N)^2 = \eta \bar{n} = \bar{N}$ irrespective of the underlying photon statistics.

Observing sub-Poissonian statistics in the laboratory is a delicate matter since it depends on the availability of single-photon detectors with high quantum efficiencies.
11 AN CS Quantization

11.1 The Quantization Map and Its Complementary

If the resolution of the identity (3.4) is valid for a given family of AN CS determined by the sequence of functions \( \mathbf{h} := (h_n(u)) \), it makes the quantization of functions (or distributions) \( f(\alpha) \) possible along the linear map

\[
f(\alpha) \mapsto A^\mathbf{h}_f = \int_{|\alpha| < R} \frac{d^2\alpha}{\pi} w(|\alpha|^2) f(\alpha) |\alpha\rangle \langle \alpha|,
\]

(11.1)

together with its complementary map, likely to provide a “semi-classical” optical phase space portrait, or lower symbol, of \( A^\mathbf{h}_f \) through the map (3.8)

\[
\langle \alpha| A^\mathbf{h}_f |\alpha\rangle = \int_{|\beta| < R} \frac{d^2\beta}{\pi} w(|\beta|^2) f(\beta) |\langle \alpha|\beta\rangle|^2 \equiv \mathcal{f}^\mathbf{h}(\alpha).
\]

(11.2)

Since for fixed \( \alpha \) the map \( \beta \mapsto w(|\beta|^2) |\langle \alpha|\beta\rangle|^2 \) is a probability distribution on the centered disk \( \mathcal{D}_R \) of radius \( R \), the map \( f(\alpha) \mapsto \mathcal{f}^\mathbf{h}(\alpha) \) is a local, generally regularizing, averaging, of the original \( f \).

The quantization map (11.1) can be extended to cases comprising geometric constraints in the optical phase portrait through the map (3.8), and encoded by distributions like Dirac or Heaviside functions.

11.2 AN CS Quantization of Simple Functions

When applied to the simplest functions \( \alpha \) and \( \bar{\alpha} \) weighted by a positive \( n(|\alpha|^2) \), the quantization map (11.1) yields lowering and raising operators

\[
\alpha \mapsto a^\mathbf{h} = \int_{|\alpha| < R} \frac{d^2\alpha}{\pi} \tilde{w}(|\alpha|^2) \alpha |\alpha\rangle \langle \alpha| = \sum_{n=1}^\infty a^\mathbf{h}_{n-1} |n - 1\rangle \langle n|,
\]

(11.3)

\[
\bar{\alpha} \mapsto (a^\mathbf{h})^\dagger = \sum_{n=0}^\infty a^\mathbf{h}_{n+1} |n + 1\rangle \langle n|,
\]

(11.4)

where \( \tilde{w}(u) := n(u)w(u) \). Their matrix elements are given by the integrals

\[
a^\mathbf{h}_{n-1} := \int_0^R du \tilde{w}(u) u^n h_{n-1}(u) \overline{h_n(u)},
\]

(11.5)

and \( a^\mathbf{h}|0\rangle = 0 \).
The lower symbol of \(a^h\) and its adjoint read, respectively:

\[
\tilde{a}^h(\alpha) = \langle \alpha | a^h | \alpha \rangle = \alpha \tau (|\alpha|^2), \quad \tilde{(a^h)^\dagger}(\alpha) = a^h(\alpha),
\]

(11.6)
in which the “weighting” factor is given by \(\tau(u) = \sum_{n \geq 0} a^h_{nn+1} u^n \tilde{h}_n(u) h_{n+1}(u)\).

In the above, as it was mentioned in Sect. 3 and, as it occurred in the spin case, the involved sums can be finite, and a finite number of matrix elements (11.5) are not zero. As a generalization of the number operator we get in the present case

\[
a^h (a^h)^\dagger = X^h_{N+I}, \quad (a^h)^\dagger a = X^h_N, \quad \left[ a^h, (a^h)^\dagger \right] = X^h_{N+I} - X^h_N,
\]

(11.7)
with the notations

\[
X^h_n = |a^h_{n-1}|^2, \quad X^h_0 = 0, \quad X^h_n |n\rangle = X^h_n |n\rangle, \quad X^h_{N+I} |n\rangle = X^h_{n+1} |n\rangle.
\]

(11.8)
When all the \(h_n\)’s are real, the diagonal elements in (11.7) are given by the product of integrals

\[
X^h_{n+1} - X^h_n = \left[ \int_0^{R^2} du \tilde{w}(u) u^n h_n(u) (uh_{n+1}(u) - h_{n-1}(u)) \right]
\]
\[
\times \left[ \int_0^{R^2} du \tilde{w}(u) u^n h_n(u) (uh_{n+1}(u) + h_{n-1}(u)) \right].
\]

(11.9)
The quantum version of \(u = |\alpha|^2\) and its lower symbol read as

\[
A^h_u = \sum_n \langle u | n\rangle |n\rangle, \quad \langle u | n\rangle := \int_0^{R^2} du \tilde{w}(u) u^n h_n(u)
\]

\[
\langle \alpha | A^h_u | \alpha \rangle = \langle \langle u | n\rangle |u\rangle (u) := \sum_n \langle u | n\rangle u^n |h_n(u)|^2 = \sum_n \langle u | n\rangle F^h_n.
\]

(11.10)
We notice here an interesting duality between classical \(\langle \cdot | n\rangle\) and quantum \(\langle \cdot | \alpha\rangle\) statistical averages.

### 11.3 AN CS as a-Eigenstates

One crucial property of the Glauber–Sudarshan CS is that they are eigenstates of the lowering operator \(a\). Imposing this property to AN CS leads to a supplementary
condition on the functions $h_n$.

$$a^h|\alpha\rangle = \alpha|\alpha\rangle \Rightarrow h_n(u) = h_{n+1}(u) \int_0^{R^2} dt \, \tilde{w}(t) t^{n+1} h(t) \overline{h_{n+1}(t)}.$$ (11.11)

Let us examine the particular case of non-linear CS of the deformed Poissonian type (5.6). In this case, $X_n = x_n$, and whence the construction formula

$$|\alpha\rangle = \frac{N(\alpha a^h\dagger)}{\sqrt{N(|\alpha|^2)}} |0\rangle.$$ (11.12)

Moreover (11.11) imposes that the sequence $x_n$ derives from the following moment problem:

$$x_n! = \int_0^{R^2} du \, \frac{w(u)}{N(u)} u^n.$$ (11.13)

Now, instead of starting from a known sequence $(x_n)$, one can reverse the game by choosing a suitable function $f(u) = \frac{w(u)}{N(u)}$ to calculate the corresponding $x_n!$ (from which we deduce the $x_n$’s), the resulting generalized exponential $N(u)$ (and checking the finiteness of the convergence radius), and eventually the weight function $w(u) = f(u) N(u)$. There are an infinity of “manufactured” products in this non-linear CS factory!

### 11.4 AN CS from Displacement Operator

One can attempt to build (other?) AN CS by following the standard procedure involving the unitary “displacement” operator built from $a^h$ and $a^h\dagger$ and acting on the vacuum

$$|\tilde{\alpha}\rangle_{\text{disp}} := D_h(\tilde{\alpha}) |0\rangle = \sum_{n=0}^{\infty} \tilde{\alpha}^n h_n^{\text{disp}} (|\tilde{\alpha}|^2) |n\rangle, \quad D_h(\tilde{\alpha}) := e^{\tilde{\alpha}a^h\dagger - \overline{\tilde{\alpha}}a^h},$$ (11.14)

where the notation $\tilde{\alpha}$ is used to make the distinction from the original $\alpha$. Of course, $D_h^{-1}(\tilde{\alpha}) = D_h(\tilde{\alpha})$ is not equal in general to $D_h(-\tilde{\alpha})$. Besides the two examples (6.17) and (7.9) encountered in the SU(2) and SU(1, 1) CS constructions, for which the respective weights $n(u)$ can be given explicitly, another recent interesting example is given in [63].

So an appealing program is to establish the relation between the original $h_n$’s and these (new?) $h^{\text{disp}}_n$’s, through a suitable choice of the weight $n(u)$, actually a
big challenge in the general case! More interesting yet is the fact that these new CS’s might be experimentally produced in the Glauber’s way (4.23), once we accept that the $a^\hbar$ and $a^{\hbar\dagger}$ appearing in the quantum version (4.8) of the classical e.m. field are yielded by a CS quantization different from the historical Dirac (canonical) one [64]. Hence one introduces a kind of duality between two families of coherent states, the first one used in the quantization procedure $f(\alpha) \mapsto A^\hbar_{f}$, producing the operators $n(u)\alpha \mapsto a^\hbar$ and $n(u)\bar{\alpha} \mapsto a^{\hbar\dagger}$, and so the unitary displacement $D^\hbar(\bar{\alpha}) := e^{\bar{\alpha}a^{\hbar\dagger} - \bar{\alpha}a^\hbar}$, while the other one uses this $D^\hbar(\bar{\alpha})$ to build potentially experimental CS yielded in the Glauber’s way.

12 Conclusion

We have presented in this paper a unifying approach to build coherent states in a wide sense that are potentially relevant to quantum optics. Of course, for most of them, their experimental observation or production comes close to being impossible with the current experimental physics. Nevertheless, when one considers the way quantum optics has emerged from the golden 1920s of quantum mechanics, nothing prevents us to enlarge the Dirac quantization of the classical e.m. field in order to include all these deformations (non-linear or others) by adopting the consistent method exposed in the previous section.
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Higher Order Quantum Superintegrability: A New “Painlevé Conjecture”

Higher Order Quantum Superintegrability

Ian Marquette and Pavel Winternitz

Abstract We review recent results on superintegrable quantum systems in a two-dimensional Euclidean space with the following properties. They are integrable because they allow the separation of variables in Cartesian coordinates and hence allow a specific integral of motion that is a second order polynomial in the momenta. Moreover, they are superintegrable because they allow an additional integral of order $N > 2$. Two types of such superintegrable potentials exist. The first type consists of “standard potentials” that satisfy linear differential equations. The second type consists of “exotic potentials” that satisfy nonlinear equations. For $N = 3, 4,$ and 5 these equations have the Painlevé property. We conjecture that this is true for all $N \geq 3$. The two integrals $X$ and $Y$ commute with the Hamiltonian, but not with each other. Together they generate a polynomial algebra (for any $N$) of integrals of motion. We show how this algebra can be used to calculate the energy spectrum and the wave functions.
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1 Introduction

Let us first consider a classical system in an $n$-dimensional Riemannian space with Hamiltonian

$$H = \sum_{i,k=1}^{n} \sum_{j,k \geq 0} g_{ik}(x) p_i p_k + V(x), \ x \in \mathbb{R}^n. \quad (1)$$

The system is called integrable (or Liouville integrable) if it allows $n - 1$ Poisson commuting integrals of motion (in addition to $H$)

$$X_a = f_a(x, p), \quad a = 1, \ldots, n - 1,$$

$$\frac{dX_a}{dt} = \{H, X_a\}_p = 0, \ {X_a, X_b}_p = 0, \quad (2)$$

where $\{, \}_p$ is the Poisson bracket, and $p_i$ are the momenta canonically conjugate to the coordinates $x_i$.

This system is superintegrable if it allows further integrals

$$Y_b = f_b(x, p), \quad b = 1, \ldots, k \quad 1 \leq k \leq n - 1,$$

$$\frac{dY_b}{dt} = \{H, Y_b\}_p = 0. \quad (3)$$

In addition, the integrals must satisfy the following requirements:

1. The integrals $H, X_a, Y_b$ are well-defined functions on phase space, i.e., polynomials or convergent power series on phase space (or an open submanifold of phase space).
2. The integrals $H, X_a$ are in involution, i.e., Poisson commute as indicated in (2). The integrals $Y_b$ Poisson commute with $H$ but not necessarily with each other nor with $X_a$.
3. The entire set of integrals is functionally independent, i.e., the Jacobian matrix satisfies

$$\text{rank} \left( \frac{\partial(H, X_1, \ldots, X_{n-1}, Y_1, \ldots, Y_k)}{\partial(x_1, \ldots, x_n, p_1, \ldots, p_n)} \right) = n + k. \quad (4)$$

In quantum mechanics we define integrability and superintegrability in the same way; however, in this case, $H, X_a, \text{and} Y_b$ are operators. The condition on the integrals of motion must also be modified, e.g., as follows:

1. $H, X_a, \text{and} Y_b$ are well-defined Hermitian operators in the enveloping algebra of the Heisenberg algebra $H_n \sim \{x, p, h\}$ or some generalization thereof.
2. The integrals satisfy the Lie bracket relations

$$[H, X_a] = [H, Y_b] = 0, \ [X_i, X_k] = 0. \quad (5)$$
3. No polynomial in the operators $H, X_a, Y_b$ formed entirely using Lie anticommutators (i.e., Jordan polynomials) should vanish identically.

The two best known superintegrable systems are the Kepler-Coulomb system with potential $V(r) = \frac{\alpha}{r}$ and the isotropic harmonic oscillator $V(r) = \alpha r^2$ [10, 32, 75, 84]. In both cases the integrals $X_a$ correspond to angular momentum, the additional integrals $Y_a$ to the Laplace–Runge–Lenz vector for $V(r) = \frac{\alpha}{r}$ and to the quadrupole tensor $T_{ik} = p_i p_k + \alpha x_i x_k$, for $V(r) = \beta r^2$. No further ones were discovered until a 1940 paper by Jauch and Hill [49] on the rational anisotropic harmonic oscillator $V(x) = \alpha \sum_{n_i=1}^{n} n_i x_i^2$, $n_i \in \mathbb{Z}$. A systematic search for superintegrable systems was started in 1965 [33, 58, 100] and a real proliferation of them was observed during the last few years [74]. This research program remains very active [8, 16, 17, 25, 27–31, 45–47, 54, 57, 59–61, 78, 79, 85, 87, 90]. The search has also been extended to systems with spin, magnetic fields, and monopoles. Many families of superintegrable systems have been constructed using combinations of approaches such as the co-algebra [6, 7, 91] and the recurrence method [9, 52, 64, 66, 74]. Let us just list some of the reasons why superintegrable systems are interesting both in classical and quantum physics.

1. In classical mechanics, superintegrability restricts trajectories to an $n-k$ dimensional subspace of phase space [76]. For $k = n-1$ (maximal superintegrability), this implies that all finite trajectories are closed and motion is periodic.

2. Moreover, at least in principle, the trajectories can be calculated without any calculus.

3. Bertrand’s theorem states that the only spherically symmetric potentials $V(r)$ for which all bounded trajectories are closed are $\frac{\alpha}{r}$ and $\alpha r^2$ [11, 38]; hence, no other maximally superintegrable systems are spherically symmetric.

4. The algebra of integrals of motion $\{H, X_a, Y_b\}$ is a non-Abelian and interesting one. Usually it is a finitely generated polynomial algebra, only exceptionally a finite dimensional Lie algebra. In the special case of quadratic superintegrability (all integrals of motion are at most quadratic polynomials in the moment), second order integrability is related to separation of variables in the Hamilton–Jacobi equation.

In quantum mechanics,

1. Superintegrability leads to an additional degeneracy of energy levels, sometimes called “accidental degeneracy.” The term was coined by Fock [32] and used by Moshinsky and Smirnov [75], though the point of their studies was to show that this degeneracy is certainly no accident. Quadratic integrability is related to separation of variables to the corresponding Schrodinger equation. Quadratic superintegrability implies multiseparability of the Schrodinger equation. Quadratic superintegrability implies multiseparability of the Schrodinger equation.

2. A conjecture, born out by all known examples, is that all maximally superintegrable systems are exactly solvable [94]. If the conjecture is true, then the energy levels can be calculated algebraically. The wave functions are polynomials (in appropriately chosen variables) multiplied by some overall gauge factor.
3. The non-Abelian polynomial algebra of integrals of motion has been obtained for various models \[12, 26–28, 35–37, 41, 45–47, 54, 56, 57\]. In many cases rank polynomial algebras. They provide energy spectra and information on wave functions via Casimir operators and representation theory. Moreover, it has been demonstrated how Inonu–Wigner and more generally Bocher contractions of quadratic algebras play a role \[28, 54\] in connecting all quadratically superintegrable models in conformally flat spaces. Interesting relations exist between superintegrability and supersymmetry in quantum mechanics \[64\] and even more generally other types of operator algebras appear \[71\].


The theory of superintegrable systems has also been formulated in the context of Lie theory and generalized symmetries \[77, 93\]. As a comment, let us mention that superintegrability has also been called non-Abelian integrability. From this point of view, infinite dimensional integrable systems (soliton systems) described, e.g., by the Korteweg–de-Vries equation, the nonlinear Schrödinger equation, the Kadomtsev–Petviashvili equation, etc. are actually superintegrable \[80–82\]. Indeed, the generalized symmetries of these equations form infinite dimensional non-Abelian algebras (the Orlov–Shulman symmetries) with infinite dimensional Abelian subalgebras of commuting flows. There is another connection between superintegrable systems in quantum mechanics and soliton theory \[1\], namely the important role of the Painlevé property and Painlevé transcendents (of second and higher order) in both.

The paper is organized as follows: In Sect. 2, we present the case of second order superintegrable systems in two-dimensional Euclidean space. In Sect. 3, we present a summary of results for integrals of motion of order \(N\) in \(E_2\). In Sect. 4, we review the case of \(N = 4\) with exotic potentials and separable in Cartesian coordinates and present the connection with the Chazy class of equations. We present a summary of the classification of exotic potentials with fourth order integrals separable in Cartesian coordinates in Sect. 5. Section 6 is devoted to a discussion of the algebraic derivation of the spectrum using a cubic algebra. In Sect. 7 we discuss the connection with supersymmetric quantum mechanics.

## 2 Second Order Superintegrability

Let us consider the Hamiltonian (1) in the Euclidian space \(E_2\) and search for second order integrals of motion \[33, 74, 100\]. We have

\[
H = \frac{1}{2} \left( p_1^2 + p_2^2 \right) + V(x_1, x_2), \quad X = \sum_{j+k=0}^{2} \left\{ f_{jk}(x_1, x_2), p_1^j p_2^k \right\}, \tag{6}
\]
where \( j, k \in \mathbb{Z} \geq 0 \) and \( \{, \} \) is the anti-commutator. In the quantum case we have

\[
p_j = -i\hbar \frac{\partial}{\partial x_j}, \quad L_3 = x_1 p_2 - x_2 p_1.
\]

The commutativity condition \([H, X] = 0\) implies that the even terms \( j + k = 0, 2 \) and odd terms \( j + k = 1 \) in \( X \) commute with \( H \) separately. Hence we can, with no loss of generality, set \( f_{10} = f_{01} = 0 \). Further we find that the leading (second order) term in \( X \) lies in the enveloping algebra of the Euclidian algebra \( e(2) \). Thus we obtain

\[
X = aL_3^2 + b_1(L_3 p_1 + p_1 L_3) + b_2(L_3 p_2 + p_2 L_3) + c_1(p_1^2 - p_2^2) + 2c_2 p_1 p_2 + \phi(x_1, x_2),
\]

where \( a, b_1, c_1 \) are constants. The terms \( c_0(p_1^2 + p_2^2) \) have been removed by linear combinations with the Hamiltonian.

The function \( \phi(x_1, x_2) \) must satisfy the determining equations

\[
\begin{align*}
\phi_{x_1} &= -2(ax_2^2 + 2b_1 x_2 + c_1)V_{x_1} + 2(ax_1 x_2 + b_1 x_1 - b_2 x_2 - c_2)V_{x_2} \\
\phi_{x_2} &= -2(ax_1 x_2 + b_1 x_1 - b_2 x_2 - c_2)V_{x_1} + 2(-ax_1^2 + 2b_2 x_1 + c_1)V_{x_2}.
\end{align*}
\]

The compatibility condition \( \phi_{x_1 x_2} = \phi_{x_2 x_1} \) implies

\[
\begin{align*}
(-ax_1 x_2 - b_1 x_1 + b_2 x_2 + c_2)(V_{x_1 x_1} - V_{x_2 x_2}) \\
-(a(x_1^2 + x_2^2) + 2b_1 x_1 + 2b_2 x_2 + 2c_1)V_{x_1 x_1} \\
-(ax_2 + b_1)V_{x_1} + 3(ax_1 - b_2)V_{x_2} = 0.
\end{align*}
\]

Equation (10) is exactly the same equation that we would have obtained if we had required that the potential should allow the separation of variables in the Schrödinger equation in one of the coordinate systems in which the Helmholtz equation allows separation \((V(x_1, x_2) = 0\) in (6)). Another important observation is that (9) and (10) do not involve the Planck constant. Indeed, if we consider the classical functions \( H \) and \( X \) in (6) and require that they Poisson commute, we arrive at exactly the same conclusions and to Eqs. (9) and (10). Thus for quadratic integrability (and superintegrability) the potentials and integrals of motion coincide in classical and quantum mechanics (up to a possible symmetrization of the integrals).

The Hamiltonian (1) is form-invariant under Euclidian transformations, so we can classify the integrals \( X \) into equivalence classes under rotations, translations, and linear combinations with \( H \). There are two invariants in the space of parameters \( a, b_1, c_1 \), namely

\[
I_1 = a, \quad I_2 = (2ac_1 - b_1^2 + b_2^2)^2 + 4(ac_2 - b_1b_2)^2.
\]
Solving (6) for different values of $I_1$ and $I_2$ we obtain

\[ I_1 = I_2 = 0 \quad V_C = f_1(x_1) + f_2(x_2) \]

\[ I_1 = 1, \ I_2 = 0 \quad V_R = f(r) + \frac{1}{r^2} g(\phi) \quad x_1 = r \cos \phi, \ x_2 = r \sin \phi \]

\[ I_1 = 0, \ I_2 = 1 \quad V_P = \frac{f(\xi) + g(\eta)}{\xi^2 + \eta^2} \quad x_1 = \frac{\xi^2 - \eta^2}{2}, \ x_2 = \xi \eta \]

\[ I_1 = 1, \ I_2 = l^2 \neq 0 \quad V_E = \frac{f(\sigma) + g(\eta)}{\cos^2 \sigma - \cosh^2 \rho} \quad x_1 = l \cosh \rho \cos \sigma, \ x_2 = l \sinh \rho \sin \sigma \]

We see that $V_C$, $V_R$, $V_P$, and $V_E$ correspond to separation of variables in Cartesian, polar, parabolic, and elliptic coordinates, respectively, and that second order integrability (in $E_2$) is equivalent to the separation of variables in the Hamilton–Jacobi and the Schrodinger equation. For second order superintegrability, two integrals of the form (9) exist and the Hamiltonian separates in at least two coordinate systems. Four three-parameter families of superintegrable systems exist, namely

\[ V_I = \alpha (x^2 + y^2) + \frac{\beta}{x^2} + \frac{\gamma}{y^2}, \ V_{II} = \alpha (x^2 + 4y^2) + \frac{\beta}{x^2} + \gamma y \]

\[ V_{III} = \frac{\alpha}{r} + \frac{1}{r^2} \left( \frac{\beta}{\cos^2 \phi} + \frac{\gamma}{\sin^2 \phi} \right), \ V_{IV} = \frac{\alpha}{r} + \frac{1}{\sqrt{r}} \left( \frac{\beta \cos \phi}{2} + \frac{\gamma \sin \phi}{2} \right) \]

The classical trajectories, quantum energy levels, and wave functions for all of these systems are known. The potentials $V_I$ and $V_{II}$ are isospectral deformations of the isotropic and an anisotropic harmonic oscillator, respectively, whereas $V_{III}$ and $V_{IV}$ are isospectral deformations of the Kepler-Coulomb potential. In $n$-dimensional space $E_n$, a set of $n$ commuting second order integrals corresponds to a separable coordinate system. All of the above results on quadratic superintegrability have been generalized to arbitrary dimensions, to spaces of constant curvature, and to other real and complex spaces [51, 53, 73, 74].

3 Summary of Results for Integrals of Motion of Order $N$ in $E_2$

In quantum mechanics on two-dimensional Euclidean space $E_2$ the most general $N$-th order integral has the form

\[ X = \frac{1}{2} \sum_{l=0}^{\lfloor \frac{N}{2} \rfloor} \sum_{j=0}^{N-2l} (f_{j,2l}, p_1^j p_2^{N-j-2l}), \]
where \( f_{j,2l} \) are real functions of \( x, y \) and we set \( f_{j,2l} = 0 \) for \( j, l < 0 \) or \( j > N - 2l \).

The brackets \( \{,\} \) denote a symmetrization. In classical mechanics the brackets are inessential. The determining equations following from the commutativity relation \([H, X] = 0\) were obtained in [88] for arbitrary \( N \geq 2 \), both in the classical and quantum cases. The equations are quite complicated but completely explicit.

A priori the Lie or Poisson commutator \([H, X]\) is a polynomial of order \( N + 1 \) in the components of the momenta \( p_i \). The terms of order \( N + 1 \) are linear and do not involve the potential \( V(x, y) \). All lower order terms are nonlinear since they involve products of the unknown potential and the unknown coefficients \( f_{j,2l} \).

An analysis of the highest and second to highest order determining equations provides several important results.

1. Even and odd parity terms in \( X \) commute with \( H \) separately, so all terms in (14) have the same parity (this is already built into Eq. (14)).

2. The leading terms in \( X \) are polynomials of order \( N \) in the enveloping algebra of the Euclidean Lie algebra, i.e.,

\[
X = X_L + l.o.t
\]

\[
X_L = \frac{1}{2} \sum_{0 \leq m+n \leq N} A_{N-m-n,m,n} \{ L^N_{3N-n-m-n}, p^m_1 p^n_2 \},
\]

where the coefficient \( A_{N-m-n,m,n} \) are real constants. Indeed the leading terms are obtained for \( l = 0 \) in (14) and are polynomials

\[
f_{j0} = \sum_{n=0}^{N-j} \sum_{m=0}^{j} \binom{N-n-m}{j-m} A_{N-n-m,m,n} x^{N-j-m} (-y)^{j-m}.
\]

3. The set of determining equations \( f_{j2} \) does involve the potential and is nonlinear. However, the equations are in general incompatible. A compatibility condition for arbitrary \( N \) is the linear PDE

\[
\sum_{j=0}^{N-1} \partial_x^{N-1-j} \partial_y^j (-1)^j [(j+1) f_{j+1,0} \partial_x V + (N-j) f_{j0} \partial_y V] = 0.
\]

This is a linear PDE for \( V \) alone, since the coefficients \( f_{j0} \) are already known in terms of the constants \( A_{N-m-n,m,n} \). Other compatibility condition exists, but they are nonlinear PDEs for the potential \( V(x, y) \) and are less useful than (17).

For \( N = 2 \) the condition (17) reduces to the condition (10) and provides the connection between second order integrability and the separation of variables.

For \( N \geq 3 \) Eq. (17) is also the starting point for all further studies. Right from the beginning we distinguish two types of integrable potentials:

1. Standard potentials. For these the linear compatibility condition LCC (17) is satisfied nontrivially. For \( N = 2 \) all integrable potentials are standard.
2. Exotic potentials. These exist for \( N \geq 3 \) and for them the LCC is satisfied trivially, i.e., all coefficients \( A_{N-n-m,m,n} \) that figure in the LCC vanish identically. Surprisingly that does not imply that the integral \( X \) vanishes; it does however greatly simplify.

Solving the remaining nonlinear PDEs is still a formidable task for any \( N \geq 3 \), especially in quantum mechanics. Instead of attempting this task we turn to a simpler problem, namely construct superintegrable systems in \( E_2 \) with two independent integrals of motion \( X \) and \( Y \), where \( X \) is of first or second order and \( Y \) is of the order \( N \). The integrals \( X \) implies that \( V(x,y) \) has one of the form given in (12). The potential in (12) depends on two arbitrary functions of one variable. Hence the LCC (17) is no longer a PDE but reduces to one or several ODEs. The most interesting cases occur when the potential has the form \( V_C \) and \( V_R \) of (12), i.e., allows separation in Cartesian \([3, 42, 43, 62, 63, 68–70, 92, 99]\) or polar coordinates \([29–31, 86, 95–97]\). Let us now turn to the example of exotic potentials allowing the separation of variables in Cartesian coordinates and admitting an additional independent integral of order \( N = 4 \).

4 Fourth Order Superintegrability and Exotic Potentials

The article [70] is part of a general program, the aim of which is to derive, classify, and solve the equations of motion of superintegrable systems with integrals of motion that are polynomials of finite order \( N \) in the components of linear momentum. The search has been performed in two-dimensional Euclidean space. The study of Hamiltonians with integrals of motion of order \( N = 3 \) was started in [43] and a classification of Hamiltonians separable in Cartesian coordinates with an integrals of order \( N = 3 \) was performed [42]. The obtained classical and quantum Hamiltonian systems have been studied in [62, 63, 68, 69, 99]. In [70] the case \( N = 4 \) was considered and all exotic potentials have been classified. The connection with the Painlevé property and Chazy class of equations was also highlighted. Partial results which consist in classifying all doubly exotic potentials were performed for \( N = 5 \) [3]. The results are known for systems with integrals of arbitrary order \( N \) [92] and anisotropic oscillator complemented by Painlevé transcendent [64]. In this review we concentrate on superintegrable systems with Hamiltonians of the form

\[
H = \frac{1}{2} (p_1^2 + p_2^2) + V(x, y),
\]

in two-dimensional Euclidean space \( E_2 \). In classical mechanics, \( p_1 \) and \( p_2 \) are the canonical momenta conjugate to the Cartesian coordinates \( x \) and \( y \). In quantum mechanics, we have \( p_i \) and \( L_i \) in Eq. (7).

The determining equations for fourth order classical and quantum integrals of motion were derived earlier and they are a special case of \( N \)th order ones given in [88]. In the quantum case, the integral is \( Y^{(4)} = Y \):
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\[ Y = \sum_{j+k+l=4} \frac{A_{jkl}}{2} \{ L_3^j, p_1^k p_2^l \} + \frac{1}{2} \{ g_1(x, y), p_1^2 \} \]

\[ + \{ g_2(x, y), p_1 p_2 \} + \{ g_3(x, y), p_2^2 \} + l(x, y), \]

where \( A_{jkl} \) are real constants, the brackets \( \{, \} \) denote anti-commutators, and the Hermitian operators \( p_1, p_2, \) and \( L_3 \) are given in (7). The functions \( g_1(x, y), g_2(x, y), g_3(x, y), \) and \( l(x, y) \) are real and the operator \( Y \) is self-adjoint. Equation (19) is also valid in classical mechanics where \( p_1, p_2 \) are the canonical momenta conjugate to \( x \) and \( y \), respectively (and the symmetrization becomes irrelevant). The commutation relation \([H, Y] = 0\) with \( H \) in (18) provides the determining equations

\[ g_{1,x} = 4 f_1 V_x + f_2 V_y, \]

\[ g_{2,x} + g_{1,y} = 3 f_2 V_x + 2 f_3 V_y, \]

\[ g_{3,x} + g_{2,y} = 2 f_3 V_x + 3 f_4 V_y, \]

\[ g_{3,y} = f_4 V_x + 4 f_5 V_y. \]

These four equations are linear PDEs and involve four unknown functions \( g_1, g_2, g_3, V \). Furthermore we have the following two further equations:

\[ \ell_x = 2 g_1 V_x + g_2 V_y + \frac{\hbar^2}{4} \left( (f_2 + f_4) V_{xx} - 4(f_1 - f_5) V_{xy} - (f_2 + f_4) V_{yy} \right. \]

\[ + (3 f_{2,y} - f_{5,x}) V_{xx} - (13 f_{1,y} + f_{4,x}) V_{xy} - 4(f_{2,y} - f_{5,x}) V_{yy} \]

\[ - 2(6 A_{400} x^2 + 62 A_{400} y^2 + 3 A_{301} x - 29 A_{310} y + 9 A_{220} + 3 A_{202}) V_x \]

\[ + 2(56 A_{400} x y - 13 A_{310} x + 13 A_{301} y - 3 A_{211}) V_y \), \]

\[ \ell_y = g_2 V_x + 2 g_3 V_y + \frac{\hbar^2}{4} \left( - (f_2 + f_4) V_{xx} + 4(f_1 - f_5) V_{xy} + (f_2 + f_4) V_{yy} \right. \]

\[ + 4(f_{1,y} - f_{4,x}) V_{xx} - (f_{2,y} + 13 f_{5,x}) V_{xy} - (f_{1,y} - 3 f_{4,x}) V_{yy} \]

\[ + 2(56 A_{400} x y - 13 A_{310} x + 13 A_{301} y - 3 A_{211}) V_x \]

\[ - 2(62 A_{400} x^2 + 6 A_{400} y^2 + 29 A_{310} x - 3 A_{310} y + 9 A_{202} + 3 A_{220}) V_y \), \]

The quantities \( f_i, \ i = 1, 2, ..., 5 \) are polynomials in \( x \) and \( y \). They are obtained from the highest order terms in the condition \([H, Y] = 0\).
These two nonlinear PDEs for \( l, g_1, g_2, g_3, V \) will give nonlinear compatibility condition. Explicitly for these polynomials we have

\[
\begin{align*}
 f_1 &= A_{400}y^4 - A_{310}y^3 + A_{220}y^2 - A_{130}y + A_{040} \\
 f_2 &= -4A_{400}xy^3 - A_{301}y^3 + 3A_{310}xy^2 + A_{211}y^2 - 2A_{220}xy - A_{121}y + A_{130}x + A_{031} \\
 f_3 &= 6A_{400}x^2y^2 + 3A_{301}xy^2 - 3A_{310}x^2y + A_{202}y^2 - 2A_{211}xy + A_{220}x^2 - A_{112}y + +A_{121}x + A_{022} \\
 f_4 &= -4A_{400}yx^3 + A_{310}x^3 - 3A_{301}x^2y + A_{202}x^2 - 2A_{211}x + A_{112}x - A_{103}y + A_{013} \\
 f_5 &= A_{400}x^4 + A_{301}x^3 + A_{202}x^2 + A_{103}x + A_{004},
\end{align*}
\]

(22)

with 15 constants \( A_{ijkl} \). For a known potential the determining Eqs. (20) and (21) form a set of six linear PDEs for the functions \( g_1, g_2, g_3, \) and \( l \). If \( V \) is not known, we have a system of six nonlinear PDEs for \( g_i, l, \) and \( V \). In any case the four equations (20) are a priori incompatible. The compatibility equation is a fourth order linear PDE for the potential \( V(x,y) \) alone, namely

\[
\partial_{yyy}(4f_1V_x + f_2V_y) - \partial_{xxy}(3f_2V_x + 2f_3V_y) + \partial_{xx}(2f_3V_x + 3f_4V_y)
\]

\[
-\partial_{xxx}(f_4V_x + 4f_5V_y) = 0.
\]

(23)

This is a special case of the \( N \)th order linear compatibility equation (17). We see that Eq. (23) does not contain the Planck constant and is hence the same in quantum and classical mechanics (this is true for any \( N \)). The difference between classical and quantum mechanics manifests itself in the two equations (21). They greatly simplify in the classical limit \( \hbar \to 0 \). Further compatibility conditions on the potential \( V(x,y) \) can be derived for the systems (20) and (21), they will however be nonlinear. We will not go further into the problem of the fourth order integrability of the Hamiltonian (18). Instead, we turn to the problem of superintegrability formulated in Sect. 1.

### 4.1 Potentials Separable in Cartesian Coordinates

We shall now assume that the potential in the Hamiltonian (18) has the form

\[
V(x, y) = V_1(x) + V_2(y).
\]

(24)
This is equivalent to saying that a second order integral exists which can be taken in the form

\[ X = \frac{1}{2}(p_1^2 - p_2^2) + V_1(x) - V_2(y). \quad (25) \]

Equivalently, we have two one-dimensional Hamiltonians

\[ H_1 = \frac{p_1^2}{2} + V_1(x), \quad H_2 = \frac{p_2^2}{2} + V_2(y). \quad (26) \]

We are looking for a third integral of the form (19) satisfying the determining equations (20) and (21). This means that we wish to find all potentials of the form (24) that satisfy the linear compatibility condition (23). Once (24) is substituted, (23) is no longer a PDE and will split into a set of ODEs which we will solve for \( V_1(x) \) and \( V_2(y) \).

The task thus is to determine and classify all potentials of the considered form that allow the existence of at least one fourth order integral of motion. As in every classification we must avoid triviality and redundancy. Since \( H_1 \) and \( H_2 \) of (26) are integrals, we immediately obtain 3 “trivial” fourth order integrals, namely \( H_1^2, H_2^2, \) and \( H_1 H_2 \). The fourth order integral \( Y \) of Eq. (19) can be simplified by taking linear combination with polynomials in the second order integrals \( H_1 \) and \( H_2 \) of (26):

\[ Y \to Y' = Y + a_1 H_1^2 + a_2 H_2^2 + a_3 H_1 H_2 + b_1 H_1 + b_2 H_2 + b_0, \quad a_i, b_i \in \mathbb{R}. \quad (27) \]

Using the constants \( a_1, a_2, \) and \( a_3 \) we set

\[ A_{004} = A_{040} = A_{022} = 0, \quad (28) \]

in the integral \( Y \) we are searching for. At a later stage we will use the constants \( b_0, b_1, \) and \( b_2 \) to eliminate certain terms in \( g_1, g_2, g_3, \) and \( l \).

Substituting (24) into the compatibility condition (23), we obtain a linear condition, relating the functions \( V_1(x) \) and \( V_2(y) \)

\[
\begin{align*}
(-60A_{310} + 240yA_{400})V_1'(x) &+ (-20A_{211} + 60yA_{301} \\
-60xA_{310} + 240xyA_{400})V_1''(x) &+ (-5A_{112} + 10yA_{202} - 10xA_{211} \\
+ 30xyA_{301} - 15x^2A_{310} + 60x^2yA_{400})V_1^{(3)}(x) &+ (-A_{013} + yA_{103} \\
-xA_{112} + 2xyA_{202} - x^2A_{211} + 3x^2yA_{301} - x^3A_{310} + 4x^3yA_{400})V_1^{(4)}(x) &+ (-60A_{301} - 2140xA_{400})V_2'(y) + (20A_{211} - 60yA_{301} + 60xA_{310} \\
-240xyA_{400})V_2''(y) &+ (-5A_{121} + 10yA_{211} - 10xA_{220} - 15y^2A_{301} \\
+ 30xyA_{310} - 60xy^2A_{400})V_2^{(3)}(y) &+ (A_{031} - yA_{121} + xA_{130} + y^2A_{211} \\
-2xyA_{220} - y^3A_{301} + 3xy^2A_{310} - 4xy^3A_{400})V_2^{(4)}(y) &+ 0.
\end{align*}
\]
\[(29)\]
It should be stressed that this is no longer a PDE, since the unknown functions $V_1(x)$ and $V_2(y)$ both depend on one variable only.

We differentiate (29) twice with respect to $x$ and thus eliminate $V_2(y)$ from the equation. The resulting equation for $V_1(x)$ splits into two linear ODEs (since the coefficients contain terms proportional to $y^0$, and $y^1$), namely

\[
210 A_{310} V_1^{(3)}(x) + 42(A_{211} + 3A_{310}x)V_1^{(4)}(x) + 7(A_{112} + 2A_{211}x) + 3A_{310}x^2) V_1^{(5)}(x) + (A_{013} + A_{112}x + A_{211}x^2 + A_{310}x^3) V_1^{(6)}(x) = 0,
\]

\[
840 A_{400} V_1^{(3)}(x) + (126 A_{301} + 504 A_{400}x)V_1^{(4)}(x) + 14(A_{202} + 3A_{301}x) + 6A_{400}x^2) V_1^{(5)}(x) + (A_{103} + 2A_{202}x + 3A_{301}x^2 + 4A_{400}x^3) V_1^{(6)}(x) = 0.
\]

Similarly, differentiating (29) with respect to $y$ we obtain two linear ODEs for $V_2(y)$

\[
210 A_{301} V_2^{(3)}(y) - 42 (A_{211} - 3A_{301}y)V_2^{(4)}(y) + 7 (A_{121} - 2A_{211}y) + 3A_{301}y^2) V_2^{(5)}(y) - (A_{031} - A_{121}y + A_{211}y^2 - A_{301}y^3) V_2^{(6)}(y) = 0,
\]

\[
840 A_{400} V_2^{(3)}(y) - (126 A_{310} - 504 A_{400}y)V_2^{(4)}(y) + 14(A_{220} - 3A_{310}y) + 6A_{400}y^2) V_2^{(5)}(y) - (A_{130} - 2A_{220}y + 3A_{310}y^2 - 4A_{400}y^3) V_2^{(6)}(y) = 0.
\]

The compatibility condition $\ell_{xy} = \ell_{yx}$ for (21a) and (21b) implies

\[
\begin{align*}
-g_2 V_1''(x) + g_2 V_2''(y) + (2g_1y - g_2x) V_1'(x) + (g_2y - 2g_3x) V_2'(y) & \\
+ \frac{\hbar^2}{4} (f_2 + f_4) (V_1^{(4)} - V_2^{(4)}) + (f_2x - 4f'_1(y)) V_1^{(3)} + (4f'_2(x) - 5f_2y - f_4y) V_2^{(3)} & \\
+ (3f_2yy + 4f_4xx + 6A_{211} - 26A_{301}y + 26A_{310}x - 112A_{400}xy) V_1'' & \\
- (4f_2yy + 3f_4xx + 6A_{211} - 26A_{301}y + 26A_{310}x - 112A_{400}xy) V_2'' & \\
+ (84A_{310} - 360A_{400}y) V_1' + (84A_{310} + 360A_{400}y) V_2' & \\
= 0.
\end{align*}
\]

This equation, contrary to (30) and (31), is nonlinear since it still involves the unknown functions $g_1$, $g_2$, and $g_3$ (in addition to $V_1(x)$ and $V_2(y)$).
4.2 ODEs with the Painlevé Property

In order to study exotic potentials \( V(x, y) = V_1(x) + V_2(y) \), allowing fourth order integrals of motion in quantum mechanics we must first recall some known results on Painlevé type equations [34, 48, 83]. Painlevé and Gambier showed that 50 classes of second order ODE exist that are single valued about their singular points. Six of them are “irreducible,” i.e., cannot be solved in terms of linear ODEs or elliptic functions, namely:

\[
P_1''(z) = 6P_1^2(z) + z, \\
P_2''(z) = 2P_2(z)^3 + zP_2(z) + \alpha, \\
P_3(z)'' = \frac{P_3'(z)^2}{P_3(z)} - \frac{P_3'(z)}{P_3(z)} + \frac{\alpha P_3^2(z) + \beta}{z} + \gamma P_3^3(z) + \frac{\delta}{P_3(z)}, \\
P_4(z)'' = \frac{P_4^2(z)}{2P_4(z)} + \frac{3}{2} P_4^3(z) + 4zP_4^2(z) + 2(z^2 - \alpha)P_4(z) + \frac{\beta}{P_4(z)}, \\
P_5''(z) = \left( \frac{1}{2P_5(z)} + \frac{1}{P_5(z) - 1} \right) P_5'(z)^2 - \frac{1}{z} P_5'(z) + \frac{(P_5(z) - 1)^2}{z^2} \left( \frac{\alpha P_5^2(z) + \beta}{P_5(z)} \right) + \frac{\gamma P_5(z)}{z} + \frac{\delta P_5(z)(P_5(z) + 1)}{P_5(z) - 1}, \\
P_6''(z) = \frac{1}{2} \left( \frac{1}{P_6(z)} + \frac{1}{P_6(z) - 1} + \frac{1}{P_6(z) - z} \right) P_6'(z)^2 \right. \\
\left. - \left( \frac{1}{z} + \frac{1}{z - 1} + \frac{1}{P_6(z) - z} \right) P_6'(z) + \frac{P_6(z)(P_6(z) - 1)(P_6(z) - z)}{z^2(z - 1)^2} \right) \times \left( \gamma_1 + \frac{\gamma_2 z}{P_6(z)^2} + \frac{\gamma_3 (z - 1)}{(P_6(z) - 1)^2} + \frac{\gamma_4 z(z - 1)}{(P_6(z) - z)^2} \right). \tag{33} \]

An ODE has the Painlevé property if its general solution has no movable branch points (i.e., branch points whose location depends on one or more constants of integration). For a review and further developments see [19, 20, 44, 55]. Passing the so called Painlevé [2] test is a necessary condition for having the Painlevé property. We shall need it only for equations of the form

\[
W^{(n)} = F(y, W, W', W'', \ldots, W^{(n-1)}), \tag{34} \]

where \( F \) is polynomial in \( W, W', W'', \ldots, W^{(n-1)} \) and rational in \( y \).
The general solution must have the form of a Laurent series with a finite number of negative power terms

\[ W = \sum_{k=0}^{\infty} d_k (y - y_0)^{k+p}, \quad d_0 \neq 0, \]  

(35)
satisfying the requirements:

1. The constant \( p \) is a negative integer.
2. The coefficients \( d_k \) satisfy a recursion relation of the form

\[ P(k)d_k = \phi_k(y_0, d_0, d_1, \ldots, d_{k-1}), \]

where \( P(k) \) is a polynomial that has \( n-1 \) distinct nonnegative integer zeros. The values of \( k_j \) for which we have \( P(k_j) = 0 \) are called resonances and the values of \( d_k \) for \( k = k_j \) are free parameters. Together with the position \( y_0 \) of the singularity we thus have \( n \) free parameters in the general solution (35) of the \( n \)-th order ODE (34).

3. A compatibility condition, also called the resonance condition,

\[ \phi_k(y_0, d_0, d_1, \ldots, d_{k-1}) = 0, \]

must be satisfied identically in \( y_0 \) and in the values of \( d_{k_j} \) for all \( k_j; j = 1, 2, \ldots, n-1 \).

This test is a generalization of the Frobenius method used to study fixed singularities of linear ODEs. Passing the Painlevé test is a necessary condition only. To make it sufficient one would have to prove that the series (35) has a nonzero radius of convergence and that the \( n \) free parameters can be used to satisfy arbitrary initial conditions. A more practical procedure that we shall adopt is the following. Once a nonlinear ODE passes the Painlevé test one can try to integrate it explicitly.

Let us first investigate the cases that may lead to “exotic potentials,” that is, potentials which do not satisfy any linear differential equations. That means that either (30) or (31) (or both) must be satisfied trivially. The linear ODEs (30) are satisfied identically if we have

\[ A_{400} = A_{310} = A_{301} = A_{211} = A_{202} = A_{112} = A_{103} = A_{013} = 0. \]

(36)
The linear ODEs (31) are satisfied identically if we have

\[ A_{400} = A_{310} = A_{301} = A_{211} = A_{220} = A_{121} = A_{130} = A_{031} = 0. \]

(37)

If (36) and (37) both hold, then the only fourth order integrals are the trivial ones \( H_1^2, H_2^2, \) and \( H_1 H_2 \). Their existence does not imply superintegrability, it is simply a consequence of second order integrability. In other words, no fourth order superintegrable systems, satisfying (36) and (37) simultaneously, exist. This means that at most one of the functions \( V_1(x) \) or \( V_2(y) \) can be “exotic.” The other one will be a solution of a linear ODE. For third order integrals both \( V_1(x) \) and \( V_2(y) \) can be exotic.
Let us consider the case when (37) is valid and (36) not. The leading-order term for the nontrivial fourth order integral has the form

\[ Y_L = A_{202}\{L_3^2, p_2^2\} + A_{112}\{L_3, p_1 p_2\} + A_{103}\{L_3, p_3^3\} + 2A_{013}p_1 p_2^3. \]  

(38)

We proceed in several steps.

1. Let us classify the integrals (38) under translations (they leave the form of the potential (24) invariant). The three classes are

\[ I. \quad A_{202} \neq 0, A_{112} = A_{103} = 0. \]
\[ II. \quad A_{202} = 0, A_{112}^2 + A_{103}^2 \neq 0, A_{013} = 0, \]
\[ \quad \text{IIa.} \quad A_{103} \neq 0, \]
\[ \quad \text{IIb.} \quad A_{103} = 0, A_{112} \neq 0, \]
\[ III. \quad A_{202} = A_{112} = A_{103} = 0, A_{013} \neq 0. \]  

(39)

2. Let us solve the linear ODE for \( V(x) \)

The functions \( f_i \) in (22) reduce to

\[ f_1 = f_2 = 0, \]
\[ f_3(y) = A_{202}y^2 - A_{112}y, \]
\[ f_4(x, y) = -2A_{202}xy + A_{112}x - A_{103}y + A_{013}, \]
\[ f_5(x) = A_{202}x^2 + A_{103}x. \]  

(40)

We obtain two equations for \( V_1(x) \), namely

\[ 5A_{112}V_1^{(3)}(x) + (A_{013} + A_{112}x)V_1^{(4)}(x) = 0, \]  

(41a)
\[ 10A_{202}V_1^{(3)}(x) + (A_{103} + 2A_{202}x)V_1^{(4)}(x) = 0. \]  

(41b)

(They replace Eq. (30)). These two equations imply \( V_1^{(3)} = V_1^{(4)} = 0 \) unless we have

\[ A_{112}A_{103} - 2A_{202}A_{013} = 0. \]  

(42)

The result is that \( V_1(x) \) can have one of the following forms: \( V_1(x) = 0, ax, ax^2, \frac{a}{x^2} + bx + cx^2. \)

3. Let us solve the nonlinear ODEs for \( V_2(y) \). We first introduce an auxiliary function:

\[ W(y) = \int V_2(y)dy, \]
\[ \tilde{W} \leftrightarrow W + \alpha y + \beta \]
Case I  $A_{202} \neq 0$, $A_{112} = 0$; $Y_L = A_{202}[L_3^2, p_2^2]$.

Let $A_{202} = 1$. We obtain

$$\frac{1}{2} h^2 y W^{(4)} + 2 h^2 W^{(3)} - 6 y W' W'' - 2 W W' + \frac{8}{3} c_2 y^3 W'' - 8 W'^2$$
$$+ 16 c_2 y^2 W' + 16 c_2 y W - \frac{16}{3} c_2^2 y^4 + k_1 = 0, \quad (43)$$

integrating once we get

$$h^2 y^2 W^{(3)} + 2 h^2 y W'' - 6 y^2 W'^2 - 4 y W W' + \left( \frac{16}{3} c_2 y^4 - 2 h^2 \right) W' + 2 W^2$$
$$+ \frac{32}{3} c_2 y^3 W - \frac{16}{9} c_2^2 y^6 + k_1 y^2 + k_2 = 0. \quad (44)$$

Equation (44) passes the Painlevé test. Substituting the Laurent series (35) into (44), we find $p = -1$. The resonances are $r = 1$ and $r = 6$, and we obtain $d_0 = -h^2$. The constants $d_1$ and $d_6$ are arbitrary, as they should be. We now proceed to integrate (44). Using the results of Chazy, Bureau, Cosgrove, and Scoufis [13, 14, 18, 21–24].

By the following transformation:

$$Y = y^2, \quad U(Y) = -\frac{y}{2h^2} W(y) + \frac{c_2}{6h^2} y^4 + \frac{1}{16},$$

we transform (44) to

$$Y^2 U'^{(3)} = -2(U'(3 Y U' - 2U) - \frac{c_2}{h^2} Y(U' - U) + k_3 Y + k_4) - Y U'', \quad (45)$$

where $k_3 = \frac{-2k_1 - 12c_2 h^2}{64h^4}$, $k_4 = \frac{-k_2}{32h^4}$. Equation (45) is a special case of the Chazy class I equation. It admits the first integral

$$Y^2 U''^2 = -4(U'^{(2)}(Y U' - U) - \frac{c_2}{2h^2} (Y U' - U)^2 + k_3 (Y U' - U) + k_4 U' + k_5), \quad (46)$$

where $k_5$ is the integration constant. The equation is of the Chazy canonical form SD-I.b.

When $c_2$ and $k_3$ are both nonzero the solution is

$$U = \frac{1}{4} \left( \frac{1}{P_5} \left( \frac{Y P'_5}{P_5 - 1} - P_5 \right)^2 - (1 - \sqrt{2\alpha})^2 (P_5 - 1) - 2\beta \frac{P_5 - 1}{P_5} + \gamma Y \frac{P_5 + 1}{P_5 - 1} + 2\delta \frac{Y^2 P_5}{(P_5 - 1)^2} \right),$$
U' = -\frac{Y}{4P_5(P_5-1)} \left( P_5' - \sqrt{2\alpha} \frac{P_5(P_5-1)}{Y} \right)^2 - \frac{\beta}{2Y} \frac{P_5 - 1}{P_5} - \frac{1}{2} \frac{\delta Y}{P_5 - 1} - \frac{1}{4} \gamma , \tag{47}

where \( P_5 = P_5(Y); Y = y^2 \), satisfies the fifth Painlevé equation

\[
P_5'' = \left( \frac{1}{2P_5} + \frac{1}{P_5 - 1} \right) P_5^2 - \frac{1}{Y} P_5' + \frac{(P_5 - 1)^2}{Y^2} \left( \alpha P_5 + \frac{\beta}{P_5} \right) + \frac{\gamma}{Y} P_5 + \delta \frac{P_5(P_5 + 1)}{P_5 - 1} ,
\]

with

\[
c_2 = -\hbar^2 \delta,
\]

\[
k_3 = -\frac{1}{4} \left( \frac{1}{4} \gamma^2 + 2\beta \delta - \delta(1 - \sqrt{2\alpha})^2 \right),
\]

\[
k_4 = -\frac{1}{4} \left( \beta \gamma + \frac{1}{2} \gamma(1 - \sqrt{2\alpha})^2 \right),
\]

\[
k_5 = -\frac{1}{32} \left( \gamma^2((1 - \sqrt{2\alpha})^2 - 2\beta) - \delta((1 - \sqrt{2\alpha})^2 + 2\beta)^2 \right).
\]

The solution for the potential up to a constant is

\[
V(x, y) = \frac{c - 2}{x^2} - \delta \hbar^2 (x^2 + y^2) + \hbar^2 \left( \frac{Y}{P_5 - 1} + \frac{1}{y^2} (P_5 - 1) \left( \sqrt{2\alpha} + \alpha(2P_5 - 1) + \frac{\beta}{P_5} \right) \right) + y^2 \left( \frac{P_5^2}{2P_5} + \delta P_5 \right) \frac{(2P_5 - 1)}{(P_5 - 1)^2} - \frac{P_5'}{P_5 - 1} - 2\sqrt{2\alpha} P_5^3 \right) + \frac{3\hbar^2}{8y^2} . \tag{48}
\]

The list of exotic superintegrable quantum potentials in quantum case that admit one second order Cartesian and one fourth order integral is given below. We also give their fourth order integrals by listing the leading terms \( Y_L \) and the functions \( g_i(x, y); i = 1, 2, 3; \) and \( l(x, y) \). Each of the exotic potentials has a nonexotic part that comes from \( V_1(x) \). By construction \( V_2(y) \) is exotic; however, in four cases a nonexotic part proportional to \( y^2 \) splits off from \( V_2(y) \) and can be combined with an \( x^2 \) term in \( V_1(x) \). We order the final list below in such a manner that the first two potentials are isotropic harmonic oscillators (possibly with an additional \( \frac{1}{x^2} \) term)
with an added exotic part. The next two are 2 : 1 anisotropic harmonic oscillators, plus an exotic part (in y).

Based on previous experience, we expect these harmonic terms to determine the bound state spectrum. The remaining eight cases have either \( \frac{a}{x^2} \) or \( c_1 x \) as their nonexotic terms and we expect the energy spectrum to be continuous.

These results also highlight how the study of higher order Painlevé equations plays a role in the classification of superintegrable systems with higher order integrals of motion. Classes of such equations of third, fourth, and fifth order have been studied by Chazy, Bureau, Cosgrove, and Scoufis [13, 14, 18, 21–24].

5 Summary of the Classification of Exotic Potentials with Fourth Order Integrals Separable in Cartesian Coordinates

In this section we give a list of some of these exotic potentials and their fourth order integrals. There are 12 cases that are divided into three types. We present one case among each of them.

1. Isotropic harmonic oscillator: \( Q^1 : (Y_L = \{L_3^2, p_2^3\}) \)

\[
V(x, y) = -\delta h^2 (x^2 + y^2) + \frac{a}{x^2} + h^2 \left( \frac{y}{P_5 - 1} + \frac{1}{y^2} (P_5 - 1) \left( \sqrt{2\alpha} + \alpha (2P_5 - 1) + \frac{\beta}{P_5} \right) \right)
+ y^2 \left( \frac{P_5^2}{2P_5^2} + \delta P_5 \right) \left( \frac{2P_5 - 1}{P_5^3 - 1} - \frac{P_5'}{P_5^2 - 1} - 2\sqrt{2} \alpha P_5' \right) + \frac{3h^2}{8y^2}.
\]

\[
g_1(x, y) = 2y \left( yW' + W + \frac{1}{3} h^2 \delta y^3 \right),
\]

\[
g_2(x, y) = -2x \left( 3yW' + W + \frac{4}{3} h^2 \delta y^3 \right)
\]

\[
l(x, y) = h^2 x^2 \left( \frac{1}{4} yW^{(4)} + W^{(3)} \right) - x^2 (3yW' + W) W''
- h^2 y \left( \frac{4}{3} \delta x^2 y^2 + \frac{3}{2} \right) W'' + \left( 4 \left( \frac{a}{x^2} - h^2 \delta x^2 \right) y^2 - 3h^2 \right) W'
+ 4y \left( \frac{a}{x^2} - h^2 \delta x^2 \right) W + \frac{4a}{3x^2} h^2 \delta y^4 - 2h^2 \delta x^2 \left( \frac{2}{3} h^2 \delta y^4 - h^2 \right)
- 2h^4 \delta y^2.
\]
\[
W(y) = \frac{-\hbar^2}{2y} \left( \frac{1}{P_5} \left( \frac{YP_5'}{P_5 - 1} - P_5 \right)^2 - (1 - \sqrt{2}\alpha)^2(P_5 - 1) - 2\beta \frac{P_5 - 1}{P_5} \right)
\]
\[
+ \gamma Y \frac{P_5 + 1}{P_5 - 1} + \frac{2\delta h^2 P_5}{(P_5 - 1)^3} \right) + \frac{\hbar^2}{8y} - \frac{\delta h^2}{3} y^3,
\]

where \( P_5 = P_5(Y); Y = y^2 \).

2. Anisotropic harmonic oscillator: \( Q_1^2 : (Y_L = \{L_3, p_1 p_2^2\}) \)

\[
V(x, y) = c_2(x^2 + 4y^2) + \frac{a}{x^2} - 4\sqrt{2}c_2^2h^2yP_4 + \sqrt{2}c_2\hbar(\epsilon P_4' + P_4^2)
\]

\[
g_1(x, y) = -2yW' - W + \frac{4}{3}c_2y^3, \quad g_2(x, y) = 3xW' - 4c_2xy^2, \quad g_3(x, y)
\]
\[
= 2c_2x^2y - 2ax^2y
\]

\[
l(x, y) = -\frac{1}{8}h^2x^2W^{(4)} + \frac{3}{2}x^2W'W'' - \left( 2c_2x^2y^2 - \frac{3}{4}h^2 \right) W''
\]
\[
- 2 \left( 2a \frac{y}{x^2} + 2c_2x^2y \right) W' - 2 \left( \frac{a}{x^2} + c_2x^2 \right) W
\]
\[
+ \frac{8}{3}c_2y^3 \left( c_2x^2 + \frac{a}{x^2} \right) - 2c_2h^2y.
\]

\[
W(y) = \sqrt{8c_2h^6} \left( \frac{1}{8P_4} P_4'^2 - \frac{1}{8} P_4^3 - \frac{1}{2}YP_4^2 - \frac{1}{2}(Y^2 - \alpha + \epsilon)P_4
\]
\[
+ \frac{1}{3}(\alpha - \epsilon)Y + \frac{\beta}{4P_4} \right) + \frac{4c_2}{3} y^3,
\]

where \( P_4 = P_4(Y); Y = -\sqrt{\frac{8c_2}{\hbar^2}} y \).

3. Potentials with no confining (harmonic oscillator) term: eight cases occur involving \( P_1, P_2, P_3, \) or elliptic functions.

For confining potentials the potentials involve \( P_4 \) and \( P_5. (P_6 \) appears in the case of separation in polar coordinates.)

\( Q_3^1 : (Y_L = \{L_3, p_2^2\}) \)

\[
V(x, y) = \frac{a}{x^2} + \frac{\hbar^2}{2} \left( \sqrt{\alpha P_3'} + \frac{3}{4}\alpha(P_3)^2 + \frac{\delta}{4P_3^2} P_3 + \frac{\gamma}{2yP_3}
\]
\[
- \frac{P_3'}{2yP_3} + \frac{P_3'^2}{4P_3^2} \right).
\]

\[
g_1(x, y) = 2y^2W' + 2yW, \quad g_2(x, y) = -6xyW' - 2x W,
\]
\[ g_3(x, y) = 4x^2 W' + 2a\frac{y^2}{x^2}, \]
\[ l(x, y) = h^2 x^2 \left( \frac{1}{4} y W^{(4)} + W^{(3)} \right) - x^2 (3y W' + W)W'' - \frac{3}{2} h^2 y W'' \]
\[ + \left( 4\frac{a}{x^2} y^2 - 3h^2 \right) W' + 4\frac{a}{x^2} y W. \]
\[ W(y) = -\frac{h^2}{2y} \left( \frac{1}{4} \left( \frac{P_3'}{P_3} - 1 \right)^2 - \frac{1}{16} \alpha y^2 P_3^2 - \frac{1}{8} (\beta + 2\sqrt{\alpha}) y P_3 \right) \]
\[ + \frac{\gamma}{8P_3} y + \frac{\delta}{16P_3^2 y^2} + \frac{h^2}{8y}. \]

The potentials \( Q_1^2, Q_3^6, \) and \( Q_4^7 \) are in the list of quantum potentials obtained by Gravel [42], respectively, \( Q_{18}, Q_{19}, Q_{21} \). Among the integrals of motion we have \( \{ L_2^3, p_2^2 \} \) and \( \{ L_3^3, p_3^2 \} \). These cannot be obtained by commuting a third and a second order integral. Let us mention that the classical limit \( \hbar \to 0 \) cannot be taken in the expressions for the potentials like (49), (50), and (51). The limit is singular and must be taken in the original determining equations. In particular for \( N = 4 \) in Eq.(21) (the other determining equation (20) and their linear compatibility equation (23) do not contain \( \hbar \)). In the potential \( Q_1^4 \), the isotropic harmonic oscillator term appears with the coefficient \(-\delta h^2\). In \( Q_2^4 \) the coefficient of the anisotropic harmonic oscillator is \( c_2 \). We do not attach any importance to this fact since both \( c_2 \) and \( \delta \) are arbitrary real constants (\( h^2 \) could be absorbed into \( \delta \)). Moreover, as stated above the limit \( h \to 0 \) is not allowed in these formulas.

For a complete list of exotic potentials of the form \( V(x, y) = V_1(x) + V_2(y) \) with fourth order integrals we refer to the original article [70].

The results can be summed up as follows:

1. For \( N = 4 \) one of the two \( V_a(a = 1, 2) \) must be standard, i.e., satisfy a linear ODE. We choose \( V_2(y) \) to be exotic.
2. The exotic part satisfies a nonlinear ODE that not only passes the Painlevé test but actually has the Painlevé property. Moreover \( V_2(y) \) can always be expressed in terms of either elliptic functions or one of the original Painlevé-Gambier transcendent \( P_1, \ldots, P_5 \). The sixth transcendent does not occur. However the sixth Painlevé transcendent \( P_6 \) plays a crucial role when the potential allows separation in polar coordinates instead of Cartesian ones [28–30].
3. The exotic potentials may have a nonexotic part that makes them confining. For \( N = 4 \) this occurs in one of the three versions

\[ V(x, y) = a(x^2 + y^2) + \frac{b}{x^2} + \frac{c}{y^2} + V_E(y) \]

\[ V(x, y) = a(x^2 + 4y^2) + V_E(y) \]

\[ V(x, y) = a(x^2 + y^2) + V_E(y), \]
where $V_E$ is expressed in terms of $P_4$ or $P_5$. The nonexotic parts in other cases are nonconfining like

$$V = \frac{a}{x} + V_E(y), \quad V = ax + V_E(y)$$

with $V_E(y)$ expressed in terms of $P_1$, $P_2$, $P_3$, or an elliptic function. We expect the confining potentials to correspond to a bound spectrum in quantum mechanics.

6 Example of Schrödinger Equation with Painlevé Potential

Let us consider the example of an exotic potential expressed in terms of $P_4$. The Hamiltonian and two integrals of motion in this case are [62, 63]

$$H = \frac{1}{2} \left[ p_1^2 + p_2^2 + \omega^2(x^2 + y^2) \right] + V_E(x)$$

$$A = p_1^2 - p_2^2 + \omega^2(x^2 - y^2) + V_E(x)$$

$$B = \frac{1}{2} \left[ L_3, p_1^2 \right] + \frac{1}{2} \left\{ \frac{\omega^2}{2} x^2 y - 3xy - 3y V_E', p_1 \right\}$$

$$- \frac{1}{\omega^2} \left\{ \frac{h^2}{4} V_E'' + (-\omega^2 x^2 - 3V_E)(\omega x + V_E'), p_1 \right\}$$

with

$$V_E = \frac{\hbar \omega}{2} P_4 \left( \sqrt{\frac{\omega}{\hbar}} x \right) + \frac{\omega \hbar}{2} P_4^2 \left( \sqrt{\frac{\omega}{\hbar}} x \right)$$

$$+ \omega \sqrt{\hbar \omega} x P_4 \left( \sqrt{\frac{\omega}{\hbar}} x \right) + \frac{\hbar \omega}{3} (-\alpha + \epsilon), \quad \epsilon = \pm 1$$

$$P_4 = P_4 \left( \sqrt{\frac{\omega}{\hbar}} x, \alpha, \beta \right).$$

The integrals of motion form a polynomial (cubic) algebra, satisfying

$$[A, B] = C \quad [A, C] = 16\omega^2 \hbar^2 B$$

$$[B, C] = -2\hbar^2 A^3 - 6\hbar^2 HA^2 + 8\hbar^2 H^3$$

$$+ \frac{\omega^2 \hbar^4}{3} (4\alpha^2 - 20 - 6\beta - 8\epsilon \alpha) A - 8\omega^2 \hbar^4 H$$

$$+ \frac{\hbar^5 \omega^3}{27} (-8\alpha^3 - 24\alpha - 36\alpha \beta + 24\epsilon \alpha^2 + 8\epsilon + 36 \epsilon \beta),$$

(54)
\[ K = -16\hbar^2 H^4 + \frac{4\hbar^4 \omega^2}{3} (4\alpha^2 - 8\alpha + 4 - \alpha\beta) H^2 \]
\[ - \frac{4\hbar^5 \omega^3}{27} (8\alpha^3 - 24\epsilon\alpha^2 + 24\alpha + 36\alpha\beta - 8\epsilon - 36\epsilon\beta) H \]
\[ - \frac{4\hbar^6 \omega^4}{3} (4\alpha - 8\epsilon\alpha - 8 - 6\beta). \]  

(55)

The algebra has a Casimir operator that is a fourth order polynomial in
the Hamiltonian \( H \) (with constant coefficients). The representation theory of the
algebra (54) and its realization in terms of a deformed oscillator algebra is used
to calculate the energy spectrum and wave functions of the system. A connection
with “higher order supersymmetry” also gives the wave functions. One obtains three
series of states with energies

\[ E_1 = \hbar\omega \left( p + \frac{\epsilon + 3}{3} - \frac{\alpha}{3} \right) \]
\[ E_2 = \hbar\omega \left( p + \frac{-\epsilon + 6}{6} + \frac{\alpha}{6} + \sqrt{-\frac{\beta}{8}} \right), \quad \beta < 0 \]
\[ E_3 = \hbar\omega \left( p + \frac{-\epsilon + 6}{6} + \frac{\alpha}{6} - \sqrt{-\frac{\beta}{8}} \right), \quad p = 0, 1, 2, 3, ... \]  

(56)

and 3 “zero modes,” all in terms of the Painlevé transcendent \( \mathcal{P}_IV \).

It has been demonstrated that this construction may not provide the appropriate
number of degeneracies via algebraic approaches and these case are associated with
parameters of the fourth Painlevé transcendent related to exceptional orthogonal
polynomials. The connection has been established via generalized Hermite and
Okamoto polynomials [67]. Constructions involving other integrals and their higher
order polynomial algebras have been presented elsewhere [66]. It has been shown
how more complicated patterns of finite dimensional unitary representations can
provide the degeneracies in these cases [66].

7 SUSYQM Construction and Wave Functions

The wave functions can be calculated using another approach that is also in
essence algebraic. Supersymmetric quantum mechanics has been studied using
many approaches and the intertwining of differential operators can be traced back to
Darboux and Moutard [50]. Second order supersymmetric quantum mechanics has
been introduced in [4] and has been exploited to generate ladder operators of third
order [5, 15, 63, 64, 72].
Let us present a construction using first and second order supersymmetry given by the following intertwining relation:

\[ H_1 q^\dagger = q^\dagger (H_2 + 2\lambda), \quad H_1 M^\dagger = M^\dagger H_2. \]  \hfill (57)

These relations correspond to a third order ladder operator

\[ H_1 a^\dagger = a^\dagger (H_1 + 2\lambda), \]  \hfill (58)

where \( a^\dagger \) and \( a \) are third order operators.

\[ a^\dagger = q^\dagger M, \quad a = M^\dagger q. \]  \hfill (59)

Similarly

\[ H_2 a^\dagger = a^\dagger (H_2 + 2\lambda), \]  \hfill (60)

where \( a^\dagger \) and \( a \) are third order operators.

\[ a^\dagger = Mq^\dagger, \quad a = qM^\dagger. \]  \hfill (61)

The explicit form is the following:

\[ H_i = \frac{p_x^2}{2} + V_i(x), \]

\[ q^\dagger = \sqrt{\frac{\hbar}{2}} \partial + W_3(x), \]

\[ q = -\sqrt{\frac{\hbar}{2}} \partial + W_3(x), \]

\[ M^\dagger = \left( \sqrt{\frac{\hbar}{2}} \partial + W_1(x) \right) \left( \sqrt{\frac{\hbar}{2}} \partial + W_2(x) \right), \]

\[ M = \left( -\sqrt{\frac{\hbar}{2}} \partial + W_2(x) \right) \left( -\sqrt{\frac{\hbar}{2}} \partial + W_1(x) \right). \]  \hfill (62)

The potentials \( V_1 \) and \( V_2 \) correspond up to an additive constant the one given by (53) with \( \epsilon = 1 \) and \( \epsilon = -1 \). Moreover, the functions \( W_1, W_2, \) and \( W_3 \) that appear in the intertwining operators (or supercharges) are also expressed in terms of the fourth Painlevé transcendent

\[ W_{1,2} = \sqrt{\frac{\omega}{8}} P_4 \left( \sqrt{\frac{\omega}{\hbar}} x \right) \pm \sqrt{\frac{\hbar}{2}} P_4' \left( \sqrt{\frac{\omega}{\hbar}} x \right) - \frac{2\sqrt{-\beta}}{\omega}, \]
\[
W_3 = \sqrt{\frac{\omega}{2}} P_4 \left( \sqrt{\frac{\omega}{\hbar}} x \right) - \frac{\omega}{2 \hbar} x. \tag{63}
\]

The spectrum is obtained for cases when normalizable zero modes of the annihilation operator exist

\[ a \psi^{(0)}_k = 0. \]

The energy of the zero modes are for \( \epsilon = 1 \) associated with the three solutions of the cubic algebra

\[
\psi^0_a(x) = e^{\int \sqrt{\frac{\pi}{2}} \sqrt{\frac{\pi}{h}} W_3(x') dx'},
\]

\[
\psi^0_b(x) = \left( \sqrt{\frac{2}{\hbar}} W_2(x) - \sqrt{\frac{2}{\hbar}} W_3(x) \right) e^{-\int \sqrt{\frac{\pi}{2}} \sqrt{\frac{\pi}{h}} W_2(x') dx'},
\]

\[
\psi^0_c(x) = \left( 4 \frac{\sqrt{-\beta}}{\omega} + \left( \sqrt{\frac{2}{\hbar}} W_2(x) - \sqrt{\frac{2}{\hbar}} W_3(x) \right) \right) e^{-\int \sqrt{\frac{\pi}{2}} \sqrt{\frac{\pi}{h}} W_2(x') dx'}, \tag{64}
\]

with the corresponding zero modes for \( \epsilon = -1 \)

\[
\psi^0_a(x) = \left( \frac{\omega}{\hbar} (\alpha - 1) - \frac{2 \sqrt{-\beta}}{\omega} + \left( \sqrt{\frac{2}{\hbar}} W_1(x) + \sqrt{\frac{2}{\hbar}} W_2(x) \right) \right),
\]

\[
\left( \sqrt{\frac{2}{\hbar}} W_1(x) - \sqrt{\frac{2}{\hbar}} W_3(x) \right) e^{\int \sqrt{\frac{\pi}{2}} \sqrt{\frac{\pi}{h}} W_3(x') dx'},
\]

\[
\psi^0_b(x) = e^{-\int \sqrt{\frac{\pi}{2}} \sqrt{\frac{\pi}{h}} W_2(x') dx'},
\]

\[
\psi^0_c(x) = \left( \sqrt{\frac{2}{\hbar}} W_1(x) + \sqrt{\frac{2}{\hbar}} W_2(x) \right) e^{-\int \sqrt{\frac{\pi}{2}} \sqrt{\frac{\pi}{h}} W_1(x') dx'}. \tag{65}
\]

In both cases \( \epsilon = 1 \) and \( \epsilon = -1 \) the complete spectrum is recovered by acting with the raising operators. In addition the raising ladder operators also admit zero modes. However due to conflicting asymptotics we can have in total three, two, or
one infinite sequence of levels. When a potential allows only one infinite sequence of energies, this potential may also possess a singlet state or doublet states

\[ a^+ \psi(x) = a^- \psi(x) = 0, \quad (a^+)^2 \psi(x) = a^- \psi(x) = 0. \] (66)

8 Conclusion

This review is devoted to superintegrable quantum systems with Hamiltonians of the form (6) with a potential satisfying (24). They allow two integrals of motion \( \{X, Y\} \) with \( X \) (of order 2) as in (25) and \( Y \) (of order \( N \)) as in (14) and (15) (for \( N = 4 \) see Eq. (19); for \( N \) arbitrary see Ref. [88]). So far the cases \( N = 3, 4, \) and 5 have been investigated in detail [3, 42, 43, 70, 71]. Some conclusions for general \( N \) can be drawn. The general situation can be summed up as follows:

1. The commutator \([H, Y]\) is a priori a linear differential operator of order \( N + 1 \). The coefficients of all powers must vanish simultaneously. From terms of order \( N + 1 \) we deduce that the terms of order \( N \) in \( Y \) are contained in the enveloping algebra of the Euclidean Lie algebra \( e(2) \). Moreover, all terms in \( Y \) have the same parity (after an appropriate symmetrization) [88].

2. Terms of order \( N - 1 \) in the commutator provide nonlinear determining equations for the potential \( V(x, y) = V_1(x) + V_2(y) \). However, for any \( N > 2 \) a linear compatibility condition must be satisfied. It amounts to linear ODEs for \( V_1(x) \) and \( V_2(y) \). These may be satisfied trivially (all coefficients equal to zero). Then we obtain “exotic potentials.” If the linear compatibility condition is satisfied nontrivially, we obtain “standard potentials.” So far, for \( N < 7 \) all standard potentials are expressed in terms of elementary functions and all exotic ones pass the Painlevé test [2]. We conjecture that this is true for all \( N \).

3. For a different approach to superintegrable systems in \( E_2 \) where such systems separating in Cartesian coordinates are obtained from operator algebras in one dimension we refer to [71].

4. For recent results on superintegrable systems in \( E_2 \) separable in polar coordinates we refer to the original articles [29–31].
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Supersymmetries in Schrödinger–Pauli Equations and in Schrödinger Equations with Position Dependent Mass

Anatoly G. Nikitin

Abstract The contemporary results concerning supersymmetries in generalized Schrödinger equations are presented. Namely, position dependent mass Schrödinger equations are discussed as well as the equations with matrix potentials. An extended number of realistic quantum mechanical problems admitting extended supersymmetries are described.

Keywords Position dependent mass · Schrödinger–Pauli equations · Extended supersymmetries · Matrix potentials · Integrable systems

1 Introduction

In seventieth of the previous century a qualitatively new symmetry in physics had been discovered and called supersymmetry (SUSY) see, e.g. [1] but also [2] where the idea of SUSY was formulated in somewhat rudimentary form. Its rather specific property is the existence of symmetry transformations mixing bosonic and fermionic states. In other words transformations which connect fields with different statistics have been introduced.

Among the many attractive features of SUSY is that it provides an effective mechanism for the cancelation of the ultraviolet divergences in quantum field theory. In addition, it opens new ways to unify space-time symmetries (i.e., relativistic invariance) with internal symmetries and to construct unified field theories, including all types of interactions, refer, e.g. [3, 4] and [5].
Mathematically, SUSY requests using of the graded Lie algebras instead of the usual ones, and the corresponding group parameters are not numbers but Grassmann variables. The essential progress in the related fields of mathematics was induced exactly by the needs of SUSY.

Unfortunately, till now we do not have convincing experimental arguments for introducing SUSY as a universal symmetry principle realized in Nature. Nevertheless, it is possible to find a number of realistic physical systems which admit this nice symmetry. Moreover, SUSY presents effective tools for understanding the relations between spectra of different Hamiltonians as well as for explaining degeneracy of their spectra, for constructing exactly or quasi-exactly solvable systems, for justifying formulations of initial and boundary problems, etc.; see, e.g., surveys [3, 6] and [7]. In other words, SUSY is realized in Nature at least in a rather extended number of particular physical systems.

The present work is concentrated on quantum mechanical systems since they provide a ground for testing the principal question: whether SUSY is realized in Nature or not, free of the complexities of field theories. Examples of such systems (like interaction of spin 1/2 particle with the Coulomb or constant and homogeneous magnetic field) which admit exact \( N = 2 \) SUSY are well known [8, 9] (see also Refs. [6, 7] and the references therein). However, we will concentrate on systems admitting more extended SUSY.

Let us remain that the supersymmetric quantum mechanics was created by Witten [10] as a toy model for illustration of global properties of the quantum field theory. But rather quickly it becomes a fundamental field attracting the interest of numerous physicists and mathematicians. In particular the SSQM presents powerful tools for explicit solution of quantum mechanical problems using the shape invariance approach [11]. The number of problems satisfying the shape invariance condition is rather restricted but includes the majority of exactly solvable Schrödinger equations. The well-known exceptions are exactly solvable Schrödinger equations with Natanzon potentials [12] which are formulated in terms of implicit functions.

A very important application of SUSY in quantum mechanics is classification of families of isospectral Hamiltonians. And there is a number of systems isospectral with the basic exactly solvable SEs. In the standard SUSY approach with the first order intertwining operators the problem of description of such families is reduced to constructing general solutions of the Riccati equations. More refined approaches can include intertwining operators of higher order [13], the N-fold supersymmetry [14], and the hidden nonlinear supersymmetry [15]. One more relevant subject of contemporary SUSY are the so-called exceptional orthogonal polynomials [16, 17].

Let us mention that other generalized supersymmetries which include the usual SUSY have been discussed also, among them the so-called parasupersymmetry [18–20], which also has good ruts in real physical problems. However, the standard SUSY is seemed to be more fundamental.

Just in quantum mechanics SUSY presents powerful tools for constructing exact solutions of Schrödinger equation (SE). And we will present a survey of contemporary results belonging to this field. We will not discuss generalizations of the standard SUSY in quantum mechanics like the ones mentioned above, but
restrict ourselves to the standard SUSY quantum mechanics with the first order intertwining operators [21]. However, the systems with extended SUSY as well as systems including SEs with Pauli and spin-orbit couplings, with position dependent mass and with abstract matrix potentials will be considered. Notice that just these fields are the subjects of current interest of numerous investigators.

Let us stress that there are two faces of SUSY in quantum mechanics. First, there exist QM systems like the charged particle with spin 1/2 in the constant and homogeneous magnetic field which admit exact SUSY. Such systems admit constants of motion forming superalgebras. Second, it is possible to indicate the QM systems with “hidden” SUSY like the hydrogen atom, and just these systems can be solved exactly using the shape invariance of the related Schrödinger equations. We will discuss both types of SUSY. The realistic physical systems which admit exact SUSY will be considered in the next section, while the shape invariant systems are discussed in Sects. 3–6.

An inspiring example of QM problem with a shape invariant potential was discovered by Pron’ko and Stroganov [22] who studied a motion of a neutral non-relativistic fermion, e.g., neutron, interacting with the magnetic field generated by a current carrying wire. A relativistic version of such problem was discussed in [23].

The specificity of the PS problem is that it includes a matrix superpotential, while in the standard SUSY in quantum mechanics the superpotential is a scalar function. Matrix potentials and superpotentials naturally appear in quantum mechanical models including particles with spin (see, e.g. [24], Sections 10 and 11) and in multidimensional models of SSQM [25, 26]. Particular examples of such superpotentials were discussed in [27–31]. In papers [32] such superpotentials were used for modeling the motion of a spin $\frac{1}{2}$ particle in superposed magnetic and scalar fields. In paper [29] a certain class of such superpotentials was described, while more extended classes of them were classified in [33, 34]. In any case just systems matrix superpotentials belong to an interesting research field which makes it possible to find new coupled systems of exactly solvable Schrödinger equations. The contemporary results in this field will be discussed in the following.

In addition to SUSY, some SEs can possess one more nice property called superintegrability (SI). By definition, the quantum system is called superintegrable if it admits more integrals of motion than the degrees of freedom. Like SUSY, the SI can cause the exact solvability of the related SE, especially in the case when it is the maximal SI when the number of integrals of motion is equal to $2n + 1$ where $n$ is the number of degrees of freedom.

There exists a tight connection between the SI and SUSY, and many QM systems are both supersymmetric and superintegrable. In fact the maximal SI induces SUSY and vice versa, in spite of that this fact was never proven for generic QM systems.

The superintegrable systems which are also supersymmetric will be a special subject of our discussion. Moreover, there will be systems with position dependent masses which are discussed in Sect. 6.
2 QM Systems with Exact SUSY

2.1 System with $N = 2$ SUSY

Let us start with the well-known and important physical system, i.e., the spinning and charged particle interacting with an external magnetic field. The corresponding QM Hamiltonian can be written in the following form:

$$H = \frac{\pi^2}{2m} + \frac{e}{2m} \sigma_i B_i,$$

(2.1)

where $\pi^2 = \pi_1^2 + \pi_2^2 + \pi_3^2$, $\pi_i = -i \frac{\partial}{\partial x_i} - eA_i$, $i = 1, 2, 3$, $B_i = \epsilon_{ijk} \frac{\partial A_j}{\partial k}$, $\sigma_i$ are Pauli matrices, $B_i$ and $A_i$ are components of the external magnetic field and the corresponding vector-potential, and summation is imposed over the repeating index $i$.

In contrast with the standard Schrödinger Hamiltonian, operator (2.1) includes the Pauli term $\frac{e}{2m} \sigma_i B_i$ describing the interaction of the particle spin with the external magnetic field. The related stationary Schrödinger equation has the standard form:

$$H \psi = E \psi$$

(2.2)

with $E$ being the Hamiltonian eigenvalues.

In the case of the constant and homogeneous magnetic field directed along the third coordinate axis the vector-potential can be reduced to the form:

$$A_1 = -\frac{1}{2} x_2 B_3, \quad A_2 = \frac{1}{2} x_1 B_3, \quad A_3 = 0,$$

(2.3)

and by definition $B_1 = B_2 = 0, B_3 = B = \text{const.}$ Thus Hamiltonian (2.1) can be rewritten in the following form:

$$H = H_1 + H_2, \quad H_1 = \frac{p_3^2}{2m}, \quad H_2 = \frac{(\sigma_1 \pi_1 + \sigma_2 \pi_2)^2}{2m}$$

(2.4)

with $p_3 = -i \frac{\partial}{\partial x_3}$.

The immediate consequence of representation (2.4) is that our Hamiltonian commutes with the three operators:

$$Q_1 = \sigma_1 \pi_1 + \sigma_2 \pi_2, \quad Q_2 = i \sigma_3 Q_1, \quad Q_3 = p_3,$$

(2.5)

which satisfy the following algebraic relations:

$$[Q_3, Q_1] = [Q_3, Q_2] = [Q_3, H] = 0,$$

(2.6)

$$\{Q_\mu, Q_\nu\} = 2 \delta_{\mu\nu} H_2, \quad [Q_\mu, H_2] = 0,$$

(2.7)
where $\mu, \nu$ independently takes the values 1, 2, $\delta_{\mu\nu}$ is the Kronecker delta, and the symbols $[,]$ and $\{,\}$ denote the commutator and anticommutator correspondingly.

Thus the considered Hamiltonian admits three constants of motion, one of which, i.e., $Q_3$, commutes with the two others. On the other hand, $Q_1$ and $Q_2$ are not in involution, but satisfy more complicated relations (2.7), which characterize a Lie superalgebra.

Just this specific supersymmetry can be treated as the reason of the twofold degeneration of the Landau levels, i.e., the non-ground energy levels of a spin 1/2 particle interacting with the constant and homogeneous magnetic field.

Generally speaking, superalgebra is a graded algebra. In the simplest case of the $Z_2$ grading the elements of the superalgebra belong to two different classes, say, odd or even. The multiplication laws for even and odd elements are different. In our case $Q_1$ and $Q_2$ are odd, while $Q_3$, $H_1$, and $H_2$ are even. The product of two algebra elements is defined as the commutator if at least one of them is even and as the anticommutator if both the elements are odd. In SUSY quantum mechanics the odd elements are called supercharges. Since we have indicated two supercharges then it is possible to say about $N = 2$ SUSY.

### 2.2 Extended SUSY

The considered system is only a particular (albeit very important) example of realistic physical problem admitting exact supersymmetry. In particular, it is obvious that the presented SUSY is valid for arbitrary Hamiltonian admitting representation (2.1) provided one component of the vector-potential of the external field is identically zero.

We will discuss also another examples, but first let us note that in fact Eq. (2.2) with Hamiltonian (2.4) admits a more extended SUSY.

In analogy with the above we can construct a supercharge valid for Eq. (2.1) in the case of arbitrary external magnetic field:

$$\tilde{Q}_1 = \sigma_i \pi_i$$

since $\tilde{Q}_1^2 = H$.

Let us show that it is possible to find three more supercharges provided the external field is given by relations (2.3). To do it we exploit the fact that Eq. (2.4) is invariant w.r.t. the following three discrete transformations:

$$\psi \rightarrow R_3 \psi, \quad \psi \rightarrow CR_1 \psi, \quad \psi \rightarrow CR_2 \psi,$$

where $R_a$ ($a = 1, 2, 3$) are the space reflection transformations

$$R_a \psi(x) = \sigma_a \theta_a \psi(x), \quad \theta_a \psi(x) = \psi(r_a x).$$
Here
\[ r_1 \mathbf{x} = (-x_1, x_2, x_3), \quad r_2 \mathbf{x} = (x_1, -x_2, x_3), \quad r_3 \mathbf{x} = (x_1, x_2, -x_3), \quad (2.11) \]
and \( C = i \sigma_2 c \), where \( c \) is the operator of complex conjugation
\[ c \psi(\mathbf{x}) = \psi^*(\mathbf{x}). \quad (2.12) \]

Note that operators (2.9) satisfy the following relations:
\[ \{ R_a, \sigma_i \pi_i \} = \{ R_a, C \} = \{ CR_1, \sigma_i \pi_i \} = \{ CR_2, \sigma_i \pi_i \} = 0, \quad (2.13) \]
\[ R_a^2 = -C^2 = 1, \quad a = 1, 2, 3. \]

Using (2.8), (2.13) we can see that the operators
\[ \tilde{Q}_1 = \sigma_i \pi_i \quad Q_2 = i R_3 \tilde{Q}_1, \quad Q_3 = CR_1 \tilde{Q}_1, \quad Q_4 = CR_2 \tilde{Q}_1 \quad (2.14) \]
fulfill the following relations:
\[ \{ Q_k, Q_l \} = 2 g_{kl} \hat{H}, \quad [ Q_k, \hat{H} ] = 0, \quad (2.15) \]
where \( k, l = 1, 2, 3, 4, g_{11} = g_{22} = -g_{33} = -g_{44} = 1; \ g_{kl} = 0, k \neq l \). In other words, operators (2.14) are supercharges generating the \( N = 4 \) extended SUSY.

Let us note that the main trick for constructing the extended SUSY was using the discrete involutive symmetries, i.e., reflections (2.10), (2.11). We will see that in analogous way it is possible to find extended SUSY for rather generic Eqs. (2.2).

### 2.3 Extended SUSY with Arbitrary Vector-Potentials

The results of the previous section can be generalized to extended class of arbitrary potentials with well-defined parities. Starting with reflections (2.10) we find that the corresponding parity properties of vector-function \( \mathbf{A}(\mathbf{x}) \) (2.3) are of the form:
\[ \mathbf{A}(r_1 \mathbf{x}) = -r_1 \mathbf{A}(\mathbf{x}), \quad \mathbf{A}(r_2 \mathbf{x}) = -r_2 \mathbf{A}(\mathbf{x}), \quad \mathbf{A}(r_3 \mathbf{x}) = r_3 \mathbf{A}(\mathbf{x}). \quad (2.16) \]

Relations (2.16) are satisfied by a large class of potentials which includes (2.3) as a particular case. For all such potentials the corresponding Eq. (2.2) is invariant w.r.t. involutions (2.9) and so admits the extended SUSY generated by supercharges (2.14). Moreover, Eq. (2.1) for \( g = 2 \) and an arbitrary uniform magnetic field, i.e., the field
\[ A_1 = A_1(x_1, x_2), \quad A_2 = A_2(x_1, x_2), \quad A_3 = 0, \quad (2.17) \]
admits all internal symmetries described in the previous section provided $A(x)$ satisfies relations (2.16).

Other systems with extended SUSY can be found by extending reflections (2.11) to the eight-dimensional group of involutions, i.e., by adding the fixed rotation transformations

$$r_{12}x = (-x_1, -x_2, x_3), \quad r_{31}x = (-x_1, x_2, -x_3),$$
$$r_{23}x = (x_1, -x_2, -x_3), \quad r_{123}x = (-x_1, -x_2, -x_3), \quad Ix = x. \quad (2.18)$$

Let the vector-potential $A(x)$ has definite parities w.r.t. a subset of transformations (2.11) and (2.18). Then it is possible to construct supercharges which generate extended $N=4$ and even $N=5$ SUSY [35].

Thus we present a number of SE admitting extended SUSY. Let us stress then among them there is a lot of systems with a clear exact physical meaning, see [36] for discussion of this aspect.

### 3 SUSY in One Dimension and Shape Invariance

The models considered in the above were two or three dimensional in spatial variables and include systems of coupled Schrödinger equations. However, many of them can be reduced to one dimensional systems using the separation of variables. Moreover, these systems can be decoupled.

Returning to Eq. (2.2) for a charged particle interacting with the constant and homogeneous magnetic field we can exploit its rotational invariance and search for solutions in separated radial and angular variables, i.e., to represent the wave function $\psi$ as

$$\psi = \frac{1}{\tilde{r}} R(\tilde{r}) e^{i\varphi}, \quad (3.1)$$

where $\tilde{r} = \sqrt{x_1^2 + x_2^2}$, $\varphi = \arctan \frac{x_2}{x_1}$. As a result we come to the following equation for the radial functions:

$$\hat{H} R \equiv \left( -\frac{\partial^2}{\partial \tilde{r}^2} - \frac{m(m+1)}{\tilde{r}^2} + \omega \sigma_3 + \omega^2 \tilde{r}^2 \right) R = \tilde{E} R, \quad (3.2)$$

where $m = n - \frac{1}{2}$, $\omega = 2m\alpha$, and $\tilde{E} = 2mE + q_3^2 + \omega n$.

Alternatively, using the gauge transformation it is possible to pass from vector-potential (2.3) to the following ones: $A_1 = eHx_2$, $A_2 = A_3 = 0$. Then, representing the wave function in the form $\psi = \exp[i(p_1x_1 + p_3x_3)]\phi(x_2)$ and setting $x_2 = \frac{1}{\alpha B} (p_1 + \sqrt{\alpha B} y)$ we obtain the following equation for $\phi$:

$$\hat{H}\phi = \tilde{E}\phi, \quad (3.3)$$
where
\[ \hat{H} = -\frac{\partial^2}{\partial y^2} + \sigma_3 \omega + \omega^2 x^2, \quad \hat{E} = 2m E - p_3^2. \] (3.4)

Equation (3.4) defines the supersymmetric oscillator, while (3.2) is rather similar to the “3d supersymmetric oscillator” but includes half-integer parameter \( m \) while in the 3d oscillator this parameter is integer. Both the mentioned equations are decoupled to direct sums of equations since the related Hamiltonians \( \tilde{H} \) and \( \hat{H} \) have the following form:
\[ \tilde{H} = \begin{pmatrix} \hat{H}_+ & 0 \\ 0 & \hat{H}_- \end{pmatrix}, \quad \hat{H} = \begin{pmatrix} \hat{H}_+ & 0 \\ 0 & \hat{H}_- \end{pmatrix}. \] (3.5)

where
\[ \hat{H}_\pm = -\frac{\partial^2}{\partial \tilde{r}^2} + \frac{n(n \mp 1)}{\tilde{r}^2} + \omega^2 \tilde{r}^2 \pm \omega, \quad \hat{H}_\pm = -\frac{\partial^2}{\partial \tilde{y}^2} + \omega^2 \tilde{y}^2 \pm \omega. \] (3.6)

Hamiltonians \( \hat{H}_\pm \) have two nice properties. First, they can be factorized:
\[ \hat{H}_+ = a^+ a, \quad \hat{H}_- = a a^+, \] (3.7)
where \( a^+ \) and \( a^- \) are the first order differential operators:
\[ a^+ = -\frac{\partial}{\partial y} + W, \quad a^- = \frac{\partial}{\partial y} + W \]
with \( W = \omega y \). Second, these Hamiltonians coincide up to a constant term: \( \hat{H}_+ = \hat{H}_- + 2\omega \).

Hamiltonians \( \tilde{H}_\pm \) are factorizable too:
\[ \tilde{H}_- = a^+_k a^-_k + c_\kappa, \quad \tilde{H}_+ = a^-_k a^+_k + c_{\kappa+1}, \] (3.8)
where
\[ a^-_k = \frac{\partial}{\partial x} + W_\kappa, \quad a^+_k = -\frac{\partial}{\partial x} + W_\kappa, \] (3.9)
and \( c_\kappa = (2\kappa - 1)\omega \). Moreover these Hamiltonians satisfy the following relation:
\[ \tilde{H}_+(\kappa) = \tilde{H}_-(\kappa + 1) + C_\kappa \] (3.10)
with $C_\kappa = 2\omega$. In other words, Hamiltonians $\tilde{H}_\pm(\kappa)$ are shape invariant [11]. The same is true for Hamiltonians $\tilde{H}_\pm(\kappa)$, which, however, do not include variable parameter $\kappa$.

Thus our analysis of the realistic quantum mechanical system having a clear physical meaning (charged particle with spin 1/2 interacting with the constant and homogeneous magnetic field) makes it possible to discover its nice hidden symmetry, i.e., the shape invariance. It happens that this symmetry is valid for many other important QM systems like the hydrogen atom, and causes their exact solvability [11].

To be shape invariant, Hamiltonian should be factorizable, i.e., to admit representation (3.8), (3.9) for $\tilde{H}_-(\kappa)$ with some function $W$ called superpotential. In addition, it should satisfy condition (3.10) together with the corresponding Hamiltonian $\tilde{H}_+(\kappa)$ which is called superpartner. If so, the related eigenvalue problem (2.2) is exactly solvable, and its solutions can be found algorithmically.

The shape invariance condition can be formulated as a condition for the potential. Considering the 1d Hamiltonian $H = -\frac{\partial^2}{\partial x^2} + V(\kappa, x)$ with a given potential $V$ dependent on $x$ and parameter $\kappa$ and representing $V(\kappa, x)$ as

$$V = W^2_\kappa + W'_\kappa,$$

(3.11)

where $W'_\kappa = \frac{\partial W_\kappa}{\partial x}$, and superpotential is a solution of the Riccati equation (3.11). Then we construct a superpartner potential

$$\tilde{V} = W^2_\kappa - W'_\kappa.$$

(3.12)

The corresponding stationary Schrödinger equation is shape invariant provided $\tilde{V}(\kappa, x) = V(\kappa + 1) + C_\kappa$, where $C_\kappa$ is a constant. In terms of the superpotential this condition looks as follows:

$$W^2_\kappa - W'_\kappa = W^2_\kappa + W'_\kappa + C_\kappa.$$

(3.13)

A natural question arises whether it is possible to formulate the shape invariance condition with another transformation law for potential parameters. The answer is yes, but the rule $\kappa \rightarrow \kappa + 1$ can be treated as general up to redefinition of these parameters. In other words, we always can change these parameters by some functions of them in such a way that their transformations will be reduced to shifts [37].
4 Matrix Superpotentials

4.1 Pron’ko–Stroganov Problem

The supersymmetric systems considered in the above include matrix potentials. However, when speaking about shape invariance, we deal with scalar potentials and superpotentials, refer to Eqs. (3.6). Let us show that the concept of shape invariance can be extended to the case of matrix superpotentials.

Like in Sect. 2 we will start with a well-defined QM system which includes a matrix potential and appears to be shape invariant. Namely, let us consider a neutral QM particle with non-trivial dipole momentum (e.g., neutron), interacting with the magnetic field generated by a straight line current directed along the third coordinate axis (Pron’ko–Stroganov problem [22]) The corresponding Schrödinger–Pauli Hamiltonian looks as follows:

$$H = \frac{p_1^2 + p_2^2}{2m} + \lambda \frac{\sigma_1 x_2 - \sigma_2 x_1}{\tilde{r}^2},$$  \hspace{1cm} (4.1)

where $\lambda$ is the integrated coupling constant, and $\sigma_1$ and $\sigma_2$ are Pauli matrices.

The last term in (4.1) is the Pauli interaction term $\lambda \sigma_i H_i$ where the magnetic field $H$ has the following components which we write ignoring the constant multiplier included into the parameter $\lambda$:

$$H_1 \sim \frac{y}{r^2}, \quad H_2 \sim -\frac{x}{r^2}, \quad H_3 = 0. \hspace{1cm} (4.2)$$

Hamiltonian (4.1) commutes with the third component of the total orbital momentum $J_3 = x_1 p_2 - x_2 p_1 + 1/2 \sigma_3$; thus, the corresponding stationary Schrödinger equation (2.2) admits solutions in separated variables. Moreover, the equation for radial functions takes the following form:

$$\hat{H}_{\kappa} \psi = E_{\kappa} \psi,$$ \hspace{1cm} (4.3)

where $\hat{H}_{\kappa}$ is a Hamiltonian with a matrix potential, $E_{\kappa}$ and $\psi$ are its eigenvalue and eigenfunction correspondingly, moreover, $\psi$ is a two-component spinor. Up to normalization of the radial variable $\tilde{r}$ the Hamiltonian $\hat{H}_{\kappa}$ can be represented as

$$\hat{H}_{\kappa} = -\frac{\partial^2}{\partial \tilde{r}^2} + \kappa (\kappa - \sigma_3) \frac{1}{\tilde{r}^2} + \sigma_1 \frac{1}{\tilde{r}},$$ \hspace{1cm} (4.4)

where $\sigma_1$ and $\sigma_3$ are Pauli matrices and $\kappa$ is a natural number. In addition, solutions of Eq. (4.3) must be normalizable and vanish at $x = 0$.

Hamiltonian $\hat{H}_{\kappa}$ can be factorized as in (3.8) where

$$a_\kappa^- = \frac{\partial}{\partial x} + W_{\kappa}, \quad a_\kappa^+ = -\frac{\partial}{\partial x} + W_{\kappa}, \quad c_\kappa = -\frac{1}{(2\kappa + 1)^2}.$$
and $W$ is a matrix superpotential

$$W_\kappa = \frac{1}{2x} \sigma_3 - \frac{1}{2\kappa + 1} \sigma_1 - \frac{2\kappa + 1}{2x}. \quad (4.5)$$

It is easily verified that the superpartner of Hamiltonian $\hat{H}_\kappa$ satisfies relation (3.10). In other words, Eq. (4.3) admits supersymmetry with shape invariance and can be solved using the standard technique of SSQM exposed, e.g., in survey [24].

### 4.2 Generic Matrix Superpotentials

Following a natural desire to find other shape invariant matrix potentials we return to conditions (3.13) which should be satisfied by the corresponding matrix superpotentials.

Assume $W_k(x)$ is Hermitian. Then the corresponding potential $V_k(x)$ and its superpartner $V^+_k(x)$ are Hermitian too.

The problem of classification of shape invariant superpotentials, i.e., $n \times n$ matrices whose elements are functions of $x, k$ satisfying conditions (3.13), was formulated and partially solved in papers [33] and [34]. Here we present the completed classification results for a special class of superpotentials being $2 \times 2$ matrices.

Consider superpotentials of the following special form:

$$W_k = kQ + \frac{1}{k}R + P, \quad (4.6)$$

where $P$, $R$, and $Q$ are Hermitian matrices depending on $x$.

Substituting (4.6) into (3.13) we obtain the following equations for $P$, $R$, and $Q$:

$$Q' = \alpha (Q^2 + \nu I), \quad (4.7)$$

$$P' - \frac{\alpha}{2} \{Q, P\} + \kappa I = 0, \quad (4.8)$$

$$\{R, P\} + \lambda I = 0, \quad (4.9)$$

$$R^2 = \omega^2 I, \quad (4.10)$$

where $Q' = \frac{dQ}{dx}$, $\{Q, P\} = QP + PQ$ is an anticommutator of matrices $Q$ and $P$, $I$ is the unit matrix, and $\kappa$, $\lambda$, $\omega$ are constants. Thus the problem of classification of matrix superpotentials is reduced to solution of Eqs. (4.8)–(4.10) for unknown matrices $Q$ and $P$, $R$. 
4.3 Scalar Superpotentials

First we consider the scalar case when \( Q, P, \) and \( R \) in (4.6) are \( 1 \times 1 \) “matrices.” The corresponding Eqs. (4.7)–(4.10) can be integrated rather easily, refer to [34] for detailed calculations. As a result we obtain the well-known list of scalar superpotentials:

\[
W = -\frac{k}{x} + \frac{\omega}{k} \text{ (Coulomb),}
\]

\[
W = \lambda k \tan \lambda x + \frac{\omega}{k} \text{ (Rosen 1),}
\]

\[
W = \lambda k \tanh \lambda x + \frac{\omega}{k} \text{ (Rosen 2),}
\]

\[
W = -\lambda k \coth \lambda x + \frac{\omega}{k} \text{ (Eckart),}
\]

\[
W = \mu x \text{ (Harmonic Oscillator),}
\]

\[
W = \mu x - \frac{k}{x} \text{ (3D Oscillator),}
\]

\[
W = \lambda k \tan \lambda x + \mu \sec \lambda x \text{ (Scarf I),}
\]

\[
W = \lambda k \tanh \lambda x + \mu \text{sech}\lambda x \text{ (Scarf 2),}
\]

\[
W = \lambda k \coth \lambda x + \mu \text{cosech}\lambda x \text{ (Pöschl-Teller),}
\]

\[
W = k - \mu \exp(-x) \text{ (Morse).}
\]

Thus we recover the known list of superpotentials (4.11)–(4.20) which generate classical additive shape invariant potentials, in a straightforward and very simple way. The corresponding potentials \( V_k \) can be found using definition (3.11).

4.4 Matrix Superpotentials of Dimension 2 × 2

Here we consider the case when superpotentials are \( x \)-dependent \( 2 \times 2 \) matrices of form (4.6).

Supposing that \( Q(x) \) is diagonal (like in (4.5)), it is possible to specify five inequivalent solutions of Eqs. (3.13):

\[
W_{\kappa,\mu} = ((2\mu + 1) \sigma_3 - 2\kappa - 1) \frac{1}{2x} + \frac{\omega}{2\kappa + 1} \sigma_1, \quad \mu > -\frac{1}{2},
\]

\[
W_{\kappa,\mu} = \lambda \left( -\kappa + \mu \exp(-\lambda x)\sigma_1 - \frac{\omega}{\kappa} \sigma_3 \right),
\]

\[
W_{\kappa,\mu} = \lambda \left( \kappa \tan \lambda x + \mu \sec \lambda x \sigma_3 + \frac{\omega}{\kappa} \sigma_1 \right),
\]
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\[ W_{\kappa,\mu} = \lambda \left( -\kappa \coth \lambda x + \mu \csch \lambda x \sigma_3 - \frac{\omega}{\kappa} \sigma_1 \right), \quad \mu < 0, \ \omega > 0, \quad (4.24) \]

\[ W_{\kappa,\mu} = \lambda \left( -\kappa \tanh \lambda x + \mu \sech \lambda x \sigma_1 - \frac{\omega}{\kappa} \sigma_3 \right), \quad (4.25) \]

where we introduce the rescaled parameter \( \kappa = \frac{k}{\alpha} \). These superpotentials are defined up to translations \( x \to x + c, \ \kappa \to \kappa + \gamma \), and up to unitary transformations \( W_{\kappa,\mu} \to U_a W_{\kappa,\mu} U_a^\dagger \), where \( U_1 = \sigma_1, \ U_2 = \frac{1}{\sqrt{2}}(1 \pm i \sigma_2), \) and \( U_3 = \sigma_3 \). In particular these transformations change signs of parameters \( \mu \) and \( \omega \) in (4.22)–(4.25) and of \( \mu + \frac{1}{2} \) in (4.21), thus without loss of generality we can set

\[ \omega > 0, \quad \mu > 0 \quad (4.26) \]

in superpotentials (4.22)–(4.25).

Notice that the transformations \( k \to k' = k + \alpha \) correspond to the following transformations for \( \kappa \):

\[ \kappa \to \kappa' = \kappa + 1. \quad (4.27) \]

If \( \mu = 0 \) and \( \omega = 1 \), then operator (4.21) coincides with the superpotential for PS problem given by Eq. (4.5). For \( \mu \neq 0 \) superpotential (4.21) is not equivalent to (4.5). The other presented matrix superpotentials were found in [33] for the first time.

The corresponding potentials \( V_\kappa \) can be found starting with (4.21)–(4.24) and using definition (3.11):

\[ \hat{V}_\kappa = \left( \mu (\mu + 1) + \kappa^2 - \kappa (2\mu + 1) \sigma_3 \right) \frac{1}{x^2} - \frac{\omega}{x} \sigma_1, \quad (4.28) \]

\[ \hat{V}_\kappa = \lambda^2 \left( \mu^2 \exp(-2\lambda x) - 2\kappa - 1 \right) \mu \exp(-\lambda x) \sigma_1 + 2\omega \sigma_3, \quad (4.29) \]

\[ \hat{V}_\kappa = \lambda^2 \left( (\kappa (\kappa - 1) + \mu^2) \sec^2 \lambda x + 2\omega \tan \lambda x \sigma_1 \right) + \mu (2\kappa - 1) \sec \lambda x \tan \lambda x \sigma_3, \quad (4.30) \]

\[ \hat{V}_\kappa = \lambda^2 \left( (\kappa (\kappa - 1) + \mu^2) \csch^2 (\lambda x) + 2\omega \coth \lambda x \sigma_1 \right) + \mu (1 - 2\kappa) \coth \lambda x \csch \lambda x \sigma_3, \quad (4.31) \]

\[ \hat{V}_\kappa = \lambda^2 \left( (\mu^2 - \kappa (\kappa - 1)) \sech^2 \lambda x + 2\omega \tanh \lambda x \sigma_3 \right) - \mu (2\kappa - 1) \sech \lambda x \tanh \lambda x \sigma_1. \quad (4.32) \]

Potentials (4.28), (4.29), (4.30), (4.31), and (4.32) are generated by superpotentials (4.21), (4.22), (4.23), (4.24), and (4.25), respectively. All the above potentials
are shape invariant and give rise to exactly solvable problems for systems of Schrödinger–Pauli type.

It was proven in [33] that $n \times n$ matrix superpotentials of the form (4.6) with a diagonal matrix $Q$ and $n > 2$ can be reduced to direct sums of operators fixed in (4.21) and scalar superpotentials specified in Eqs. (4.11)–(4.20). Thus in fact we present a complete description of superpotentials (4.6) being matrices of arbitrary dimension, provided matrix $Q$ is diagonal.

The case of non-diagonal matrices $Q$ has been examined in paper [34]. The classifying Eqs. (4.7)–(4.10) have been solved for the cases of superpotentials being $2 \times 2$ or $3 \times 3$ matrices. In the first case the following list of superpotentials was obtained:

\[
W^{(1)}_\kappa = \lambda \left( \kappa (\sigma_+ \tan(\lambda x + c) + \sigma_- \tan(\lambda x - c)) + \mu \sigma_1 \sqrt{\sec(\lambda x - c) \sec(\lambda x + c) + \frac{1}{\kappa} R} \right),
\]

\[
W^{(2)}_\kappa = \lambda \left( -\kappa (\sigma_+ \coth(\lambda x + c) + \sigma_- \coth(\lambda x - c)) + \mu \sigma_1 \sqrt{\csch(\lambda x - c) \csch(\lambda x + c) + \frac{1}{\kappa} R} \right),
\]

\[
W^{(3)}_\kappa = \lambda \left( -\kappa (\sigma_+ \tanh(\lambda x + c) + \sigma_- \tanh(\lambda x - c)) + \mu \sigma_1 \sqrt{\sech(\lambda x - c) \sech(\lambda x + c) + \frac{1}{\kappa} R} \right),
\]

\[
W^{(4)}_\kappa = \lambda \left( -\kappa (\sigma_+ \tanh(\lambda x + c) + \sigma_- \coth(\lambda x - c)) + \mu \sigma_1 \sqrt{\sech(\lambda x - c) \csch(\lambda x + c) + \frac{1}{\kappa} R} \right),
\]

\[
W^{(5)}_\kappa = \lambda \left( -\kappa (\sigma_+ \tanh(\lambda x) + \sigma_-) + \mu \sigma_1 \sqrt{\sech(\lambda x) \exp(-\lambda x) + \frac{1}{\kappa} R} \right),
\]

\[
W^{(6)}_\kappa = \lambda \left( -\kappa (\sigma_+ \coth(\lambda x) + \sigma_-) + \mu \sigma_1 \sqrt{\csch(\lambda x) \exp(-\lambda x) + \frac{1}{\kappa} R} \right),
\]

\[
W^{(7)}_\kappa = -\kappa \left( \frac{\sigma_+}{x + c} + \frac{\sigma_-}{x - c} \right) + \frac{\mu \sigma_1}{\sqrt{x^2 - c^2}} + \frac{1}{\kappa} R,
\]

\[
W^{(8)}_\kappa = -\kappa \frac{\sigma_+}{x} + \mu \sigma_1 \frac{1}{\sqrt{x}} + \frac{1}{\kappa} R,
\]

\[
W^{(9)}_\kappa = \lambda \left( -\kappa I + \mu \exp(-\lambda x) \sigma_1 - \frac{\omega}{\kappa} \sigma_3 \right).
\]
Here
\[
\sigma_\pm = \frac{1}{2}(\sigma_0 \pm \sigma_3), \quad R = r_3\sigma_3 + r_2\sigma_2, \quad (4.44)
\]
r_a are constants satisfying \(r_2^2 + r_3^2 = \omega^2\), and \(\kappa, \mu, \lambda, \) and \(c \neq 0\) are arbitrary parameters.

### 4.5 Matrix Superpotentials of Dimension 3 × 3

In analogy with the above we can find superpotentials realized by irreducible 3 × 3 matrices which are presented in the following formulae:

\[
W = (S_1^2 - 1) \frac{\kappa}{x + c_1} + (S_2^2 - 1) \frac{\kappa}{x + c_2} + (S_3^2 - 1) \frac{\kappa}{x} + S_1 \frac{\mu_1}{\sqrt{x(x + c_1)}} + S_2 \frac{\mu_2}{\sqrt{x(x + c_2)}} + \frac{\omega}{\kappa}(2S_3^2 - 1),
\]

\[
W = (S_1^2 - 1) \frac{\kappa}{x} + (S_2^2 - 1) \frac{\kappa}{x + c_1} + S_1 \frac{\mu_2}{\sqrt{x}} + S_2 \frac{\mu_1}{\sqrt{x + c_1}} + \frac{\omega}{\kappa}(2S_3^2 - 1),
\]

\[
W = (S_1^2 - 1) \frac{\kappa}{x + c_1} + (S_2^2 - 1) \frac{\kappa}{x + c_2} + S_1 \frac{\mu_2}{\sqrt{x}} + S_3 \frac{\mu_1}{\sqrt{x(x + c_1)}} + \frac{\omega}{\kappa}(2S_3^2 - 1),
\]

\[
W = (S_1^2 - 1) \frac{\kappa}{x} + S_1 c + S_2 \frac{\mu_1}{\sqrt{x}} + \frac{\omega}{\kappa}(2S_3^2 - 1),
\]

\[
W = (S_1^2 - 1) \frac{\kappa}{x + c_1} + (S_2^2 - 1) \frac{\kappa}{x + c_2} + (S_3^2 - 1) \frac{\kappa}{x} + S_1 \frac{\mu_1}{\sqrt{x(x + c_1)}} + S_2 \frac{\mu_2}{\sqrt{x(x + c_2)}} + \frac{\omega}{\kappa}(x + c_1)(x + c_2),
\]

\[
W = (S_1^2 - 1) \frac{\kappa}{x} + (S_2^2 - 1) \frac{\kappa}{x + c_2} + S_1 \frac{\mu_1}{\sqrt{x}} + S_2 \frac{\mu_2}{\sqrt{x + c_2}} + S_3 \frac{\mu_3}{\sqrt{x(x + c_2)}},
\]

\[
W = (S_1^2 - 1) \frac{\kappa}{x} + S_1 c + S_3 \frac{\mu_1}{\sqrt{x}} + S_2 \frac{\mu_2}{\sqrt{x}},
\]

where \(c, c_1, c_2, \mu_1, \) and \(\mu_2\) are integration constants, and

\[
S_1 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -i \\ 0 & i & 0 \end{pmatrix}, \quad S_2 = \begin{pmatrix} 0 & 0 & i \\ 0 & 0 & 0 \\ i & 0 & 0 \end{pmatrix}, \quad S_3 = \begin{pmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \quad (4.45)
\]

are matrices of spin \(s = 1\).
The hermiticity condition generates the following restrictions:

\[ x > 0, \quad \text{if} \quad \mu_1^2 + \mu_2^2 > 0; \quad \text{c}_i < 0 \quad \text{if} \quad \mu_i \neq 0. \quad (4.46) \]

Formulae (4.34)–(4.43) give the completed list of the certain class of matrix potentials. Note that they give rise to many realistic QM models described by coupled systems of Schrödinger equations, see the following section.

### 4.6 Shape Invariant QM Systems with Matrix Potentials

The discussed matrix superpotentials naturally appear in realistic QM systems. The entire collection of such system can be found in [38, 39] and [40]. Here we present two examples only.

Consider the following Hamiltonian:

\[ H = \frac{p^2}{2m} + \frac{\lambda}{2m} \sigma_i B_i + V, \quad (4.47) \]

where \( \sigma_i \) are Pauli matrices, \( B_i = B_i(x) \) are vector components of magnetic field strength, \( V = V(x) \) is a potential, and vector \( x \) represents independent variables. In addition, \( \lambda \) denotes the constant of anomalous coupling which is usually represented as \( \lambda = g \mu_0 \), where \( \mu_0 \) is the Bohr magneton and \( g \) is the Landé factor.

Formula (4.47) presents a generalization of the Pron’ko–Stroganov Hamiltonian for the case of arbitrary external field. And some Schrödinger equations with Hamiltonians (4.47) appear to be shape invariant. The example is given by the following equation:

\[ H \psi \equiv (-\nabla^2 + \lambda (1 - 2\kappa) \exp(-x_2) (\sigma_1 \cos x_1 - \sigma_2 \sin x_1)) + \lambda^2 \exp(-2x_2)) \psi = \hat{E} \psi. \quad (4.48) \]

Here \( \lambda \) is the integrated coupling constant, and independent variables are rescaled to obtain more compact formulae.

Hamiltonian \( H \) in (4.48) admits integral of motion \( Q = p_1 - \frac{\alpha_3}{2} \). Thus it is possible to expand solutions of (4.48) via eigenvectors of \( Q \) which look as follows:

\[ \psi_p = \begin{pmatrix} \exp(i(p + \frac{1}{2})x_1) \varphi(x_2) \\ \exp(i(p - \frac{1}{2})x_1) \xi(x_2) \end{pmatrix} \quad (4.49) \]

and satisfy the condition \( Q \psi_p = p \psi_p \).
Substituting (4.49) into (4.48) we come to Eq. (5.1) where
\[ \hat{V}_k = \lambda^2 \exp(-2y) - \lambda(2\kappa - 1) \exp(-y)\sigma_1 - p\sigma_3, \]
\[ y = x_2, \quad E = \hat{E} - p^2 - \frac{1}{4}, \quad \psi = \left( \begin{array}{c} \psi \\ \xi \end{array} \right). \] (4.50)

Potential \( \hat{V}_k \) (4.50) belongs to the list of shape invariant matrix potentials presented in the above, see Eq. (4.29). Thus Eq. (4.48) can be solved exactly using tools of SUSY quantum mechanics [39]. Notice that this equation is also superintegrable [38].

Let us present an analog of the PS model for particle of spin 1. This model is both superintegrable and shape invariant. It is based on the following Hamiltonian:
\[ H_s = p_1^2 + p_2^2 + \frac{1}{r} \mu_s(n), \] (4.51)
where
\[ \mu_s(n) = \mu_1(n) = \mu(2(S \times n)^2 - 1) + \lambda(2(S \cdot n)^2 - 1). \] (4.52)
Here \( \mu \) and \( \lambda \) are arbitrary real parameters, \( S \cdot n = S_1n_2 + S_2n_1 \), and \( S \times n = S_1n_2 - S_2n_1 \), with \( n_1 = \frac{x_1}{\sqrt{x_1^2 + x_2^2}}, n_2 = \frac{x_2}{\sqrt{x_1^2 + x_2^2}} \). \( S_1 \) and \( S_2 \) are matrices of spin 1 given by formula (4.45).

It is the Hamiltonian defined by Eqs. (4.1) and (4.2) that generalized the Pron’ko–Stroganov model for the case of spin one. This Hamiltonian leads to shape invariant radial equations with matrix potential being the direct sum of a modified Coulomb potential and potential (4.28).

### 4.7 Dual Shape Invariance

Starting with (4.21)–(4.24) we found the related potentials (4.28)–(4.31) in a unique fashion. But there is an interesting inverse problem: to find possible superpotentials corresponding to given potentials. Formally speaking, this means to find all solutions of the Riccati equation (3.11) for \( W \). However, such solutions depend on two arbitrary parameters (\( \kappa \) and the integration constant), and there is some ambiguity in choosing such of them which should be changing to generate the superpartner potential. Notice that the mentioned inverse problem is very interesting since it opens a way to generate families of isospectral Hamiltonians [24].

In the case of matrix superpotentials this business is even more important since in some cases there exist two superpotentials compatible with the shape invariance condition. And both these superpotential can be requested to generate solutions of the related eigenvalue problem.
To find the mentioned additional superpotentials we use the invariance of potentials (4.28), (4.30), and (4.31) with respect to the simultaneous change of arbitrary parameters:
\[ \mu \rightarrow \kappa - \frac{1}{2}, \quad \kappa \rightarrow \mu + \frac{1}{2}. \] (4.53)

This means that in addition to the shape invariance w.r.t. shifts of \( \kappa \) potentials (4.28), (4.30), and (4.31) should be shape invariant w.r.t. shifts of parameter \( \mu \) too.

Thus, it is possible to represent potentials (4.21), (4.23), and (4.24) in the following alternative form:
\[ \tilde{W}_{\mu, \kappa}^2 - \tilde{W}'_{\mu, \kappa} = \hat{V}_\mu + c_\mu, \] (4.54)
where \( \hat{V}_\mu = \hat{V}_\kappa \), and
\[ \tilde{W}_{\mu, \kappa} = \frac{\kappa \sigma_3 - \mu - 1}{x} + \frac{\omega}{2(\mu + 1)} \sigma_1, \quad c_\mu = \frac{\omega^2}{4(\mu + 1)^2} \] (4.55)
for \( \hat{V}_k \) given by Eq. (4.28)
\[ \tilde{W}_{\mu, \kappa} = \frac{\lambda}{2} \left( (2\mu + 1) \tan \lambda x + (2\kappa - 1) \sec \lambda x \sigma_3 + \frac{4\omega}{2\mu + 1} \sigma_1 \right) \] (4.56)
for potential (4.30), and
\[ \tilde{W}_{\mu, \kappa} = \frac{\lambda}{2} \left( -(2\mu + 1) \coth \lambda x + (2\kappa - 1) \csch \lambda x \sigma_3 - \frac{4\omega}{2\mu + 1} \sigma_1 \right) \] (4.57)
for potential (4.31). The related constant \( c_\mu \) is
\[ c_\mu = \lambda^2 \left( \pm \frac{1}{4}(2\mu + 1)^2 + \frac{4\omega^2}{(2\mu + 1)^2} \right), \] (4.58)
where the sign \( "+" \) and \( "-" \) correspond to the cases (4.56) and (4.57), respectively.

We stress that superpartners of potentials (4.54) constructed using superpotentials \( \tilde{W}_{\mu, \kappa} \), i.e.,
\[ \hat{V}^+_\mu = \tilde{W}_{\mu, \kappa}^2 + \tilde{W}'_{\mu, \kappa}, \] (4.59)
satisfy the shape invariance condition since
\[ \hat{V}^+_\mu = \hat{V}_{\mu + 1} + C_\mu \]
with \( C_\mu = c_{\mu + 1} - c_\mu \).
Thus potentials are shape invariant w.r.t. shifts of two parameters, namely, $\kappa$ and $\mu$. More exactly, superpartners for potentials (4.28), (4.30), and (4.31) can be obtained either by shifts of $\kappa$ or by shifts of $\mu$, while simultaneous shifts are forbidden. We call this phenomena dual shape invariance.

5 Exact Solutions of Shape Invariant Schrödinger Equations

5.1 Generic Approach and Energy Values

An important consequence of the shape invariance is the nice possibility to construct exact solutions of the related stationary Schrödinger equation. The procedure of construction of exact solutions for the case of scalar shape invariant potentials is described in various surveys, see, e.g. [24]. Here we present this procedure for the more general case of matrix potentials.

Consider the stationary Schrödinger equation

$$\hat{H}_\kappa \psi \equiv \left(-\frac{\partial^2}{\partial x^2} + \hat{V}_\kappa\right) \psi = E_\kappa \psi,$$  \hspace{1cm} (5.1)

where $\hat{H}_\kappa = a_{\kappa,\mu}^+ a_{\kappa,\mu}^- + c_\kappa$ and $\hat{V}_\kappa$ is a shape invariant potential. An algorithm for construction of exact solutions of supersymmetric and shape invariant Schrödinger equations includes the following steps (see, e.g. [24]):

– To find the ground state solutions $\psi_0(\kappa, \mu, x)$ which are proportional to square integrable solutions of the first order equation

$$a_{\kappa,\mu}^- \psi_0(\kappa, \mu, x) \equiv \left(\frac{\partial}{\partial x} + W_{\kappa,\mu}\right) \psi_0(\kappa, \mu, x) = 0.$$ \hspace{1cm} (5.2)

Function $\psi_0(\kappa, \mu, x)$ solves Eq. (5.1) with

$$E_\kappa = E_{\kappa,0} = -c_\kappa.$$ \hspace{1cm} (5.3)

– To find a solution $\psi_1(\kappa, \mu, x)$ for the first excited state which is defined by the following relation:

$$\psi_1(\kappa, \mu, x) = a_{\kappa,\mu}^+ \psi_0(\kappa + 1, \mu, x) \equiv \left(-\frac{\partial}{\partial x} + W_{\kappa,\mu}\right) \psi_0(\kappa + 1, \mu, x).$$ \hspace{1cm} (5.4)

Since $a_{\kappa}^+$ and $\hat{H}_\kappa$ satisfy the intertwining relations

$$\hat{H}_\kappa a_{\kappa,\mu}^+ = a_{\kappa,\mu}^+ \hat{H}_{\kappa+1}$$ \hspace{1cm} (5.5)
function (5.4) solves Eq. (5.1) with \( E_{\kappa} = E_{\kappa,1} = -c_{\kappa+1} \).

– Solutions for the second excited state can be found as \( \psi_2(\kappa, \mu, x) = a_{\kappa,\mu}^+ \psi_1(\kappa + 1, \mu, x) \), etc. Finally, solutions which correspond to \( n \)th exited state for any admissible natural number \( n > 0 \) can be represented as

\[
\psi_n(\kappa, \mu, x) = a_{\kappa,\mu}^+ a_{\kappa+1,\mu}^+ \cdots a_{\kappa+n-1,\mu}^+ \psi_0(\kappa + n, \mu, x). \tag{5.6}
\]

The corresponding eigenvalue \( E_{\kappa,n} \) is equal to \(-c_{\kappa+n}\).

– For systems admitting the dual shape invariance it is necessary to repeat the steps enumerated above using alternative (or additional) superpotentials.

All matrix potentials presented in the above generate integrable models with Hamiltonian (5.1). However, it is necessary to examine their consistency, in particular, to verify that there exist square integrable solutions of Eq. (5.2) for the ground states.

In the following sections we find such solutions for all superpotentials given by Eqs. (4.21)–(4.24) and (4.55)–(4.57). However, to obtain normalizable ground state solutions it is necessary to impose certain conditions on parameters of these superpotentials.

Let us present the energy spectra for models (5.1) with potentials (4.28)–(4.31) which can be found by applying the presented algorithm:

\[
E = -\frac{\omega^2}{(2N + 1)^2} \tag{5.7}
\]

for potential (4.28),

\[
E = -\lambda^2 \left( N^2 + \frac{\omega^2}{N^2} \right) \tag{5.8}
\]

for potentials (4.29), (4.31), (4.32), and

\[
E = \lambda^2 \left( N^2 - \frac{\omega^2}{N^2} \right) \tag{5.9}
\]

for potentials (4.30).

Here \( N \) is the spectral parameter which can take the following values:

\[
N = n + \kappa, \tag{5.10}
\]

and (or)

\[
N = n + \mu + \frac{1}{2}, \tag{5.11}
\]
where \( n = 0, 1, 2, \ldots \) are natural numbers which can take any values for potentials (4.28)–(4.30). For potentials (4.29), (4.32), and (4.31) with a fixed \( k < 0 \) the admissible values of \( n \) are bound by the condition \((k + n)^2 > |\omega|\).

### 5.2 Ground State Solutions

To find the ground state solutions for Eqs. (5.1) with potentials (4.28)–(4.31) it is sufficient to solve Eqs. (5.2), where \( W_{\kappa, \mu} \) are superpotentials (4.21)–(4.24), and analogous equation with superpotentials (4.55)–(4.57). This can be done for all the mentioned cases, but we present here only two of them.

The corresponding solutions should be square integrable two-component functions which we denote as

\[
\psi_0(\kappa, \mu, x) = \begin{pmatrix} \phi \\ \xi \end{pmatrix}.
\]  

(5.12)

Consider the superpotential defined by Eq. (4.21). Substituting (4.21) and (5.12) into (5.2) we obtain

\[
\frac{\partial \phi}{\partial x} + (\mu - \kappa) \frac{\phi}{x} + \frac{\omega}{2\kappa + 1} \xi = 0, \tag{5.13}
\]

\[
\frac{\partial \xi}{\partial x} - (\mu + \kappa + 1) \frac{\xi}{x} + \frac{\omega}{2\kappa + 1} \phi = 0. \tag{5.14}
\]

Solving (5.14) for \( \phi \), substituting the solution into (5.13) and making the change

\[
\xi = y^{k+1} \hat{\xi}(y), \quad y = \frac{\omega x}{2k + 1}, \tag{5.15}
\]

we obtain the equation

\[
y^2 \frac{\partial^2 \hat{\xi}}{\partial y^2} + y \frac{\partial \hat{\xi}}{\partial y} - \left(y^2 + \mu^2\right) \hat{\xi} = 0, \tag{5.16}
\]

whose square integrable solution is proportional to the modified Bessel function:

\[
\hat{\xi} = c K_\mu(y). \tag{5.17}
\]

Substituting (5.17) into (5.15) and using (5.14) we obtain

\[
\phi = y^{k+1} K_{\mu+1}(y), \quad \xi = y^{k+1} K_{|\mu|}(y), \tag{5.18}
\]

where \( y \) is the variable defined in (5.15), \( \omega x / (2k + 1) \geq 0 \).
Functions (5.18) are square integrable provided parameter $\kappa$ is positive and satisfies the following relation:

$$\kappa - \mu > 0. \quad (5.19)$$

If this condition is violated, i.e., $\kappa - \mu \leq 0$ solutions (5.18) are not square integrable. But since potential (4.28) admits the dual shape invariance, it is possible to make an alternative factorization of Eq. (5.1) using superpotential (4.55) and search for normalizable solutions of the following equation:

$$\tilde{a}_{\mu,\kappa} \tilde{\psi}_0(\mu, \kappa, x) \tilde{\psi}_0(\mu, \kappa, x) = 0. \quad (5.20)$$

where $\tilde{a}_{\mu,\kappa} = \frac{\partial}{\partial x} + \tilde{W}_{\mu,\kappa}$. Indeed, solving (5.20) we obtain a perfect ground state vector:

$$\tilde{\psi}_0(\mu, \kappa, x) = \begin{pmatrix} \tilde{\phi} \\ \tilde{\xi} \end{pmatrix}, \quad \tilde{\phi} = y^{\mu + \frac{1}{2}} K_{[\nu]}(y), \quad \tilde{\xi} = y^{\mu + \frac{1}{2}} K_{[\nu - 1]}(y),$$

(5.21)

where $y = \frac{\omega}{\kappa + 1/2}$ and $\nu = \kappa + 1/2$. The normalizability conditions for solution (5.21) are

$$\kappa - \mu < 1, \quad \text{if} \quad \kappa \geq 0, \quad \text{and} \quad \kappa + \mu > 1, \quad \text{if} \quad \kappa < 0. \quad (5.22)$$

Analogously, considering Eq. (5.2) with superpotential (4.22) and representing its solution in the form (5.12) with

$$\xi = y^{\frac{1}{2} - \kappa} \hat{\xi}(y), \quad \varphi = y^{\frac{1}{2} - \kappa} \hat{\varphi}(y), \quad y = \mu \exp(-\lambda x),$$

we find the following solutions:

$$\varphi = y^{\frac{1}{2} - \kappa} K_{[\nu]}(y), \quad \xi = -y^{\frac{1}{2} - \kappa} K_{[\nu - 1]}(y) \quad (5.23)$$

where $\nu = \omega/\kappa + 1/2$ and parameters $\omega$ and $\kappa$ should satisfy the conditions

$$\kappa < 0, \quad \kappa^2 > \omega. \quad (5.24)$$

Since potential (4.29) does not admit the dual shape invariance, there are no other ground state solutions.

In analogous manner we find solutions of Eqs. (5.2) and (5.20) for the remaining superpotentials (4.22)–(4.24), refer to [33] for details. Solutions which correspond to $n$th energy level can be obtained by applying Eq. (5.6). Under certain conditions on spectral parameters all such solutions are square integrable and reduce to zero at $x = 0$ [33].
5.3 Isospectrality

Let us note that for some values of parameters $\mu$ and $\kappa$ potentials (4.28)–(4.32) are isospectral with direct sums of known scalar potentials.

Considering potential (4.28) and using its dual shape invariance it is possible to show that for half-integer $\mu$ $V_\kappa$ can be transformed to a direct sum of scalar Coulomb potentials. In analogous way we can show that potentials (4.30) with half-integer $\kappa$ or integer $\mu$ is isospectral with the potential

$$\hat{V}_\kappa = \lambda^2 \left( r(r-1) \sec^2 \lambda x + 2\omega \tan \lambda x \sigma_1 \right), \quad r = \frac{1}{2} \pm \mu \quad \text{or} \quad r = \kappa, \quad (5.25)$$

which is equivalent to the direct sum of two trigonometric Rosen–Morse potentials. Under the same conditions for parameters $\mu$ and $\kappa$ potential (4.32) is isospectral with the direct sum of two Eckart potentials. Finally, potential (4.32) is isospectral with direct sum of two hyperbolic Rosen–Morse potentials.

In other words, for some special values of parameters $\mu$ and $\kappa$ there exist the isospectrality relations of matrix potentials (4.28)–(4.32) with well-known scalar potentials. However, for another values of these parameters such relations do not exist.

6 Shape Invariant Systems with Position Dependent Mass

SE with position dependent mass are requested for description of various condensed-matter systems such as semiconductors, quantum liquids and metal clusters, quantum dots, etc. However, in contrast with standard QM systems, their symmetries, supersymmetries, and integrals of motion were never investigated systematically.

The systematic study of symmetries of the position dependent mass SEs was started recently. In particular, the completed group classification of such equations in two and three dimensions has been carried out in [41, 42] and [43]. Here we present the classification of all rotationally invariant systems admitting second order integrals of motion [44] which appear to be shape invariant and exactly solvable.

6.1 Rotationally Invariant Systems

We will study stationary Schrödinger equations with position dependent mass, which formally coincide with (4.3), but include Hamiltonians with variable mass parameters:

$$\hat{H} = p_a f(x) p_a + \tilde{V}(x). \quad (6.1)$$
Here \( V(x) \) and \( f(x) = \frac{1}{2m(x)} \) are arbitrary functions associated with the effective potential and inverse effective PDM, and summation from 1 to 3 is imposed over the repeating index \( a \). In addition, \( x = (x^1, x^2, x^3) \) denotes a 3d space vector.

In paper [41] all Hamiltonians (6.1) admitting first order integrals of motion are classified. In particular, the rotationally invariant systems include the following functions \( f \) and \( V \):

\[
f = f(x), \quad \tilde{V} = \tilde{V}(x), \quad x = \sqrt{x_1^2 + x_2^2 + x_3^2}.
\]

(6.2)

In accordance with [41] there are four Hamiltonians with a more extended symmetry. They are specified by the following inverse masses and potentials:

\[
f = x^2, \quad \tilde{V} = 0, \quad (6.3)
\]

\[
f = (1 + x^2)^2, \quad \tilde{V} = -6x^2, \quad (6.4)
\]

\[
f = (1 - x^2)^2, \quad \tilde{V} = -6x^2, \quad (6.5)
\]

\[
f = x^4, \quad \tilde{V} = -6x^2. \quad (6.6)
\]

PDM systems admitting second order integrals of motion are classified in [44]. There are two subclasses of such systems. One class includes the systems admitting vector integrals of motion while in the second one we have the tensor integrals. All these systems are shape invariant, and are presented in the classification Tables 1 and 2.

In the third columns of the tables the effective radial potentials are indicated which appear after the separation of variables. All radial potentials are scalar and shape invariant, i.e., can be expressed in the form (3.11) where the related superpotentials \( W_\kappa \) are enumerated in formulae (4.11)–(4.20). The kinds of the superpotentials is fixed in the fifth columns. The content of the terms presented in the fourth columns is explained in the next section.

We see that there exist exactly 20 superintegrable systems invariant with respect to 3d rotations. Moreover, the majority of them is defined up to one arbitrary parameter, while there exist four systems dependent on two parameters, see Items 9 and 10.

6.2 Two Strategies in Construction of Exact Solutions

Let us consider Eqs. (4.3) where \( H \) are Hamiltonians (6.1) whose mass and potential terms are specified in the presented tables. We will search for square integrable solutions of these systems vanishing at \( x = 0 \).

First let us transform (4.3) to the following equivalent form:

\[
\tilde{H}\Psi = E\Psi,
\]

(6.7)
Table 1 Functions $f$ and $V$ specifying non-equivalent Hamiltonians (6.1)

<table>
<thead>
<tr>
<th>No</th>
<th>$f$</th>
<th>$V$</th>
<th>Solution approach</th>
<th>Effective potentials</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>$x$</td>
<td>$\alpha x$</td>
<td>Direct or two-step</td>
<td>3d oscillator or Coulomb</td>
</tr>
<tr>
<td>2.</td>
<td>$x^4$</td>
<td>$\alpha x$</td>
<td>Direct or two-step</td>
<td>Coulomb or 3d oscillator</td>
</tr>
<tr>
<td>3.</td>
<td>$x(x-1)^2$</td>
<td>$\frac{\alpha x}{(x+1)^2}$</td>
<td>Direct or two-step</td>
<td>Eckart or hyperbolic Pöschl–Teller</td>
</tr>
<tr>
<td>4.</td>
<td>$x(x+1)^2$</td>
<td>$\frac{\alpha x}{(x-1)^2}$</td>
<td>Direct or two-step</td>
<td>Eckart or trigonometric Pöschl–Teller</td>
</tr>
<tr>
<td>5.</td>
<td>$(1+x^2)^2$</td>
<td>$\frac{\alpha (1-x^2)}{x}$</td>
<td>Direct</td>
<td>Trigonometric Rosen–Morse</td>
</tr>
<tr>
<td>6.</td>
<td>$(1-x^2)^2$</td>
<td>$\frac{\alpha (1+x^2)}{x}$</td>
<td>Direct</td>
<td>Eckart</td>
</tr>
<tr>
<td>7.</td>
<td>$\frac{x}{x+1}$</td>
<td>$\frac{\alpha x}{x+1}$</td>
<td>Two-step</td>
<td>Coulomb</td>
</tr>
<tr>
<td>8.</td>
<td>$\frac{x}{x-1}$</td>
<td>$\frac{\alpha x}{x-1}$</td>
<td>Two-step</td>
<td>Coulomb</td>
</tr>
<tr>
<td>9.</td>
<td>$\frac{(x^2-1)x}{x^2-2\kappa x+1}$</td>
<td>$\frac{\alpha x}{x^2-2\kappa x+1}$</td>
<td>Two-step</td>
<td>Eckart</td>
</tr>
<tr>
<td>10.</td>
<td>$\frac{(x^2+1)x}{x^2-2\kappa x-1}$</td>
<td>$\frac{\alpha x}{x^2-2\kappa x-1}$</td>
<td>Two-step</td>
<td>Trigonometric Rosen–Morse</td>
</tr>
</tbody>
</table>

where

$$\tilde{H} = \sqrt{f} \frac{1}{\sqrt{f}} H \sqrt{f} = f p^2 + V, \quad \Psi = \sqrt{f} \Psi. \quad (6.8)$$

Then, introducing spherical variables and expanding solutions via spherical functions $Y_{l}^{m}$

$$\Psi = \frac{1}{x} \sum_{l,m} \phi_{lm}(x) Y_{l}^{m}, \quad (6.9)$$

we obtain the following equation for radial functions:

$$-f \frac{\partial^2 \phi_{lm}}{\partial x^2} + \left( \frac{fl(l+1)}{x^2} + V \right) \phi_{lm} = E \phi_{lm}. \quad (6.10)$$

Let us present two possible ways to solve Eq. (6.10). They can be treated as particular cases of Liouville transformation (refer to [45] for definitions) and include
<table>
<thead>
<tr>
<th>No</th>
<th>$f$</th>
<th>$V$</th>
<th>Solution approach</th>
<th>Effective radial potential</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\frac{1}{x^2}$</td>
<td>$\frac{\alpha}{x^2}$</td>
<td>Direct or two-step</td>
<td>Coulomb or 3d oscillator</td>
</tr>
<tr>
<td>2</td>
<td>$x^4$</td>
<td>$-\frac{\alpha}{x^2}$</td>
<td>Direct or two-step</td>
<td>3d oscillator or Coulomb</td>
</tr>
<tr>
<td>3</td>
<td>$(x^2 - 1)^2$</td>
<td>$\frac{\alpha x^2}{(x^2 + 1)^2}$</td>
<td>Direct or two-step</td>
<td>Eckart or hyperbolic Pöschl–Teller</td>
</tr>
<tr>
<td>4</td>
<td>$(x^2 + 1)^2$</td>
<td>$\frac{\alpha x^2}{(x^2 - 1)^2}$</td>
<td>Direct or two-step</td>
<td>Eckart or trigonometric Pöschl–Teller</td>
</tr>
<tr>
<td>5</td>
<td>$\frac{(x^4 - 1)^2}{x^2}$</td>
<td>$\frac{\alpha(x^4 + 1)}{x^2}$</td>
<td>Direct</td>
<td>Eckart</td>
</tr>
<tr>
<td>6</td>
<td>$\frac{(x^4 + 1)^2}{x^2}$</td>
<td>$\frac{\alpha(x^4 - 1)}{x^2}$</td>
<td>Direct</td>
<td>Trigonometric Rosen–Morse</td>
</tr>
<tr>
<td>7</td>
<td>$\frac{1}{x^2 + 1}$</td>
<td>$\frac{\alpha}{x^2 + 1}$</td>
<td>Two-step</td>
<td>3d oscillator</td>
</tr>
<tr>
<td>8</td>
<td>$\frac{1}{x^2 - 1}$</td>
<td>$\frac{\alpha}{x^2 - 1}$</td>
<td>Two-step</td>
<td>3d oscillator</td>
</tr>
<tr>
<td>9</td>
<td>$\frac{(x^4 - 1)^2}{x^4 - 2\kappa x^2 + 1}$</td>
<td>$\frac{\alpha x^2}{x^4 - 2\kappa x^2 + 1}$</td>
<td>Two-step</td>
<td>Eckart</td>
</tr>
<tr>
<td>10</td>
<td>$\frac{(x^4 + 1)^2}{x^4 - 2\kappa x^2 - 1}$</td>
<td>$\frac{\alpha x^2}{x^4 - 2\kappa x^2 - 1}$</td>
<td>Two-step</td>
<td>Trigonometric Rosen–Morse</td>
</tr>
</tbody>
</table>

commonly known steps. But it is necessary to fix them as concrete algorithms to obtain shape invariant potentials presented in the tables.

The first way (which we call direct) includes consequent changes of independent and dependent variables:

$$
\phi_{lm} \rightarrow \Phi_{lm} = f^\frac{i}{4} \phi_{lm}, \quad \frac{\partial}{\partial x} \rightarrow f^\frac{i}{4} \frac{\partial}{\partial x} f^{-\frac{i}{4}} = \frac{\partial}{\partial x} + \frac{f'}{4f} \quad (6.11)
$$

and then

$$
x \rightarrow y(x), \quad (6.12)
$$

where $y$ solves the equation $\frac{\partial y}{\partial x} = \frac{1}{\sqrt{f}}$. As a result Eq. (6.9) will be reduced to a more customary form:

$$
-\frac{\partial^2 \Phi_{lm}}{\partial y^2} + \tilde{V} \Phi_{lm} = E \Phi_{lm}, \quad (6.13)
$$
where $\tilde{V}$ is an effective potential

$$
\tilde{V} = V + f \left( \frac{l(l+1)}{x^2} - \left( \frac{f'}{4\tilde{f}} \right)^2 - \left( \frac{f''}{4\tilde{f}} \right)^2 \right), \quad x = x(y).
$$

Equations (6.7), (6.8) with functions $f$ and $V$ specified in Items 1–6 of both Tables 1 and 2 can be effectively solved using the presented reduction to radial Eq. (6.13). All the corresponding potentials (6.14) appear to be shape invariant, and just these potentials are indicated in the fifth columns of the tables. The related Eqs. (6.13) are shape invariant too and can be solved using the SUSY routine.

However, if we apply the direct approach to the remaining systems (indicated in Items 7–10 of both tables), we come to Eqs. (6.13) which are not shape invariant and are hardly solvable, if at all. To solve these systems we need a more sophisticated procedure which we call two-step approach. To apply it we multiply (6.10) by $\alpha V^{-1}$ and obtain the following equation:

$$
-\tilde{f} \frac{\partial^2 \phi_{lm}}{\partial x^2} + \left( \tilde{f}l(l+1) \frac{1}{x^2} + \tilde{V} \right) \phi_{lm} = E \phi_{lm},
$$

(6.15)

where $\tilde{f} = \alpha f$, $\tilde{V} = -\alpha E$, and $E = -\alpha$. Then treating $E$ as an eigenvalue and solving Eq. (6.15) we can find $\alpha$ as a function of $E$, which defines admissible energy values at least implicitly. To do it, it is convenient to make changes (6.11) and (6.12), where $f \rightarrow \tilde{f}$.

The presented trick with a formal changing the roles of constants $\alpha$ and $E$ is well known. Our point is that any of the presented superintegrable systems can be effectively solved using either the direct approach presented in Eqs. (6.8)–(6.14) or the two-step approach. Moreover, some of the presented systems can be solved using both the direct and two-step approaches, as indicated in the fourth columns of Tables 1 and 2. In all cases we obtain shape invariant effective potentials and can use tools of SUSY quantum mechanics.

### 6.3 System Dependent on Two Parameters

Let us consider the systems specified in Item 10 of Table 2. The corresponding Hamiltonian (6.8) and radial Eq. (6.10) have the following form:

$$
H = \frac{(x^4 + 1)^2}{x^4 - 2\kappa x^2 - 1} p^2 + \frac{\alpha x^2}{x^4 - 2\kappa x^2 - 1}
$$
\begin{align*}
\left(-\frac{(x^4 + 1)^2}{x^4 - 2\kappa x^2 - 1} \left( \frac{\partial^2}{\partial x^2} - \frac{l(l + 1)}{x^2} \right) + \frac{\alpha x^2}{x^4 - 2\kappa x^2 - 1}\right) \phi_{lm} &= E \phi_{lm}, \\
(6.16) \\
\text{Multiplying (6.16) from the left by } \frac{x^4 - 2\kappa x^2 - 1}{x^2} \text{ we come to the following equation:} \\
\left(-\frac{(x^4 + 1)^2}{x^4 - 2\kappa x^2 - 1} \left( \frac{\partial^2}{\partial x^2} - \frac{l(l + 1)}{x^2} \right) + \tilde{\alpha}(x^4 - 1) \right) \phi_{lm} &= E \phi_{lm}, \\
(6.17) \\
\text{where} \\
\tilde{\alpha} = -E \quad \text{and} \quad \mathcal{E} = -\alpha - 2\kappa E. \\
(6.18) \\
\text{Notice that Eq. (6.17) with } \tilde{\alpha} \to \alpha \text{ and } \mathcal{E} \to E \text{ is needed also to find eigenvectors} \\
\text{of the Hamiltonian whose mass and potential terms are specified in Item 6 of Table 2.} \\
\text{Making transformations (6.11) and (6.12) with } f = \frac{(x^4 + 1)^2}{x^2} \text{ and } y = \frac{1}{2} \arctan(x^2) \text{ we reduce Eq. (6.17) to the following form:} \\
-\frac{\partial^2 \Phi_{lm}}{\partial y^2} + \left( \mu(\mu - 4) \csc^2(4y) + 2\tilde{\alpha} \cot(4y) \right) \Phi_{lm} &= \tilde{\mathcal{E}} \Phi_{lm}, \\
(6.19) \\
\text{where} \\
\tilde{\mathcal{E}} = \mathcal{E} + 4, \quad \mu = 2l + 3. \\
(6.20) \\
\text{Thus we come to equation with a shape invariant (Rosen–Morse I) potential. It is} \\
\text{consistent provided parameters } \tilde{\alpha} \text{ and } \mu \text{ are positive. Solving this equation using the} \\
\text{standard tools of SUSY QM we can easily find its eigenfunctions and eigenvalues;} \\
\text{the corresponding eigenvalues for Eq. (6.16) are given by the following formula} \\
[44]: \\
E_n = (2l + 3 + 4n)^2 \left( \kappa - \sqrt{\frac{\kappa^2 + 1 + \frac{\alpha - 4}{(2l + 3 + 4n)^2}}{\kappa^2 + 1}} \right), \\
(6.21) \\
\text{where both } n \text{ and } l \text{ are integers.}
7 Discussion

To construct QM systems with extended SUSY we essentially use discrete symmetries, i.e., reflections and rotations to the fixed angles.

The idea itself to apply reflections to construct $N = 2$ SUSY was proposed in paper [46]. Then it was applied to generate extended supersymmetries [35, 36, 47, 48], moreover, in the latter paper the discrete rotations were applied also. In addition, using these discrete symmetries, it is possible to make a reduction of SUSY algebras as it was shown in paper [49] and some others.

We start our discussion with presenting of these old results in order to stress that SUSY has strong roots in quantum mechanics since a lot of important QM models do be supersymmetric. Moreover, even the simplest SUSY model, i.e., the charged particle interacting with the uniform magnetic field, in fact admits the extended supersymmetry with four supercharges [35].

But the main content of the present survey are some modern trends in SUSY quantum mechanics. They are the matrix formulation of the shape invariance which is requested for description of QM particles with spin interacting with external fields, and supersymmetries of Schrödinger equations with position dependent masses. And we believe that the presented results can be treated as a challenge to generalize various branches of SUSY to the case of matrix superpotentials. And it is nice that some elements of such generalizations can be already recognized in literature, see, e.g. [50–55].
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Abstract Nonlinear supersymmetry is characterized by supercharges to be higher order in bosonic momenta of a system, and thus has a nature of a hidden symmetry. We review some aspects of nonlinear supersymmetry and related to it exotic supersymmetry and nonlinear superconformal symmetry. Examples of reflectionless, finite-gap and perfectly invisible \( PT \)-symmetric zero-gap systems, as well as rational deformations of the quantum harmonic oscillator and conformal mechanics, are considered, in which such symmetries are realized.
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1 Introduction

Hidden symmetries are associated with integrals of motion of higher-order in momenta. They mix the coordinate and momenta variables in the phase space of a system, and generate a nonlinear, \( W \)-type algebras [1]. The best known examples of hidden symmetries are provided by the Laplace–Runge–Lenz vector integral in the Kepler–Coulomb problem, and the Fradkin–Jauch–Hill tensor in isotropic harmonic oscillator systems. Hidden symmetries also appear in anisotropic oscillator with commensurable frequencies, where they underlie the closed nature of classical trajectories and specific degeneration of the quantum energy levels. Hidden symmetry is responsible for complete integrability of geodesic motion of a test particle in the background of the vacuum solution to the Einstein’s equation represented by the Kerr metric of the rotating black hole and its generalizations in the form of the Kerr-NUT-(A)dS solutions of the Einstein–Maxwell equations
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Another class of hidden symmetries underlies a complete integrability of the field systems described by nonlinear wave equations such as the Korteweg–de Vries (KdV) equation. Those symmetries are responsible for peculiar properties of the soliton and finite-gap solutions of the KdV system, whose equation of motion can be regarded as a geodesic flow on the Virasoro-Bott group [3, 4].

Nonlinear supersymmetry [5–45] is characterized by supercharges to be higher order in even (bosonic) momenta of a system, and thus has a nature of hidden symmetry. Here, we review some aspects of nonlinear supersymmetry, and related to it exotic supersymmetry and nonlinear superconformal symmetry.

Nonlinear supersymmetry appears, particularly, in purely parabosonic harmonic oscillator systems generated by the deformed Heisenberg algebra with reflection [12] as well as in a generalized Landau problem [15]. The peculiarity of supersymmetric parabosonic systems shows up in the nonlocal nature of supercharges to be of infinite order in the momentum operator as well as in the ladder operators but anti-commuting for a polynomial in Hamiltonian being quadratic in creation-annihilation operators. Similar peculiarities characterize hidden supersymmetry and hidden superconformal symmetry appearing in some usual quantum bosonic systems with a local Hamiltonian operator [20, 21, 24–26, 30–32, 35, 46–51]. Exotic supersymmetry emerges in superextensions of the quantum systems described by soliton and finite-gap potentials, in which the key role is played by the Lax–Novikov integrals of motion [30–33, 42]. A structure similar to that of the exotic supersymmetry of reflectionless and finite-gap quantum systems can also be identified in the “SUSY in the sky” type supersymmetry [52–55] based on the presence of the Killing–Yano tensors in the abovementioned class of the black hole solutions to the Einstein–Maxwell equations. Nonlinear superconformal symmetry appears in rational deformations of the quantum harmonic oscillator and conformal mechanics systems [49, 51]. Both exotic supersymmetry and nonlinear superconformal symmetry characterize the interesting class of the perfectly invisible zero-gap \(\mathcal{PT}\)-symmetric systems, which includes the \(\mathcal{PT}\)-regularized two-particle Calogero systems and their rational extensions with potentials satisfying the equations of the KdV hierarchy and exhibiting a behavior of extreme (rogue) waves [56, 57].

### 2 Nonlinear Supersymmetry and Quantum Anomaly

Classical analog of the Witten’s supersymmetric quantum mechanics [58–61] is described by the Hamiltonian

\[
\mathcal{H} = p^2 + W^2 + W'N,
\]

where \(N = \theta^+\theta^- - \theta^-\theta^+\), \(W = W(x)\) is a superpotential, \(x\) and \(p\) are even canonical variables, \(\{x, p\} = 1\), and \(\theta^+, \theta^- = (\theta^+)^*\) are Grassmann variables with the only nonzero Poisson bracket \(\{\theta^+, \theta^-\} = -i\). System (2.1) is characterized by the even, \(N\), and odd, \(Q_+ = (W + ip)\theta^+\) and \(Q_- = (Q_+)^*\), integrals of motion
satisfying the algebra of $\mathcal{N} = 2$ Poincaré supersymmetry

$$\{Q_+, Q_\pm\} = -i\mathcal{H}, \quad \{\mathcal{H}, Q_\pm\} = 0, \quad \{N, \mathcal{H}\} = 0, \quad \{N, Q_\pm\} = \pm 2i Q_\pm.$$  

(2.2)

For any choice of the superpotential, canonical quantization of this classical system gives rise to the supersymmetric quantum system in which quantum supercharges and Hamiltonian satisfy the $\mathcal{N} = 2$ superalgebra given by a direct quantum analog of the corresponding Poisson bracket relations, with the quantum analog of the integral $N$ playing simultaneously the role of the $\mathbb{Z}_2$-grading operator $\Gamma = \sigma_3$ of the Lie superalgebra.

A simple change of the last term in (2.1) for $n\mathcal{W}'N$ with $n$ taking any integer value yields a system characterized by a nonlinear supersymmetry of order $n$ generated by the supercharges $S_+ = (\mathcal{W} + ip)^n\theta^+$ and $S_- = (S_+)^*$ being the integrals of order $n$ in the momentum $p$. Their Poisson bracket $\{S_+, S_-\} = -i(\mathcal{H})^n$ has order $n$ in the Hamiltonian [12, 14, 62]

$$\mathcal{H} = p^2 +\mathcal{W}^2 + n\mathcal{W}'N.$$  

(2.3)

System (2.3) can be regarded as a kind of the classical supersymmetric analog of the planar anisotropic oscillator with commensurable frequencies [63, 64]. Unlike a linear case (2.1) with $n = 1$, canonical quantization of the system (2.3) with $n = 2, 3, \ldots$ faces, however, the problem of quantum anomaly: for arbitrary form of the superpotential, quantum analogs of the classical odd integrals $S_\pm$ cease to commute with the quantum analog of the Hamiltonian (2.3). In [14], it was found a certain class of superpotentials $\mathcal{W}(x)$ for which the supercharge $S_+$ has a polynomial structure in $z = \mathcal{W} + ip$ instead of monomial one so that the corresponding systems admit an anomaly-free quantization giving rise to quasi-exactly solvable systems [65–67].

If instead of the “holomorphic” dependence of the supercharge $S_+$ on the complex variable $z$ we consider the supercharges with polynomial dependence on the momentum variable $p$, the case of quadratic supersymmetry turns out to be a special one. The Hamiltonian and supercharges then can be presented in the most general form

$$\mathcal{H} = z z^* - \frac{C}{\mathcal{W}^2} + 4\mathcal{W}'N + a,$$  

(2.4)

$$S_+ = \left(z^2 + \frac{C}{\mathcal{W}^2}\right)\theta^+, \quad S_- = (S_+)^*.$$  

(2.5)

Here $a$ and $C$ are real constants, and we have

$$\{S_+, S_-\} = -i \left((\mathcal{H} - a)^2 + C\right).$$  

(2.6)
Supersymmetry of the system (2.4), (2.5), (2.6) with an arbitrary superpotential can be preserved at the quantum level if to correct the direct quantum analog of the Hamiltonian and supercharges by adding to them the term quadratic in Plank constant [14, 62]:

\[
\hat{H} - a = -\hbar^2 \frac{d^2}{dx^2} + W^2 - 2\hbar \sigma_3 W' - \frac{C}{W^2} + \Delta(W),
\]

(2.7)

\[
\hat{S}^+ = \hat{s}^+ \sigma^+,
\]

\[
\hat{s}^+ = \left(\hbar \frac{d}{dx} + W\right)^2 + \frac{C}{W^2} - \Delta(W),
\]

(2.8)

\[
\Delta(W) = \frac{1}{2} \hbar^2 \left(\frac{W''}{W} - \frac{1}{2} \left(\frac{W'}{W}\right)^2\right) = \hbar^2 \frac{1}{\sqrt{W}} \left(\sqrt{W}\right)'' ,
\]

(2.9)

where \(\sigma^+ = \frac{1}{2}(\sigma_1 + i\sigma_2)\). The quantum term \(\Delta(W)\) can be presented as a Schwarzian, \(\Delta = -\frac{1}{2} \hbar^2 S(\omega(x)), S(\omega(x)) = (\omega''/\omega')^2 - \frac{1}{2}(\omega''/\omega')^2\), of the function \(\omega(x) = \int^x dy/W(y)\). The quadratic in \(h\) terms in the quantum Hamiltonian (2.7) can be unified and presented in a form similar to that of the kinetic term of the quantum particle in a curved space: \(-\hbar^2 \frac{d^2}{dx^2} + \Delta(W) = \hat{P}'^{-1} \hat{P}\), where \(\hat{P} = \hbar^{-1} \frac{d}{dx} \xi\), \(\xi = 1/\sqrt{W}\). Analogously, the first and third terms in \(\hat{s}^+\) in (2.8) can be collected and presented in the form \(\hat{z}^2 - \Delta(W) = (\xi \hat{\xi}^{-1})(\xi^{-1} \hat{\xi})\), where \(\hat{z} = \hbar \frac{d}{dx} + W\) [62].

### 3 Exotic Nonlinear \(\mathcal{N} = 4\) Supersymmetry

The anomaly-free prescription for quantization of the classical systems (2.3) with supersymmetry of order higher than two in general case is unknown, but there exist infinite families of the quantum systems described by supersymmetries of arbitrary order. They can be generated easily by applying the higher order Darboux–Crum (DC) transformations [68–70] to a given, for instance, exactly solvable quantum system instead of starting from a classical supersymmetric system of the form (2.3) followed by a search for the anomaly-free quantization scheme.

In general case the DC transformation of a given system described by the Hamiltonian operator \(\hat{H}_- = -\frac{d^2}{dx^2} + V_-(x)\) is generated by selection of the set of physical or non-physical eigenstates \((\psi_1, \psi_2, \ldots, \psi_n)\) of \(\hat{H}_-\) as the seed states. Here and below we put \(\hbar = 1\). If they are chosen in such a way that their Wronskian \(\mathbb{W}(\psi_1, \ldots, \psi_n)\) takes nonzero values in the region where \(V_-(x)\) is defined, then the new potential

\[
V_+ = V_- - 2(\ln \mathbb{W}(\psi_1, \ldots, \psi_n))''\]

(3.1)
will be regular in the same region as $V_-$. Physical and non-physical eigenstates of the new Hamiltonian operator $\hat{H}_+ = -\frac{d^2}{dx^2} + V_+$ are obtained from those of the original system $\hat{H}_-$ by the transformation

$$\psi_{+,\lambda} = \frac{\mathcal{W}(\psi_1, \ldots, \psi_n, \psi_{\lambda})}{\mathcal{W}(\psi_1, \ldots, \psi_n)} = A_n \psi_{\lambda},$$

(3.2)

where $\psi_{\lambda}$ is an eigenstate of $\hat{H}_-$ different from eigenstates in the set of the seed states with eigenvalue $E_{\lambda} \neq E_j, j = 1, \ldots, n$. The state $\psi_{+,\lambda}$ is of the same eigenvalue of $\hat{H}_+$ as $\psi_{\lambda}$ of $\hat{H}_-$: $\hat{H}_- \psi_{\lambda} = \lambda \psi_{\lambda}$, and vice versa, from $\hat{H}_+ \psi_{+,\lambda} = \lambda \psi_{+,\lambda}$ it follows that $\hat{H}_- \psi_{\lambda} = \lambda \psi_{\lambda}$. Operator $A_n$ in (3.2) is a differential operator of order $n$,

$$A_n = A_n \ldots A_1, \quad A_j = (A_{j-1} \psi_j) \frac{d}{dx} (A_{j-1} \psi_j)^{-1}, \quad j = 1, \ldots, n, \quad A_0 = 1,$$

(3.3)

which is constructed recursively from the selected seed states. Operators $A_n$ and $A_n^\dagger$ intertwine Hamiltonian operators $\hat{H}_-$ and $\hat{H}_+$,

$$A_n \hat{H}_- = \hat{H}_+ A_n, \quad A_n^\dagger \hat{H}_+ = \hat{H}_- A_n^\dagger,$$

(3.4)

and satisfy relations

$$A_n^\dagger A_n = \prod_{j=1}^n (\hat{H}_- - E_j), \quad A_n A_n^\dagger = \prod_{j=1}^n (\hat{H}_+ - E_j),$$

(3.5)

where $E_j$ is eigenvalue of the seed eigenstate $\psi_j$. Relations (3.4) and (3.5) underlie nonlinear supersymmetry of the extended system $\hat{H} = \text{diag}(\hat{H}_+, \hat{H}_-)$, the supercharges of which are constructed from the operators $A_n$ and $A_n^\dagger$.

Using Eq. (3.2), one can prove the relation [71]

$$\mathcal{W}(\psi_*, \tilde{\psi}_*, \psi_1, \ldots, \psi_n) = \mathcal{W}(\psi_1, \ldots, \psi_n).$$

(3.6)

Here and in what follows equality between Wronskians is implied up to inessential multiplicative constant; $\psi_*$ is some eigenstate of $\hat{H}_-$ with eigenvalue $E_*$ different from $E_j, j = 1, \ldots, n$, and $\tilde{\psi}_* = \psi_* \int^x dy / (\psi_*(y))^2$ is a linear independent eigenstate with the same eigenvalue $E_*$ so that $\mathcal{W}(\psi_*, \tilde{\psi}_*) = 1$.

Among supersymmetric quantum systems generated by DC transformations, there exists special class of infinite subfamilies in which the corresponding superextended systems are characterized simultaneously by supersymmetries of two different orders, one of which is of even order $n = 2l$, while another has some odd order $n = 2k + 1$ [30–32, 36, 37, 42, 56]. This corresponds to supersymmetrically extended finite-gap or reflectionless systems, which can be regarded as “instant
photos” of solutions to the KdV equation [72] and are characterized by the presence of a nontrivial Lax–Novikov integrals to be operators of the odd differential order 

\[ n = 2\ell + 1 \geq 3 \]

with \( \ell = l + k \). Factorization of Lax–Novikov integrals into two differential operators of orders \( 2\ell \) and \( 2k + 1 \) is reflected in the presence of the exotic nonlinear \( \mathcal{N} = 4 \) Poincaré supersymmetry generated by supercharges of orders \( 2\ell \) and \( 2k + 1 \) instead of linear or nonlinear \( \mathcal{N} = 2 \) Poincaré supersymmetry obtained usually via the Darboux or Darboux–Crum transformation construction.

A simple example of a system with exotic nonlinear \( \mathcal{N} = 4 \) supersymmetry is generated via the construction of Witten’s supersymmetric quantum mechanics with superpotential \( W(x) = \kappa \tanh \kappa x \), where \( \kappa \) is a parameter of dimension of inverse length. The corresponding superextended system is described by the Hamiltonian

\[ \hat{\mathcal{H}} = \text{diag}(\hat{H}_+, \hat{H}_-), \]

with \( \hat{H}_- = -\frac{d^2}{dx^2} + \kappa^2, \hat{H}_+ = \hat{H}_- - 2\kappa^2 / \cosh^2 \kappa x \), and first order supercharges \( \hat{Q}_+ = (\frac{d}{dx} - W(x))\sigma^+, \hat{Q}_- = (\hat{Q}_+)^\dagger \). They generate the \( \mathcal{N} = 2 \) Poincaré superalgebra via the (anti)commutation relations

\[ \{ \hat{Q}_+, \hat{Q}_- \} = \hat{\mathcal{H}}, \quad [\hat{\mathcal{H}}, \hat{Q}_\pm] = 0. \quad (3.7) \]

This system can also be obtained via the construction of the \( n = 2 \) supersymmetry by choosing \( W(x) = -\frac{1}{2}\kappa \tanh \kappa x \) and \( C = -\frac{1}{16}\kappa^4 \) [62]. In this case \( \Delta = -\frac{\kappa^2}{\cosh^2 \kappa x}(1 + \frac{1}{4\sinh^2 \kappa x}) \), and the operator in the second order supercharge (2.8) is factorized in the form

\[ \hat{s}_+ = \left( \frac{d}{dx} - \kappa \tanh \kappa x \right) \frac{d}{dx}. \quad (3.8) \]

We have here

\[ \{ \hat{s}_+, \hat{s}_- \} = \left( \frac{d}{dx} - \frac{\kappa}{2} \right)^2 - \frac{1}{16}\kappa^4, \quad [\hat{\mathcal{H}}, \hat{s}_\pm] = 0. \quad (3.9) \]

The anti-commutators of the first and second order supercharges generate a nontrivial even integral of motion,

\[ \{ \hat{s}_+, \hat{Q}_- \} = -\{ \hat{s}_-, \hat{Q}_+ \} = i\hat{\mathcal{L}}, \quad (3.10) \]

\[ \hat{\mathcal{L}} = \begin{pmatrix} \hat{q}_+ & \hat{p} \hat{q}_+^\dagger \\ 0 & \hat{H}_- \hat{\rho} \end{pmatrix}, \quad (3.11) \]

where \( \hat{q}_+ = \frac{d}{dx} - \kappa \tanh \kappa x \). Operator (3.11) satisfies the commutation relations

\[ [\hat{\mathcal{L}}, \hat{Q}_\pm] = [\hat{\mathcal{L}}, \hat{s}_\pm] = [\hat{\mathcal{L}}, \hat{\mathcal{H}}] = 0, \quad (3.12) \]

which mean that the integral \( \hat{\mathcal{L}} \) is the central element of the nonlinear superalgebra generated by \( \hat{\mathcal{H}}, \hat{Q}_\pm, \hat{s}_\pm, \) and \( \hat{\mathcal{L}} \). The lower term in the diagonal operator \( \hat{\mathcal{L}} \) is the
momentum operator of a free quantum particle multiplied by $\hat{H}_-$, while the third order differential operator $\hat{q}_+ \hat{p} \hat{q}_+^\dagger$ is the Lax–Novikov integral of reflectionless system described by the Hamiltonian operator $\hat{H}_+$. 

Operator $\hat{\mathcal{L}}$ plays essential role in the description of the system $\hat{H}$: it detects and annihilates a unique bound state in the spectrum of reflectionless subsystem $\hat{H}_+$, which is described by the wave function $\Psi_0 = \left(\sqrt{2\kappa^{-1}} \cosh \kappa x, 0\right)^t$ of zero energy. It also annihilates the doublet of states $\Psi_+ = (\tanh \kappa x, 0)^t$ and $\Psi_- = (0, 1)^t$ of the system $\hat{H}$ of energy $E = \kappa^2$. Besides, operator $\hat{\mathcal{L}}$ distinguishes (with the aid of the integral $\sigma_3$) the states $\Psi^{\pm k}_+ = (\pm i k \kappa - \kappa \tanh \kappa x) e^{\pm i k \kappa x}, 0)^t$ and $\Psi^{\pm k}_- = (0, e^{\pm i k \kappa x})^t$ in the four-fold degenerate scattering part of the spectrum of $\hat{H}$: $\hat{\mathcal{L}} \Psi^{\pm k}_+ = \pm k (\kappa^2 + k^2) \Psi^{\pm k}_+$, $\hat{\mathcal{L}} \Psi^{\pm k}_- = \pm k (\kappa^2 + k^2) \Psi^{\pm k}_-$. Zero energy state $\Psi_0$ is annihilated here by all the supercharges and by the Lax–Novikov integral $\hat{\mathcal{L}}$, and thus the system realizes exotic supersymmetry in the unbroken phase [36, 42]. 

Within the framework of the Darboux–Crum construction, the described reflectionless system $\hat{H}_+$ is obtained from the free particle system $\hat{H}_0 = -\frac{d^2}{dx^2}$ by taking its non-physical eigenstate $\psi_1(x) = \cosh \kappa x$ of eigenvalue $-\kappa^2$ as the seed state by constructing the operator

$$\hat{H}_+ = \hat{H}_- - 2(\ln \mathbb{W})'', \quad (3.13)$$

where $\hat{H}_- = \hat{H}_0 + \kappa^2$ and $\mathbb{W} = \psi_1(x)$. The supercharge $\hat{Q}_+$ is constructed then from the operator $\hat{q}_+ = \psi_1 \frac{d}{dx} \frac{1}{\psi_1(x)} = \frac{d}{dx} - \kappa \tanh \kappa x$. The same superpartner system $\hat{H}_+$ can be generated via relation (3.13) by changing $\mathbb{W} = \psi_1(x)$ in it for Wronskian of the set of eigenstates $\psi_0 = 1$ and $\psi_1 = \sinh \kappa x$, which is equal, up to inessential multiplicative constant, to the same function $\mathbb{W} = \psi_1(x)$: $\mathbb{W}(1, \sinh \kappa x) = \kappa \cosh \kappa x$. This second DC scheme generates the intertwining operator (3.8) corresponding to the second order supercharge $\hat{S}_+$ via the chain of relations $\hat{S}_+ = A_2 A_1$, where $A_1 = \psi_0 \frac{d}{dx} \frac{1}{\psi_0} = \frac{d}{dx}, A_2 = (A_1 \psi_1) \frac{d}{dx} \frac{1}{(A_1 \psi_1)} = \hat{q}_+$. In this construction the third order Lax–Novikov integral $\hat{q}_+ \hat{p} \hat{q}_+^\dagger$ of the subsystem $\hat{H}_+$ is the Darboux-dressed momentum operator of the free particle.

The described DC construction of superextended systems described by exotic $\mathcal{N} = 4$ supersymmetry is generalized for arbitrary case of the system of the form $\hat{\mathcal{H}} = \text{diag}(\hat{H}_+, \hat{H}_-)$, with reflectionless subsystems $\hat{H}_+$ and $\hat{H}_-$ having an arbitrary number and energies of bound states, but with identical continuous parts of their spectra [42]. The key point underlying the appearance of the two supersymmetries of different orders by means of which the partner systems $\hat{H}_+$ and $\hat{H}_-$ are related is that the same reflectionless system can be generated by two different Darboux–Crum transformations. One transformation is generated by the choice of the set of non-physical eigenstates

$$\psi_1 = \cosh \kappa_1(x + \tau_1), \; \psi_2 = \sinh \kappa_2(x + \tau_2), \ldots, \psi_n \quad (3.14)$$
of the free particle system taken as the seed states. Here
\[ \psi_{2l+1} = \cosh \kappa_{2l+1}(x + \tau_{2l+1}), \quad \psi_{2l} = \sinh \kappa_{2l}(x + \tau_{2l}), \quad 1 \leq 2l < 2l + 1 \leq n, \] and \( \kappa_j \) and \( \tau_j \), \( j = 1, \ldots, n \), are arbitrary real parameters with restriction \( 0 < \kappa_j < \kappa_{j+1} \).
The indicated choice of eigenstates guarantees that the Wronskian of these states takes nonzero values, and the potential produced via the Wronskian construction,
\[ V(x) = -2(\ln \mathcal{W}(\psi_1, \ldots, \psi_n))'', \]
will be nonsingular reflectionless potential maintaining \( n \) bound states. The choice of the translation parameters \( \tau_j \) in the form \( \tau_j = x_0j - 4\kappa_j^2t \) promotes the potential into the \( n \)-soliton solution to the KdV equation [43, 73]

\[ u_t = 6uu_x - u_{xxx}. \] (3.15)

Exactly the same reflectionless potential \( V(x) \) is generated by taking the following set of eigenstates of the free particle Hamiltonian operator:
\[ \phi_0 = 1, \quad \phi_1 = \sinh \kappa_1(x + \tau_1), \quad \phi_2 = \cosh \kappa_2(x + \tau_2), \ldots, \phi_n,\] (3.16)
as the seed states for the Darboux–Crum transformation. Here
\[ \phi_{2l+1} = \sinh \kappa_{2l+1}(x + \tau_{2l+1}), \quad \phi_{2l} = \cosh \kappa_{2l}(x + \tau_{2l}), \]
and modulo the unimportant multiplicative constant, we have
\[ \mathcal{W}(\psi_1, \ldots, \psi_n) = \mathcal{W}(1, \psi_1', \ldots, \psi_n'). \] (3.17)

When the number of bound states \( n \) in each partner reflectionless system \( \hat{H}_+ \) and \( \hat{H}_- \) is the same but all the discrete energies of one subsystem are different from those of another subsystem, one pair of supercharges will have differential order \( 2n \) while another pair will have differential order \( 2n + 1 \) independently on the values of translation parameters \( \tau_j \) of subsystems. This corresponds to the nature of the described Darboux–Crum transformations. In this case one pair of the supercharges is constructed from intertwining operators which relate the partner system \( \hat{H}_+ \) via the “virtual” free particle system \( \hat{H}_0 \), and then \( \hat{H}_0 \) to \( \hat{H}_- \). The corresponding intertwining operators are composed from intertwining operators obtained from the sets of the seed states of the form (3.14) used for the construction of each partner system. Another pair of supercharges of differential order \( 2n + 1 \) is constructed from the intertwining operators of a similar form but with inserted in the middle free particle integral \( \frac{d}{dx} \). This corresponds to the use of the set of the seed states of the form (3.16) for one of the partner subsystems. The Lax–Novikov integral being even generator of the exotic supersymmetry and having differential order \( 2n + 1 \) is produced via anti-commutation of the supercharges of different differential orders. It, however, is not a central charge of the nonlinear superalgebra: commuting with one pair of supercharges it transforms them into another pair of supercharges multiplied by certain polynomials in Hamiltonian \( \hat{H} \) of corresponding orders [42]. The structure of exotic supersymmetry undergoes a reduction each time when some \( r \) discrete energies of one subsystem coincide with...
any \( r \) discrete energies of another subsystem. In this case the sum of differential orders of two pairs of supercharges reduces from \( 4n + 1 \) to \( 4n - 2r + 1 \), and nonlinear superalgebraic structure acquires a dependence on \( r \) relative translation parameters \( \tau^+_j - \tau^-_{j'} \) whose indexes \( j \) and \( j' \) correspond to coinciding discrete energy levels. When all the discrete energy levels of one subsystem coincide with those of the partner system, the Lax integral transforms into the bosonic central charge of the corresponding nonlinear superalgebra [42].

Different supersymmetric systems of the described nature can also be related by sending some of the translation parameters \( \tau_j \) to infinity. In such a procedure exotic supersymmetry undergoes certain transmutations, particularly, between the unbroken and broken phases, and admits an interpretation in terms of the picture of soliton scattering [74].

In the interesting case of a superextended system unifying two finite-gap periodic partners described by the associated Lamé potentials shifted mutually for the half of the period of their potentials, the two corresponding Darboux–Crum transformations are constructed on the two sets of the seed states which correspond to the edges of the valence and conduction bands, one of which is composed from periodic states while another consists from antiperiodic states. One of such sets corresponding to antiperiodic wave functions has even dimension, while another that includes wave functions with the same period as the potentials has odd dimension. These sets generate the pairs of supercharges of the corresponding even and odd differential orders. On these sets of the states, certain finite-dimensional non-unitary representations of the \( sl(2, \mathbb{R}) \) algebra are realized of the same even and odd dimensions [30]. Lax–Novikov integral in such finite-gap systems with exotic nonlinear \( \mathcal{N} = 4 \) supersymmetry has a nature of the bosonic central charge and differential order equal to \( 2g + 1 \), where \( g \) is the number of gaps in the spectrum of completely isospectral partners. The indicated class of the supersymmetric finite-gap systems admits an interpretation as a planar model of a non-relativistic electron in periodic magnetic and electric fields that produce a one-dimensional crystal for two spin components separated by a half-period spacing [30]. Exotic supersymmetry in such systems is in the unbroken phase with two ground states having the same zero energy, particularly, in the case when one pair of the supercharges has differential order one and corresponds to the construction of the Witten’s supersymmetric quantum mechanics. The simplest case of such a system is given by the pair of the mutually shifted for the half-period one-gap Lamé systems,

\[
\hat{H}_\pm = -\frac{d^2}{dx^2} + V_\pm(x), \quad V_-(x) = 2\text{sn}^2(x|k) - k^2, \quad V_+(x) = V_-(x + K),
\]

(3.18)

where \( k \) is the modular parameter and \( 4K \) is the period of the Jacobi elliptic function \( \text{sn}(x|k) \). The extended matrix system \( \hat{H} \) is described by the first order supercharges constructed on the base of the superpotential \( W(x) = -(\ln \text{dn} x)' \) generated by the ground state \( \text{dn} x \) of the subsystem \( \hat{H}_- \) which has the same period 2K as the potential \( V_-(x) \). The second order supercharges are generated via the Darboux–Crum construction on the base of the seed states \( \text{cn} x \) and \( \text{sn} x \) which change sign
under the shift for $2K$, and describe the states of energies $1 - k^2$ and 1 at the edges of valence and conduction bands of $\hat{H}_-$, respectively.

The superextended system composed from the same one-gap systems but shifted mutually for the distance less than half-period of their potentials is described by exotic nonlinear $\mathcal{N} = 4$ supersymmetry with supercharges to be differential operators of the same first and second orders, and Lax–Novikov integral having differential order three. But in this case supersymmetry is broken, the positive energy of the doublet of the ground states depends on the value of the mutual shift, and though the Lax–Novikov integral is the bosonic central charge, the structure coefficients of the nonlinear superalgebra depend on the value of the shift parameter [37].

As was shown in [45], reflectionless and finite-gap periodic systems described by exotic nonlinear supersymmetry can also be generated in quantum systems with a position-dependent mass [75–78].

Very interesting physical properties are exhibited in the systems with the exotic nonlinear $\mathcal{N} = 4$ supersymmetry realized on finite-gap systems with soliton defects [73, 79]. By applying Darboux–Crum transformations to a Lax pair formulation of the KdV equation, one can construct multi-soliton solutions to this equation as well as to the modified Korteweg–de Vries equation which represent different types of defects in crystalline background of the pulse and compression modulation types. These periodicity defects reveal a chiral asymmetry in their propagation. Exotic nonlinear supersymmetric structure in such systems unifies solutions to the KdV and modified KdV equations, it detects the presence of soliton defects in them, distinguishes their types, and identifies the types of crystalline backgrounds [73].

4 Perfectly Invisible $\mathcal{PT}$-Symmetric Zero-Gap Systems

Darboux–Crum transformations can be realized not only on the base of the physical or non-physical eigenstates of a system, but also by including into the set of the seed states of Jordan and generalized Jordan states [56, 57, 80–82], which, in turn, can be obtained by certain limit procedures from eigenstates of a system. For instance, one can start from the free quantum particle, and choose the set of the states $(x, x^2, x^3, \ldots x^n)$, $x^n = \lim_{k \to 0} (\sin kx/k)^n$. The first state $x$ is a non-physical eigenstate of $\hat{H}_0 = -\frac{d^2}{dx^2}$ of zero eigenvalue. The states $x^{2l}$, $x^{2l + 1}$, $l \geq 1$, are the Jordan states of order $l$ of $\hat{H}_0$: $(\hat{H}_0)^l$ acting on both states transforms them into zero energy eigenstates $\psi_0 = 1$ and $\psi_1 = x = \tilde{\psi}_0$, respectively. The Wronskian of these states is $\mathcal{W}(x, x^2, x^3, \ldots x^n) = \text{const} \cdot x^n$, and the system generated via the corresponding Darboux–Crum transformation is $\hat{H}_n = -\frac{d^2}{dx^2} + \frac{n(n+1)}{x^2}$. Operator $\hat{H}_n$, however, is singular on the whole real line, and can be identified with the Hamiltonian of the two-particle Calogero [83, 84] model with the omitted center of mass coordinate, which requires for definition of its domain with $x \in (0, +\infty)$ the introduction of the Dirichlet boundary condition $\psi(0^+) = 0$. Systems $\hat{H}_0$ and $\hat{H}_n$ are intertwined by differential operators $\lambda_n = A_n \ldots A_1$ and $\lambda_n^\dagger$, $\lambda_n^\dagger \hat{H}_0 = \hat{H}_n \lambda_n$. 
The systems $\hat{H}_0$ and $\hat{H}_n$ can also be intertwined by the operators $\mathbb{B}_n = A_n \ldots A_1 A_0$ and $\mathbb{B}_n^+$, where $A_0 = \frac{d}{dx}$, which are obtained by realizing the Darboux–Crum transformation constructed on the base of the set of the states $(x^2, \ldots, x^{n+1})$ extended with the state $\psi_0 = 1$. One could take then the extended system composed from $\hat{H}_+ = \hat{H}_n$ and $\hat{H}_- = \hat{H}_0$ with $\hat{H}_0$ restricted to the same domain as $\hat{H}_n$, and construct the supercharge operators of differential orders $n$ and $n+1$ from the introduced intertwining operators. However, we find that the supercharge constructed on the base of the intertwining operators $\mathbb{B}_n$ and $\mathbb{B}_n^+$ will be non-physical as the intertwining operator $\mathbb{B}_n$ acting on physical eigenstates $\sin kx$ of $\hat{H}_-$ of energy $k^2$ will transform them into non-physical eigenstates $\mathbb{B}_n \sin kx$ of the system $\hat{H}_+$. The obtained in such a way superextended system can be considered on the whole real line $x \in \mathbb{R}$, and boundary condition at $x = 0$ can be omitted. The system $\hat{H}_+(\xi)$ is $\mathcal{PT}$-symmetric [85–91]: $[\mathcal{PT}, \hat{H}_+(\xi)] = 0$, where $P$ is a space reflection operator, $P x = -P x$, and $T$ is the operator defined by $T(x = i \alpha) = (x - i \alpha) T$. Subsystem $\hat{H}_+(\xi)$ has one bound eigenstate of zero energy described by quadratically integrable on the whole real line function $\psi_0^+ = \xi^{-n}$, which lies at the very edge of the continuous spectrum with $E > 0$. System $\hat{H}_+(\xi)$ therefore can be identified as $\mathcal{PT}$-symmetric zero-gap system.

Moreover, it turns out that the transmission amplitude for this system is equal to one as for the free particle system, and $\hat{H}_+(\xi)$ can be regarded as a perfectly invisible $\mathcal{PT}$-symmetric zero-gap system. Exotic nonlinear supersymmetry of the system $\hat{H}(\xi)$ will be described by two supercharges of differential order $n$ constructed from the intertwining operators $\mathbb{A}_n(\xi)$ and $\mathbb{A}_n^+(\xi) = A_1^+ \ldots A_n^+$, by supercharges of the order $n + 1$ constructed from the intertwining operators $\mathbb{B}_n(\xi)$ and $\mathbb{B}_n^+(\xi)$, and by the Lax–Novikov integral $\hat{L}(\xi)$ to be differential operator of order $2n + 1$. Operator $\hat{L}(\xi)$ annihilates the unique bound state of the system $\hat{H}(\xi)$ and the state $\psi_0 = 1$ of zero energy in the spectrum of the free particle subsystem, and distinguishes plane waves $e^{ik\xi}$ in the spectrum of the free particle subsystem and deformed plane waves $\mathbb{A}_n(\xi)e^{ik\xi}$ in the spectrum of the superpartner system $\hat{H}_+(\xi)$.

In the simplest case $n = 1$, the supercharges have the form

\[
\hat{Q}_1 = \begin{pmatrix} 0 & A_1(\xi) \\ A_1^+(\xi) & 0 \end{pmatrix}, \quad \hat{Q}_2 = i \sigma_3 \hat{Q}_1,
\]

\[
\hat{S}_1 = \begin{pmatrix} 0 & \frac{d}{dx} A_1^+(\xi) \\ A_1^+(\xi) & 0 \end{pmatrix}, \quad \hat{S}_2 = i \sigma_3 \hat{S}_1,
\]
where $\hat{Q}_1 = \hat{Q}_+ + \hat{Q}_-$, $\hat{S}_1 = \hat{S}_+ + \hat{S}_-$. The Lax–Novikov integral is

$$\hat{\mathcal{L}} = \begin{pmatrix} -i A_1(\xi) \frac{d}{d\xi} A_1^\#(\xi) & 0 \\ 0 & -i \frac{d}{d\xi} \hat{H}_0 \end{pmatrix}. \quad (4.3)$$

Together with Hamiltonian $\hat{\mathcal{H}} = \text{diag}(\hat{H}_1(\xi), \hat{H}_0)$ they satisfy the following nonlinear superalgebra [56]:

$$[\hat{\mathcal{H}}, \hat{Q}_a] = 0, \quad [\hat{\mathcal{H}}, \hat{S}_a] = 0, \quad (4.4)$$

$${\hat{Q}_a, \hat{Q}_b} = 2\delta_{ab}\hat{\mathcal{H}}, \quad {\hat{S}_a, \hat{S}_b} = 2\delta_{ab}\hat{\mathcal{H}}^2, \quad (4.5)$$

$${\hat{Q}_a, \hat{S}_b} = 2\epsilon_{ab}\hat{\mathcal{L}}. \quad (4.6)$$

In the case of the superextended system $\hat{\mathcal{H}} = \text{diag}(\hat{H}_1(\xi_2), \hat{H}_1(\xi_1))$, where $\xi_j = x + i\alpha_j$, $j = 1, 2$, and $\alpha_1 \neq \alpha_2$, exotic nonlinear supersymmetry is partially broken: the doublet of zero energy bound states is annihilated by the second order supercharges $\hat{S}_a$ and by the Lax–Novikov integral $\hat{\mathcal{L}}$, but they are not annihilated by the first order supercharges $\hat{Q}_a$ [56]. The first order supercharges $\hat{Q}_a$ are constructed in this case from the intertwining operators $A = \frac{d}{d\xi} + \mathcal{W}$, $\mathcal{W} = \xi_1^{-1} - \xi_2^{-1} - (\xi_1 - \xi_2)^{-1}$, and $A^\# = -\frac{d}{d\xi} + \mathcal{W}$. The second order supercharges $\hat{S}_a$ are composed from the intertwining operators $A_1(\xi_2)A_1^\#(\xi_1)$ and $A_1(\xi_1)A_1^\#(\xi_2)$. In the limit $\alpha_1 \to \infty$, the system $\hat{\mathcal{H}} = \text{diag}(\hat{H}_1(\xi_2), \hat{H}_1(\xi_1))$ transforms into the system given by the $\mathcal{PT}$-symmetric Hamiltonian $\hat{\mathcal{H}} = \text{diag}(\hat{H}_1(\xi_2), \hat{H}_0)$, and exotic nonlinear supersymmetry in the partially broken phase transmutes into the supersymmetric structure corresponding to the unbroken phase [56].

It is interesting to note that if to use the appropriate linear combinations of the Jordan states of the quantum free particle as the seed states for the Darboux–Crum transformations, one can construct $\mathcal{PT}$-symmetric time-dependent potentials which will satisfy equations of the KdV hierarchy and will exhibit a behavior typical for extreme (rogue) waves [56].

5 Nonlinear Superconformal Symmetry of the $\mathcal{PT}$-Symmetric Zero-Gap Calogero Systems

Free particle system is characterized by the Schrödinger symmetry generated by the first order integrals $\hat{P}_0 = \hat{p} = -i \frac{d}{d\xi}$ and $\hat{G}_0 = x + 2it \frac{d}{d\xi}$, and the second order integrals $\hat{H}_0 = -\frac{d^2}{d\xi^2}$, $\hat{D}_0 = \frac{1}{4} \{\hat{P}_0, \hat{G}_0\}$ and $\hat{K}_0 = \hat{G}_0^2$. Operators $\hat{G}_0$ as well as $\hat{D}_0$ and $\hat{K}_0$ are dynamical integrals of motion satisfying the equation of motion of the
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form \( \frac{d}{dt} \hat{I} = \frac{\partial}{\partial t} \hat{I} - [\hat{H}_0, \hat{I}] = 0 \). These time-independent and dynamical integrals generate the Schrödinger algebra

\[
[\hat{D}_0, \hat{H}_0] = i \hat{H}_0, \quad [\hat{D}_0, \hat{K}_0] = -i \hat{K}_0, \quad [\hat{K}_0, \hat{H}_0] = 8i \hat{D}_0, \quad (5.1)
\]

\[
[\hat{D}_0, \hat{P}_0] = \frac{i}{2} \hat{P}_0, \quad [\hat{D}_0, \hat{G}_0] = -\frac{i}{2} \hat{G}_0, \quad (5.2)
\]

\[
[\hat{H}_0, \hat{G}_0] = -2i \hat{P}_0, \quad [\hat{H}_0, \hat{P}_0] = 0, \quad (5.3)
\]

\[
[\hat{K}_0, \hat{P}_0] = 2i \hat{G}_0, \quad [\hat{K}_0, \hat{G}_0] = 0, \quad (5.4)
\]

\[
[\hat{G}_0, \hat{P}_0] = i \mathbb{I}. \quad (5.5)
\]

Equations (5.1) and (5.5) correspond to the \( sl(2, \mathbb{R}) \) and Heisenberg subalgebras, respectively. If we make a shift \( x \to \xi = x + i\alpha \), and make Darboux-dressing of operators \( \hat{P}_0, \hat{G}_0, \hat{D}_0, \) and \( \hat{K}_0 \), we find the integrals of motion for the perfectly invisible zero-gap PT-symmetric system \( \hat{H}_1(\xi) \). These are \( \hat{P}_1(\xi) = A_1(\xi) \hat{P}_0 A_1^\dagger(\xi), \hat{G}_1(\xi) = A_1(\xi) \hat{G}_0 A_1^\dagger(\xi) \), and

\[
\hat{D}_1(\xi) = -\frac{i}{2} \left( \xi \frac{d}{dx} + \frac{1}{2} \right) - t \hat{H}_1(\xi), \quad (5.6)
\]

\[
\hat{K}_1(\xi) = \xi^2 - 8t \hat{D}_1(\xi) - 4t^2 \hat{H}_1(\xi), \quad (5.7)
\]

where the dynamical integrals \( \hat{D}_1(\xi) \) and \( \hat{K}_1(\xi) \) have been extracted from the corresponding Darboux-dressed operators by omitting in them the operator factor \( \hat{H}_1(\xi) \) [57]. Operators \( \hat{H}_1(\xi), \hat{D}_1(\xi), \) and \( \hat{K}_1(\xi) \) generate the same \( sl(2, \mathbb{R}) \) algebra as in the case of the free particle. But now we have relations

\[
[D_1, P_1] = \frac{3}{2} i P_1, \quad [D_1, G_1] = \frac{i}{2} G_1, \quad [K_1, P_1] = 6i G_1, \quad (5.8)
\]

\[
[G_1, P_1] = 3i (H_1)^2 \quad (5.9)
\]

instead of the corresponding relations of the free particle system. In addition, two new dynamical integrals of motion,

\[
V_1(\xi) = i \xi^2 A_2(\xi) - 4t G_1(\xi) - 4t^2 P_1(\xi) \quad (5.10)
\]

and

\[
R_1(\xi) = \xi^3 - 6t V_1(\xi) - 12t^2 G_1(\xi) - 8t^3 \xi_1, \quad (5.11)
\]

are generated via the commutation relations

\[
[K_1, G_1] = -4i \hat{V}_1, \quad [K_1, \hat{V}_1] = -2i \hat{R}_1, \quad (5.12)
\]
and we obtain additionally the commutation relations

\[
[\hat{V}_1, \hat{H}_1] = 4i \hat{G}_1, \quad [\hat{V}_1, \hat{D}_1] = \frac{1}{2} \hat{V}_1, \\
[\hat{V}_1, \hat{P}_1] = 12i \hat{H}_1 \hat{D}_1 - 6 \hat{H}_1, \quad [\hat{V}_1, \hat{G}_1] = 12i(\hat{D}_1)^2 + \frac{3}{4} i \hat{I}, \\
[\hat{R}_1, \hat{H}_1] = 6i \hat{V}_1, \quad [\hat{R}_1, \hat{D}_1] = \frac{3}{2} i \hat{R}_1, \quad [\hat{R}_1, \hat{K}_1] = 0, \\
[\hat{R}_1, \hat{P}_1] = 36i \hat{D}_1^2 + \frac{21}{4} i \hat{I}, \quad [\hat{R}_1, \hat{G}_1] = 12i \hat{D}_1 \hat{K}_1 - 6 \hat{K}_1, \quad [\hat{R}_1, \hat{V}_1] = 3i \hat{K}_1^2.
\]

The Schrödinger algebra of the free particle is extended for its nonlinear generalization in the case of the $\mathcal{PT}$-symmetric system $\hat{H}_1(\xi)$, which is generated by the operators $\hat{H}_1(\xi), \hat{P}_1(\xi), \hat{G}_1(\xi), \hat{D}_1(\xi), \hat{K}_1(\xi), \hat{V}_1(\xi), \hat{R}_1(\xi)$, and central charge $\hat{I}$ (equals to 1 in the chosen system of units). All these integrals are eigenstates of the dilatation operator $\hat{D}_1(\xi)$ with respect to its adjoint action.

Now we can consider the generalized and extended superconformal symmetry of the system described by the matrix Hamiltonian operator $\hat{H} = \text{diag}(\hat{H}_1(\xi), \hat{H}_0)$. Supplying the Hamiltonian $\hat{H}$ and Lax–Novikov integral (4.3) with the bosonic integrals $\hat{D} = \text{diag}(\hat{D}_1(\xi), \hat{D}_0(\xi)), \hat{K} = \text{diag}(\hat{K}_1(\xi), \hat{K}_0(\xi))$, and commuting them with supercharges (4.1) and (4.2), we obtain a nonlinear superalgebra that describes the symmetry of the system $\hat{H}$, which corresponds to some nonlinear extension of the super-Schrödinger algebra. It is generated by the set of the even (bosonic) integrals $\hat{H}, \hat{D}, \hat{K}, \hat{L}, \hat{G}, \hat{V}, \hat{R}, \hat{P}_-, \hat{G}_-, \Sigma = \sigma_3, \hat{I} = \text{diag}(1, 1)$, and by the odd (fermionic) integrals $\hat{G}_a, \hat{S}_a$, and $\hat{\lambda}_a, \hat{\mu}_a$ and $\hat{\kappa}_a, a = 1, 2$, where

\[
\hat{G} = \text{diag} \left( \hat{G}_1(\xi), \frac{1}{2}(\hat{G}_0(\xi), \hat{H}_0) \right), \quad \hat{V} = i \xi^2 A_1^a \hat{I} - 4t \hat{G} - 4t^2 \hat{L}.
\]

\[
\hat{K} = \xi^3 \hat{I} - 6t \hat{V} - 12t^2 \hat{G} - 8t^3 \hat{L},
\]

\[
\hat{P}_- = \frac{1}{2}(1 - \sigma_3) \hat{P}_0, \quad \hat{G}_- = \frac{1}{2}(1 - \sigma_3) \hat{G}_0(\xi),
\]

\[
\hat{\lambda}_1 = \begin{pmatrix} 0 & i\xi \\ -i\xi & 0 \end{pmatrix} - 2t \hat{Q}_1, \quad \hat{\lambda}_2 = i\sigma_3 \hat{\lambda}_1,
\]

\[
\hat{\mu}_1 = \begin{pmatrix} 0 & \xi \hat{P}_0 \\ \hat{P}_0 \xi & 0 \end{pmatrix} - 2t \hat{S}_1, \quad \hat{\mu}_2 = i\sigma_3 \hat{\mu}_1,
\]

\[
\hat{\kappa}_1 = \begin{pmatrix} 0 & \xi^2 \\ \xi^2 & 0 \end{pmatrix} - 4t \hat{\mu}_1 - 4t^2 \hat{S}_1, \quad \hat{\kappa}_2 = i\sigma_3 \hat{\kappa}_1,
\]

and we use the notation $\hat{G}_0(\xi) = \hat{G}_0(x + i\alpha)$. Explicit form of the nonlinear superalgebra generated by these integrals of motion of the system $\hat{H}$ is presented in [57]. All the even and odd integrals here are eigenstates of the matrix dilatation operator $\hat{D}$. 
Essentially different generalized nonlinear superconformal structure appears in the system described by the matrix Hamiltonian

\[ \hat{H} = \text{diag} (\hat{H}_1(\xi_2), \hat{H}_1(\xi_1)) \]

and characterized by the partially broken exotic nonlinear \( \mathcal{N} = 4 \) supersymmetry. In that case the number of the even and odd integrals of motion is the same as in the system \( \hat{H} = \text{diag} (\hat{H}_1(\xi), \hat{H}_0) \) in the phase with unbroken supersymmetry. However, no odd (fermionic) integral of motion is eigenstate of the matrix dilatation operator \( \hat{D} = \text{diag} (\hat{D}_1(\xi_2), \hat{D}_1(\xi_1)) \), and, as a result, the structure of the nonlinear superalgebra has more complicated form. When one of the shift parameters, \( \alpha_1 \), is sent to infinity, the system \( \hat{H} = \text{diag} (\hat{H}_1(\xi_2), \hat{H}_1(\xi_1)) \) transforms into the system \( \hat{H} = \text{diag} (\hat{H}_1(\xi), \hat{H}_0) \) in the unbroken phase of the exotic nonlinear \( \mathcal{N} = 4 \) super-Poincaré symmetry, and all the integrals of the latter system can be reproduced from the integrals of the former system. The relation between the integrals turns out to be rather nontrivial and requires some sort of a “renormalization” [57].

6 Rationally Extended Harmonic Oscillator and Conformal Mechanics Systems

Quantum harmonic oscillator (QHO) and conformal mechanics systems [92–122] described by de Alfaro-Fubini-Furlan (AFF) model [92] are characterized by conformal symmetry. In the case of harmonic oscillator, like in the free particle case, it extends to the Schrödinger symmetry [93–95, 123]. Heisenberg subalgebra in the free particle system is generated by the momentum operator being time-independent integral of motion, and by generator of the Galilean boosts \( \hat{G}_0 \), which is a dynamical integral of motion. In the case of the QHO, Heisenberg subalgebra is generated by two dynamical integrals of motion to be linear in the ladder operators. In correspondence with this, ladder operators are the spectrum-generating operators of the QHO having discrete equidistant spectrum instead of the continuous spectrum of the free particle. As a consequence of these similarities and differences between the free particle and QHO, exotic supersymmetry can also be generated by Darboux–Crum transformations applied to the latter system. Instead of the two pairs of time-independent supercharge generators in superextended reflectionless systems, in superextended systems constructed from the pairs of the rational extensions of the QHO, only two supercharges are time-independent integrals, while other two odd generators are dynamical integrals of motion. As a result, instead of the exotic nonlinear \( \mathcal{N} = 4 \) supersymmetry of the paired reflectionless (and finite-gap) systems, in the case of the deformed oscillator systems there appear some nonlinearly deformed and generalized super-Schrödinger symmetry. The superextended systems composed from the AFF model (with special values \( g = n(n + 1) \) of the coupling constant in its additional potential term \( g/x^2 \)) and
Let us consider first in more detail the case of rational deformations of the QHO system [5, 6, 49, 51, 71, 124–128]. To generate a rational deformation of the QHO, it is necessary to choose the set of its physical or non-physical eigenstates as seed states for the Darboux–Crum transformation so that their Wronskian will take nonzero values. In this way we generate an almost isospectral quantum system with difference only in finite number of added or eliminated energy levels. The QHO Hamiltonian \( \hat{H}_{\text{osc}} = -\frac{d^2}{dx^2} + x^2 \) possesses the same symmetry under the Wick rotation as the quantum free particle system: if \( \psi(x) \) is a solution of the time-independent Schrödinger equation \( \hat{H}_{\text{osc}}(x) \psi(x) = E \psi(x) \), then \( \psi(ix) \) is a solution of equation \( \hat{H}_{\text{osc}}(x) \psi(ix) = -E \psi(ix) \). To construct a rational deformation of the QHO described by a nonsingular on the whole real line potential, one can take the following set of the non-physical eigenstates of \( \hat{H}_{\text{osc}} \) as the seed states for the Darboux–Crum transformation:

\[
(\psi_{j_1}^-, \ldots, \psi_{j_1+1}^-), (\psi_{j_2}^-, \ldots, \psi_{j_2+1}^-), \ldots, (\psi_{j_r}^-, \ldots, \psi_{j_r+1}^-),
\]

where \( j_1 = 2g_1, j_{k+1} = j_k + l_k + 2g_{k+1}, g_k = 1, \ldots, l_k = 0, 1, \ldots, k = 1, \ldots, r - 1 \). Here \( \psi_n^- = \psi_n(ix) \), \( n = 0, \ldots, \), is a non-physical eigenstate of \( \hat{H}_{\text{osc}} \) of eigenvalue \( E_n^- = -(2n + 1) \), obtained by Wick rotation from a (non-normalized) physical eigenstate \( \psi_n(x) = H_n(x)e^{-x^2/2} \) of energy \( E_n = 2n + 1 \), where \( H_n(x) \) is Hermite polynomial of order \( n \). The indicated set of non-physical eigenstates of \( \hat{H}_{\text{osc}} \) guarantees that the Wronskian of the chosen seed states, \( W = W(-n_m, \ldots, -n_1) \), takes nonzero values for all \( x \in \mathbb{R} \) [129]. Here we assume that \( n_m > \ldots > n_1 > 0 \), and in what follows we use the notation for physical and non-physical eigenstates \( n = \psi_n \) and \( -n = \psi_n^- \), respectively. The DC scheme based on the set of the non-physical states having negative eigenvalues was called “negative” in [71]. Wronskian \( W = W(-n_m, \ldots, -n_1) \) is equal to some polynomial multiplied by \( \exp(n_-x^2/2) \), where \( n_- = (l_1 + 1) + \cdots + (l_r + 1) \) is the number of the chosen seed states, and according to Eq. (3.1), the DC transformation generates the system described by the harmonic term \( x^2 \) extended by some rational in \( x \) term. Transformation based on the negative scheme \( (-n_m, \ldots, -n_1) \) introduces effectively into the spectrum of the QHO the \( n_- \) bound states of energy levels \( -2n_m - 1, \ldots, -2n_1 - 1 \). These additional energy levels are grouped into \( r \) “valence” bands with \( l_k + 1 \) levels in the band with index \( k \), which are separated by gaps of the size \( 4g_k \), with the first valence band separated from the infinite equidistant part of the spectrum by the gap of the size \( 4g_1 \). The same structure of the spectrum can be achieved alternatively by eliminating \( n_+ = 2(g_1 + \cdots + g_r) \) energy levels from the spectrum of the QHO by taking \( n_+ \) physical states

\[
(\psi_{l_r+1}, \ldots, \psi_{l_r+2g_r}), \ldots, (\psi_{n_m-2g_1+1}, \ldots, \psi_{n_m}),
\]

organized into \( n_- \) groups.
The duality of the negative and positive schemes based on the sets of the seed states (6.1) and (6.2) can be established as follows. Applying Eq. (3.6) with \( \psi_0 = -0 \), and equalities
\[
\psi_0 d/\!\!\!d x \psi_0 = -a^+, \quad a^+ \psi_0 = \psi_0, \quad a^+(-n) = -(n - 1),
\]
where \( a^+ = -d/\!\!\!d x + x \) is the raising ladder operator of the QHO, we obtain the relation [71]
\[
\mathcal{W}(-n_m, \ldots, -n_1) = \mathcal{W}(-0, -0, -n_m, \ldots, -n_1)
= e^{x^2/2} \mathcal{W}(0, -(n_m - 1), -(n - 1)). \tag{6.3}
\]
It means that the negative scheme generated by the set of the \( n_- \) non-physical seed states \((-n_m, \ldots, -n_1)\) and the “mixed” scheme based on the set of the seed states \((0, -(n_m - 1), -(n - 1))\) involving the ground eigenstate generate, according to Eq. (3.1), the same quantum system but given by the Hamiltonian operator shifted for the additive constant term: the potential obtained on the base of the indicated mixed scheme will be shifted for the constant \( +4 \) in comparison with the potential generated via the DC transformation based on the negative scheme. Eq. (6.3) is analogous to the Wronskian relation (3.17) for the free particle states, with the state \( \psi_0 = 1 \) and operator \( \psi_0 d/\!\!\!d x \psi_0 = d/\!\!\!d x \) there to be analogous to the ground state and raising ladder operator of the QHO here. In (3.17), however, the Wronskian equality does not contain any nontrivial functional factor in comparison with the exponential multiplier appearing in (6.3). As a result, as we saw before, in the case of the free particle any reflectionless system can be generated from it by means of the two DC transformations, which produce exactly the same Hamiltonian operator. Consequently, we construct there two pairs of the supercharges for the corresponding superextended system which are the integrals of motion not depending explicitly on time. On the other hand, in the case of a superextended system produced from the QHO we shall have two fermionic integrals to be true, time-independent integrals of motion, but two other odd generators of the superalgebra will be time-dependent, dynamical integrals of motion.

Applying repeatedly the procedure of Eq. (6.3), we obtain finally the relation [71]
\[
\mathcal{W}(-n_m, \ldots, -n_1) = e^{(n_m+1)x^2/2} \mathcal{W}(n'_1, \ldots, n'_m = n_m), \tag{6.4}
\]
where \( 0 < n'_1 < \cdots < n'_m = n_m \). This relation means that the negative scheme \((-n_m, \ldots, -n_1)\) with \( n_- \) seed states is dual to the positive scheme \((n'_1, \ldots, n'_m = n_m)\) with \( n_+ = n_m + 1 - n_- = 2(g_1 + \cdots + g_k) \) seed states representing physical eigenstates of the QHO. The two dual schemes can be unified in one “mirror” diagram, in which any of the two schemes can be obtained from another by a kind of a “charge conjugation,” see ref. [71]. In this way we obtain, as an example, the pairs of dual schemes \((-2) \sim (1, 2)\) and \((-2, -3) \sim (2, 3)\). Eq. (6.4) means that the dual schemes generate the same rationally extended QHO system but the Hamiltonian corresponding to the positive scheme will be shifted in comparison to the Hamiltonian produced on the base of the negative scheme for additive constant...
equal to \(2(n_+ + n_-) = 2(n_m + 1)\). One can also note that in comparison with the free particle case, the total number of the seed states in both dual schemes can be odd or even.

We denote by \(\hat{A}_{(-)}\) the intertwining operator \(\hat{A}_{n_+ n_-}\) constructed on the base of the negative scheme, and \(\hat{A}_{(+)}^\pm \equiv (\hat{A}_{(-)}^\pm )^\dagger\), see Eq. (3.3). These are differential operators of order \(n_-\). Analogously, the intertwining operators constructed by employing the dual positive scheme we denote as \(\hat{A}_{(+)}^\pm\), and \(\hat{A}_{(-)}^\pm \equiv (\hat{A}_{(+)}^\pm )^\dagger\); they are differential operators of order \(n_+\). We denote by \(\hat{L}_{(-)}\) and \(\hat{L}_{(+)}\) the Hamiltonian operators generated from the QHO Hamiltonian \(\hat{H}_{\text{osc}} = \hat{H}_{\text{osc}}\) by means of the DC transformation realized on the base of the negative and positive dual schemes, respectively. Then \(\hat{L}_{(-)} = \hat{L}_{(-)} + 2(n_+ + n_-), \hat{A}_{(-)}^\pm \hat{H}_{\text{osc}} = \hat{L}_{(-)}, \hat{A}_{(+)}^\mp \hat{H}_{\text{osc}} = \hat{L}_{(+)}\).

For the rationally deformed QHO system \(\hat{L}_{(-)}\) one can construct three pairs of the ladder operators, two of which are obtained by Darboux-dressing of the ladder operators of the QHO system \(A^\pm = \hat{A}^\pm (-) a^\pm \hat{A}^\pm (-),\) and \(B^\pm = \hat{A}^\pm (+) a^\pm \hat{A}^\pm (+),\) while the third pair is obtained by gluing different intertwining operators, \(C^\pm = \hat{A}^\pm (+) \hat{A}^\pm (-),\) \(C^+ = \hat{A}^\pm (-) \hat{A}^\pm (+).\) These ladder operators detect all the separated states in the rationally deformed QHO system \(\hat{L}_{(-)}\) (or \(\hat{L}_{(+)}\)) organized into the valence bands; they also distinguish the valence bands themselves, and any of the two sets \((C^\pm, A^\pm)\) or \((C^\pm, B^\pm)\) represents the complete spectrum-generating set of the ladder operators of the system \(\hat{L}_{(-)}\). The operators \(A^\pm e^{\mp 2i\hbar t}, B^\pm e^{\mp 2i\hbar t}, C^\pm e^{\mp 2(n_+ + n_-)it}\) are the dynamical integrals of motion of the system \(L_{(-)}.\) Being higher derivative differential operators, they have a nature of generators of a hidden symmetry. If we construct now the extended system \(\hat{H} = \text{diag}(\hat{L}_{(-)}, \hat{H}_{\text{osc}}),\) the pair of the supercharges constructed from the intertwining operators \(\hat{A}_{(-)}^\pm\) will be its time-independent odd integrals of motion, while from the intertwining operators \(\hat{A}_{(+)}^\pm\) we obtain a pair of the fermionic dynamical integrals of motion. Proceeding from these odd integrals of motion and the Hamiltonian \(\hat{H},\) one can generate a nonlinearly deformed generalized super-Schrödinger symmetry of the superextended system \(\hat{H}.\) In the superextended system \(\hat{H} = \text{diag}(\hat{L}_{(+)}, \hat{H}_{\text{osc}}),\) the pair of the time-independent supercharges is constructed from the pair of intertwining operators \(\hat{A}_{(+)}^\pm\), while the dynamical fermionic integrals of motion are obtained from the intertwining operators \(\hat{A}_{(-)}^\pm.\) This picture with the nonlinearly deformed generalized super-Schrödinger symmetry can also be extended for the case of a superextended system \(\hat{H}\) composed from any pair of the rationally deformed quantum harmonic oscillator systems.

In [71], it was shown that the AFF model \(\hat{H}_{\text{AFF}} = -\frac{d^2}{dx^2} + x^2 + \frac{g}{x^2}\) with special values \(g = n(n + 1)\) of the coupling constant can be obtained by applying the appropriate CD transformation to the half-harmonic oscillator obtained from the QHO by introducing the infinite potential barrier at \(x = 0.\) As a consequence, rational deformations of the AFF conformal mechanics model can be obtained by employing some modification of the described DC transformations based on the dual schemes applied to the QHO system. The corresponding superextended systems composed from rationally deformed versions of the conformal mechanics.
are described by the nonlinearly deformed generalized superconformal symmetry instead of the nonlinearly deformed generalized super-Schrödinger symmetry appearing in the case of the superextended rationally deformed QHO systems, see [51]. The construction of rational deformations for the AFF model can be generalized for the case of arbitrary values of the coupling constant $g = \nu(\nu + 1)$ [130].

7 Conclusion

We considered nonlinear supersymmetry of one-dimensional mechanical systems which has the nature of the hidden symmetry generated by supercharges of higher order in momentum. In the case of reflectionless, finite-gap, rationally deformed oscillator and conformal mechanics systems, as well as in a special class of the $\mathcal{P}\mathcal{T}$-regularized Calogero systems, the nonlinear $\mathcal{N} = 2$ Poincaré supersymmetry expands up to exotic nonlinear $\mathcal{N} = 4$ supersymmetric and nonlinearly deformed generalized super-Schrödinger or superconformal structures.

Classical symmetries described by the linear Lie algebraic structures are promoted by geometric quantization to the quantum level [131, 132]. Though nonlinear symmetries described by $W$-type algebras can be produced from linear symmetries via some reduction procedure [64], the problem of generation of nonlinear quantum mechanical supersymmetries from the linear ones was not studied in a systematic way. It would be interesting to investigate this problem bearing particularly in mind the problem of the quantum anomaly associated with nonlinear supersymmetry [14]. Some first steps were realized in this direction in [62] in the light of the so-called coupling constant metamorphosis mechanism [133]. Note also that, as was shown in [12], nonlinear supersymmetry of purely parabosonic systems can be obtained by reduction of parasupersymmetric systems.

Hidden symmetries can be associated with the presence of the peculiar geometric structures in the corresponding systems [1, 2, 134]. It would be interesting to investigate nonlinear supersymmetry and related exotic nonlinear supersymmetric and superconformal structures from a similar perspective.
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Coherent and Squeezed States: Introductory Review of Basic Notions, Properties, and Generalizations

Oscar Rosas-Ortiz

Abstract A short review of the main properties of coherent and squeezed states is given in the introductory form. The efforts are addressed to clarify concepts and notions, including some passages of the history of science, with the aim of facilitating the subject for nonspecialists. In this sense, the present work is intended to be complementary to other papers of the same nature and subject in current circulation.

Keywords Coherent states · Squeezed states · Nonclassical states · Optical detection · Optical coherence · Wave packets · Minimum uncertainty · Harmonic oscillator · Riccati equation · Ermakov equation

1 Introduction

Optical coherence refers to the correlation between the fluctuations at different space-time points in a given electromagnetic field. The related phenomena are described in statistical form by necessity, and include interference as the simplest case in which correlations between light beams are revealed [1]. Until the first half of the last century the classification of coherence was somehow based on the averaged intensity of field superpositions. Indeed, with the usual conditions of stationarity and ergodicity, the familiar concept of coherence is associated with the sinusoidal modulation of the averaged intensity that arises when two fields are superposed. Such a modulation produces the extremal values \( \langle I_{\text{max}} \rangle_{\text{av}} \) and \( \langle I_{\text{min}} \rangle_{\text{av}} \), which are used to define the visibility of interference fringes.
\[ V = \frac{\langle I_{\text{max}} \rangle_{\text{av}} - \langle I_{\text{min}} \rangle_{\text{av}}}{\langle I_{\text{max}} \rangle_{\text{av}} + \langle I_{\text{min}} \rangle_{\text{av}}}. \]

The visibility is higher as larger is the difference \( \langle I_{\text{max}} \rangle_{\text{av}} - \langle I_{\text{min}} \rangle_{\text{av}} \geq 0 \). At the limit \( \langle I_{\text{min}} \rangle_{\text{av}} \to 0 \) we find \( V \to 1 \). If no modulation is produced, then \( \langle I_{\text{max}} \rangle_{\text{av}} = \langle I_{\text{min}} \rangle_{\text{av}} \), and no fringes are observed (\( V = 0 \)). The fields producing no interference fringes are called \textit{incoherent}. In turn, the highest order of coherence is traditionally assigned to the fields that produce fringes with maximum visibility.

The Young’s experiment is archetypal to introduce the above concepts. Let us write \( 2|\Lambda(1,2)| \cos \theta(1,2) \) for the sinusoidal modulation of the averaged intensity at the detection screen. Then

\[ \langle I_{\text{min}} \rangle_{\text{av}} = \langle I_1 \rangle_{\text{av}} + \langle I_2 \rangle_{\text{av}} - 2|\Lambda(1,2)|, \quad \langle I_{\text{max}} \rangle_{\text{av}} = \langle I_{\text{min}} \rangle_{\text{av}} + 4|\Lambda(1,2)|, \]

with \( \langle I_1 \rangle_{\text{av}} \) and \( \langle I_2 \rangle_{\text{av}} \) the average intensities that would be contributed by either pinhole in the absence of the other. In general \( \langle I_1 \rangle_{\text{av}}, \langle I_2 \rangle_{\text{av}}, \) and \( |\Lambda(1,2)| \) depend on the geometry of the experimental setup. Therefore we can write

\[ V_Y = \left( \frac{2\sqrt{\langle I_1 \rangle_{\text{av}} \langle I_2 \rangle_{\text{av}}}}{\langle I_1 \rangle_{\text{av}} + \langle I_2 \rangle_{\text{av}}} \right) \lambda_{(1,2)}, \quad \text{with} \quad \lambda_{(1,2)} = \frac{|\Lambda(1,2)|}{\sqrt{\langle I_1 \rangle_{\text{av}} \langle I_2 \rangle_{\text{av}}}}. \tag{1} \]

The expression \( \lambda_{(1,2)} \) is the \textit{correlation function} of the variable fields associated with the averages \( \langle I_1 \rangle_{\text{av}} \) and \( \langle I_2 \rangle_{\text{av}} \). If \( |\Lambda(1,2)| = 0 \), then \( \lambda_{(1,2)} = 0 \), and no fringes are observed (\( V_Y = 0 \)). The fields incident on the pinhole-screen are in this case \textit{incoherent}. On the other hand, if the fields emerging from the pinholes have equal intensity, the visibility \( V_Y \) will be equal to 1 only when \( \lambda_{(1,2)} = 1 \). The simplest form to obtain such a result is by considering the factorized form \( |\Lambda(1,2)| = \sqrt{\langle I_1 \rangle_{\text{av}} \langle I_2 \rangle_{\text{av}}} \), together with \( \langle I_1 \rangle_{\text{av}} = \langle I_2 \rangle_{\text{av}} \).

The change of paradigm emerged in 1955, after the Brown and Twiss experiments oriented to measure correlations between quadratic forms of the field variables [2–4]. Unlike ordinary interferometer outcomes, the results of Brown and Twiss demanded the average of square intensities for their explanation. In other words, to embrace the new phenomenology, the concept of coherence as well as the \textit{first-order} correlation function \( \lambda_{(1,2)} \) needed a generalization. It was also clear that not all the fields described as “coherent” in the traditional approach would end up satisfying the new definitions of coherence. Thus, the Brown–Twiss results opened up the way to the quantitative investigation of higher-order forms of coherence [1, 5–7], though most of the light studied at the time was mainly produced by thermal sources. The development of new sources of light (minimizing noise generation) and new detectors (strongly sensitive to individual quanta of light) represented the experimental sustenance for the study of such concepts. However, the latter implied that the formal structure of optical coherence should be constructed on the basis of two mutually opposed features of light. While interference has long been
regarded as a signature of the wavelike nature of electromagnetic radiation (Maxwell theory), photodetection implies the annihilation of individual photons to release photoelectrons from a given material (Einstein description of the photoelectric effect). These contradictory aspects were reconciled by Glauber in 1963, with his quantum approach to optical coherence, after considering expectation values of normal-ordered products of the (boson) creation and annihilation operators as quantum analogs of the classical correlation functions [8–10]. The expectation value of a single normal-ordered product corresponds to the first-order correlation function, that of two products corresponds to the second-order correlation function, and so on. Basically, Glauber formulated the theory of quantum optical detection for which the Young and Brown–Twiss experiments correspond to the measurement of first- and second-order correlation functions, respectively [11].

According to Glauber, most of the fields generated from ordinary sources lack second- and higher-order coherence, though they may be considered “coherent” in the traditional sense (i.e., they are only first-order coherent in Glauber’s approach) [12]. Partial coherence means that there exist correlations up to a finite order only, and that the correlation functions of such order and all the lower orders are normalized. Full coherence implies “partial coherence” at all orders (the complete compilation of the Glauber contributions to quantum theory of optical coherence can be found in [13]). In concordance with $\lambda_{(1,2)}$ in the Young’s interferometer, the Glauber’s approach adopts the factorization of the $n$-th-order correlation function as a condition for coherence. Each of the factors corresponds to the probability of detecting a single photon at a given position at a given time. Factorization represents independence in the single-photon detection process. As recording a photon means its annihilation, the factors are indeed the squared norm of the vector state after the action of an ideal detector. At this stage, the brilliant contribution of Glauber was to notice that the simplest form of satisfying full coherence is by asking the quantum state of the field to be an eigenvector of the boson-annihilation operator with complex eigenvalue. Quite interestingly, this eigenvalue is a solution (written in complex form) of the corresponding Maxwell equations. In this form, the Glauber’s fully coherent states of the quantized electromagnetic radiation are directly associated with the conventional electromagnetic theory. A classical description is then feasible for such a special class of quantum states of light.

It is apparent that the Fock (or number) states $|n\rangle$ arising from the quantization of (single-mode) electromagnetic fields are not fully coherent for $n \neq 0$. Namely, with exception of $|n = 0\rangle$, the states $|n \geq 1\rangle$ are not eigenvectors of the boson-annihilation operator. It may be proved that $|n = 1\rangle$ is first-order coherent, but it lacks second and higher-order coherence. The states $|n \geq 2\rangle$ are also first-order coherent but they do not factorize the second-order correlation function. Then, the number states $|n \geq 1\rangle$ are nonclassical in the sense that they are not fully coherent, so that no Maxwell field can be attached to them, and no classical description is possible. However, the “classical” property of states $|n \geq 1\rangle$ to be first-order coherent justifies their recurrent use as the incoming signal in contemporary versions of the Young’s experiment [14–16]. On the other hand, the vacuum state
|n = 0\rangle$ belongs to the eigenvalue 0 of the annihilation operator. As such eigenvalue is the trivial solution of the Maxwell equations, the zero-photon state $|n = 0\rangle$ corresponds to the classical notion of the absence of any field.

Despite the above remarks, the marvellous properties of quantum systems offer the possibility of using linear combinations of number states (rather than a given number state alone) to represent nontrivial eigenvectors of the boson-annihilation operator. Denoting by $|\alpha\rangle$ one of such vectors, the square modulus $|\alpha|^2$ of the complex eigenvalue $\alpha$ provides the expectation value of the number of photons in the superposition. In turn, the real and imaginary parts of $\alpha$ supply the expectation values of the field-quadratures $\langle \hat{x}_1 \rangle = \sqrt{2}\text{Re}(\alpha)$, $\langle \hat{x}_2 \rangle = \sqrt{2}\text{Im}(\alpha)$. Therefore, the variances are equal $(\Delta\hat{x}_1)^2 = (\Delta\hat{x}_2)^2 = 1/2$ and the related uncertainty is minimized $\Delta\hat{x}_1\Delta\hat{x}_2 = 1/2$. In other words, the vectors $|\alpha\rangle$ represent the closest quantum states to the Maxwell description of single-mode electromagnetic radiation (similar conclusions hold for the multi-mode case). A very important feature of the set $\{|\alpha\rangle\}$ is that, although it is not orthogonal, this satisfies the resolution of the identity [17]. Thus, $\{|\alpha\rangle\}$ is an overcomplete basis of states for the quantized single-mode electromagnetic fields. This property was used by Glauber [10] and Sudarshan [18] to introduce a criterion to classify the fields as those that admit a classical description (like the fully coherent states) and the ones which are nonclassical (like the number states $|n \geq 1\rangle$). The former can be written as a mixture of pure states $|\alpha\rangle\langle\alpha|$ for which the weights $P(\alpha)$ are admissible as conventional probabilities, the Dirac delta distribution $P(\alpha) = \delta(\alpha)$ included. The nonclassical fields are such that $P(\alpha)$ is not a conventional probability.

Over the time, states other than $|\alpha\rangle$ were found to minimize the quadrature-uncertainty [19–28]. In contraposition with $|\alpha\rangle$, such states lead to $(\Delta\hat{x}_1)^2 \neq (\Delta\hat{x}_2)^2$ and, depending on a complex parameter $\xi$, one of the quadrature-variances can be squeezed by preserving the product $\Delta\hat{x}_1\Delta\hat{x}_2 = 1/2$. Accordingly, the complementary variance is stretched. These properties found immediate applications in optical communication [29–31] and interferometry [32, 33], including the detection of gravitational waves [34–40]. The $\xi$-parameterized minimal uncertainty states $|\alpha, \xi\rangle$ are called squeezed [34] (see also [41–43]) and, like the number states $|n \geq 1\rangle$, they admit no description in terms of the Maxwell theory. That is, the squeezed states $|\alpha, \xi\rangle$ are nonclassical.

As it can be seen, we have three different basis sets to represent the quantum states of single-mode (and multi-mode) electromagnetic radiation, namely the number states $|n\rangle$, the fully coherent states (hereafter coherent states for short) $|\alpha\rangle$, and the squeezed states $|\alpha, \xi\rangle$. The former and last states (with exception of $n = 0$) are nonclassical while the coherent states may be described within the Maxwell theory. Depending on the optical field under study, we can use either of the above basis to make predictions and to explain experimental outcomes. Pretty interestingly, the classicalness of a given state is not invariant under linear superpositions. As immediate example recall that the “classical” state $|\alpha\rangle$ is a superposition of the nonclassical number states $|n\rangle$. In turn, it may be shown that nonclassical states $|\alpha, \xi\rangle$ can be expressed as a superposition of coherent states $|\alpha\rangle$ [44–47]. The “mystery” is hidden in the relative phases occurring as a consequence
of any superposition of quantum states. According to Dirac, the reason because people had not thought of quantum mechanics much earlier is that the phase quantity was very well hidden in nature [48, p. 218]. Indeed, it is the probability amplitude of the entire superposition which expresses the difference between quantum and classical behavior. Thus, in quantum mechanics, not probabilities but probability amplitudes are summed up to make predictions! In the Young’s experiment discussed above, for example, the sinusoidal modulation is the result of calculating the complete probability amplitude $\psi = \psi_1 + \psi_2$, with $\psi_1$ and $\psi_2$ the amplitudes relative to either pinhole. The modulation term $2\text{Re}(\psi_1 \psi_2^*)$ of the entire probability $|\psi|^2$ is different from zero only when we have no information about the pinhole that actually emitted the detected photon. It is then relevant to find a form to measure classicalness in quantum states [45, 49–55]. Besides the Glauber–Sudarshan $P$-representation [10, 18], the main criteria include the negativity of the Wigner function [49–51], some asymmetries in the Wigner and other pseudo-probability distributions [52], the identification of sub-Poissonian statistics (Mandel parameter) [53], and the presence of entanglement in the outcomes of a beam splitter (Knight conjecture) [54, 55].

The nonclassical properties of light have received a great deal of attention in recent years, mainly in connection with quantum optics [56], quantum information [57], and the principles of quantum mechanics [33]. Pure states representing fields occupied by a finite number of photons $n \neq 0$ exhibit nonclassical properties. The same holds for squeezed states and any other field state having sub-Poissonian statistics [53]. Using some deformations of the algebra generated by the boson operators, other states have been constructed to represent photons with “unusual properties” [58, 59], which may be applied in photon counting statistics, squeezing, and signal-to-quantum noise ratio [60]. Immediate generalizations [61, 62] motivated the development of the subject as an important branch of quantum optics [56]. Other deformations of the boson algebra include supersymmetric structures [63–75] for which the so-called polynomial Heisenberg algebras are quite natural [70, 76–82]. Recently, some non-Hermitian models have been shown to obey the distortions of the boson algebra that arise in the conventional supersymmetric approaches [83–87]. The deformed oscillator algebras have been used to construct the corresponding generalized (also called nonlinear) coherent states [61, 62, 75–82, 86–108]. Most of these states exhibit nonclassical properties that distinguish them from the coherent states of the conventional boson algebra.

The aim of the present work is to provide materials addressed to introduce the subject of coherent and squeezed states. The contents have been prepared for nonspecialists, so particular attention is given to the basic concepts as well as to their historical development. I preliminary apologize many authors because I have surely missed some fundamental references. In Sect. 2 the fundamentals of optical detection and coherence are revisited. The meaning of the affirmation that the photon “interferes only with itself” and that two different photons cannot interfere is analyzed in detail (see Sect. 2.1). The conditions for fully coherence are then given for fields of any number of modes and polarization. In Sect. 3 the coherent states
for single-mode field are analyzed at the time that their fundamental properties are revisited. Spatial attention is addressed to the wave packets of minimum uncertainty that can be constructed for the conventional oscillator (Sects. 3.5 and 3.6), where the historical development of related ideas and concepts is overview. Some generalizations for wave packets with widths that depend on time are given in Sect. 3.7. The discussion about the wave packets for the hydrogen atom, as well as its historical development and controversies, is given in Sects. 3.8 and 3.9. In Sect. 4 the connection with representations of Lie groups in terms of generalized coherent states is reviewed in introductory form. The notions of generalized coherent states are discussed in Sect. 5, some analogies with classical systems are also indicated. Final comments are given in Sect. 6.

2 Basics of Quantum Optical Detection and Coherence

The quantized electric field is represented by the Hermitian operator

\[ E(r, t) = E^+(r, t) + E^-(r, t), \]  

where its positive and negative frequency parts, \( E^+(r, t) \) and \( E^-(r, t) \), are mutually adjoint

\[ E^+(r, t) = E^-\dagger(r, t). \]  

Details concerning field quantization can be consulted in, e.g., [6]. The positive frequency part \( E^+(r, t) \) is a photon annihilation operator [9], so it is bounded from below \( E^+(r, t)|\text{vac}\rangle = 0, \) with \( |\text{vac}\rangle \) the state in which the field is empty of all photons. In turn, \( E^-(r, t) \) is a photon creation operator, with no upper bound. In particular, \( E^-(r, t)|\text{vac}\rangle \) represents a one-photon state of the field.

Following Glauber [13], let us associate the action of an ideal photodetector with the operator \( E^+(r, t) \). Assuming that the field is in state \( |i\rangle \), and that one photon (polarized in the \( \mu \)-direction) has been absorbed, after the photo-detection we have \( E^\mu_\mu^+(r, t)|i\rangle \). The probability that such a result coincides with the state \( |f\rangle \) is regulated by the probability amplitude

\[ A_{i\rightarrow f}^{(1)} = \langle f|E^\mu_\mu^+(r, t)|i\rangle, \]  

which is a complex number in general. Notice that we do not require to know which of the possible states of the field is \( |f\rangle \). The only requirement is that \( |f\rangle \) be a physically admissible state. Then

\[ P_{i\rightarrow f}^{(1)} = |A_{i\rightarrow f}^{(1)}|^2 = \langle i|E^\mu_\mu^-(r, t)|f\rangle \langle f|E^\mu_\mu^+(r, t)|i\rangle \]
is the probability we are looking for. To obtain the probability per unit time \( P_{\text{det}}^{(1)} \) that an individual photon be absorbed by the ideal detector at point \( r \) at time \( t \), we have to sum over all possible (admissible) states

\[
P_{\text{det}}^{(1)}(r, t) = \sum_f P_{i \rightarrow f}^{(1)} = \langle i | E_{\mu}^{-}(r, t) \left( \sum_f |f\rangle \langle f| \right) E_{\mu}^{+}(r, t) | i \rangle.
\]

Now, it is quite natural to assume that the (admissible) final states form a complete orthonormal set. Therefore, the sum of projector operators \( |f\rangle \langle f| \) between brackets in (6) can be substituted by the identity operator \( I \) to get

\[
P_{\text{det}}^{(1)}(r, t) = \langle i | E_{\mu}^{-}(r, t) E_{\mu}^{+}(r, t) | i \rangle = \| E_{\mu}^{+}(r, t) | i \rangle \|^2.
\]

That is, probability \( P_{\text{det}}^{(1)} \) coincides with the expectation value of the Hermitian product \( E_{\mu}^{-}(r, t) E_{\mu}^{+}(r, t) \), evaluated at the initial state \( |i\rangle \) of the field. Equivalently, this is equal to the square norm of the vector \( E_{\mu}^{+}(r, t) | i \rangle \), which represents the state of the field just after the action of the ideal detector. These results show that the detector we have in mind measures the average value of the product \( E_{\mu}^{-}(r, t) E_{\mu}^{+}(r, t) \), and not the average of the square of the Hermitian operator (2) representing the field [9]. Thus, the field intensity \( I \), as a quantum observable, is represented by the operator \( E^{-} E^{+} \), and not by the operator \( E^2 \). It is illustrative to rewrite (7) as follows:

\[
P_{\text{det}}^{(1)}(r, t) = \langle i | \hat{I}_{\mu}(r, t) | i \rangle, \quad \hat{I}(r, t) = E_{\mu}^{-}(r, t) E_{\mu}^{+}(r, t),
\]

which makes evident that \( P_{\text{det}}^{(1)} \) is the expectation value of the intensity \( \hat{I}_{\mu}(r, t) \).

Notice that \( |i\rangle = |\text{vac}\rangle \) produces \( P_{\text{det}}^{(1)} = 0 \), as this would be expected. The above results can be easily extended to arbitrary initial states (either pure or mixed) represented by \( \rho \) as follows:

\[
P_{\text{det}}^{(1)}(y) = \text{Tr} \left\{ \rho E_{\mu}^{-}(y) E_{\mu}^{+}(y) \right\}, \quad y \equiv (r, t).
\]

A lucky researcher has at his disposal more than one photodetector in his laboratory. He can use two detectors situated at different space-time points \( y_1 \) and \( y_2 \) to detect photon (delayed) coincidences. The probability amplitude associated with his predictions is of the form

\[
A_{i \rightarrow f}^{(2)} = \langle f | E_{\mu}^{+}(y_2) E_{\mu}^{+}(y_1) | i \rangle.
\]

so the probability per unit (time)\(^2\) that one photon is recorded at \( y_1 \) and another at \( y_2 \) is given by the expression
\[ P_{det}^{(2)}(y_1, y_2) = \text{Tr}\left\{ \rho \mathbf{E}^{(-)}_{\mu}(y_1) \mathbf{E}^{(-)}_{\mu}(y_2) \mathbf{E}^{(+)}_{\mu}(y_2) \mathbf{E}^{(+)}_{\mu}(y_1) \right\}. \]  

(11)

To rewrite (11) in terms of the intensity operator \( \hat{I}(y) \), it is customary to use the normally ordered notation

\[ : \mathbf{E}^{(-)} \mathbf{E}^{(+)} : = \mathbf{E}^{(-)} \mathbf{E}^{(+)}. \]

(12)

Therefore

\[ P_{det}^{(2)}(y_1, y_2) = \langle i | : \hat{I}_\mu(y_2) \hat{I}_\mu(y_1) : | i \rangle \]  

(13)

corresponds to the expectation value of the square-intensity observable, which formalizes the experimental outcomes obtained by Brown and Twiss [11].

The above results can be generalized at will to include an arbitrary number of photodetectors (I have in mind a researcher even more fortunate than the previous one!). Another generalization may be addressed to investigate the correlations of the fields at separated positions and times. In this context, Glauber introduced the first-order correlation function

\[ G^{(1)}(y_1, y_2) = \text{Tr}\left\{ \rho \mathbf{E}^{(-)}_{\mu}(y_1) \mathbf{E}^{(+)}_{\mu}(y_2) \right\}, \]

(14)

which is complex-valued in general and satisfies \( G^{(1)}(y, y) = P_{det}^{(1)}(y) \). The expression for the \( n \)-th-order correlation function

\[ G^{(n)}(y_1, \ldots, y_n, y_n+1, \ldots, y_{2n}) = \text{Tr}\left\{ \rho \prod_{k=1}^{n} \mathbf{E}^{(-)}_{\mu}(y_k) \prod_{\ell=n+1}^{2n} \mathbf{E}^{(+)}_{\mu}(y_\ell) \right\} \]

(15)

is now clear. The normalized form of the above formula is defined as

\[ g^{(n)}(y_1, \ldots, y_{2n}) = \frac{G^{(n)}(y_1, \ldots, y_{2n})}{\prod_{k=1}^{2n} \left\{ G^{(1)}(y_k, y_k) \right\}^{1/2}} \equiv \frac{G^{(n)}(y_1, \ldots, y_{2n})}{\prod_{k=1}^{2n} \left\{ P_{det}^{(1)}(y_k) \right\}^{1/2}}. \]

(16)

Thus, \( g^{(n)} \) is the \( n \)-th-order correlation function \( G^{(n)} \), weighted by the root-squared product of the probabilities that one photon is detected at \( y_1 \), another at \( y_2 \), and so on until all the \( 2n \) space-time points \( y_k \) have been exhausted. Notice that the product of probabilities \( P_{det}^{(1)}(y_k) \) means independence in detecting the individual photons.

Glauber found that \( |g^{(n)}| = 1, n = 1, 2, \ldots, \) is a necessary condition for coherence. The simplest way to satisfy such a requirement is by demanding the factorization of \( G^{(n)} \) as follows:
\[ G^{(n)}(y_1, \ldots, y_{2n}) = \prod_{k=1}^{2n} \left| G^{(1)}(y_k, y_k) \right|^{1/2}. \]  

(17)

In other words, if the correlations of a given field at \(2n\) space-time points \(y_k\) can be expressed, up to a phase, as the root-squared product of the one-photon detection probabilities \(P_{det}^{(1)}(y_k)\), then the field is \(n\)-th-order coherent. If the latter condition is fulfilled for all orders, the field is fully coherent. General properties of the functions \(G^{(n)}\) and \(g^{(n)}\) can be consulted in [13].

### 2.1 Self-interference of Single Photons

To provide an immediate example let us compare the Glauber’s first-order correlation function \(g^{(1)}(y_1, y_2)\) with its counterpart \(\lambda_{(1,2)}\) in the Young’s experiment. As a first conclusion we have \(G^{(1)}(y_k, y_k) = P_{det}^{(1)}(y_k) = \langle \hat{I}(y_k) \rangle\), which verifies that the Hermitian operator \(E^{-}E^{+}\) represents the “quantum observable” of field intensity \(\hat{I}\). Second, the normalization condition \(|g^{(1)}(y_1, y_2)| = 1\) means \(g^{(1)}(y_1, y_2) = \exp[i\varphi(y_1, y_2)]\), so that \(\varphi(y_1, y_2) = \theta_{(1,2)}\). Using these results the visibility (1) can be rewritten in the form

\[ V_Y = \frac{2\sqrt{G^{(1)}(y_1, y_1)G^{(1)}(y_2, y_2)}}{G^{(1)}(y_1, y_1) + G^{(1)}(y_2, y_2)} \left| g^{(1)}(y_1, y_2) \right|, \]  

(18)

which is simplified to

\[ V_Y = \frac{2\sqrt{G^{(1)}(y_1, y_1)G^{(1)}(y_2, y_2)}}{G^{(1)}(y_1, y_1) + G^{(1)}(y_2, y_2)} \]  

(19)

for first-order coherent fields (i.e., if \(|g^{(1)}(y_1, y_2)| = 1\)). In such case, the Young’s visibility (19) is equal to 1 whenever \(G^{(1)}(y_1, y_1) = G^{(1)}(y_2, y_2)\), which is equivalent to \(P_{det}^{(1)}(y_1) = P_{det}^{(1)}(y_2)\). On the other hand, given \(P_{det}^{(1)}(y_k) = \langle \hat{I}(y_k) \rangle\), we may interpret \(P_{det}^{(1)}(y_k)\) as the probability that one photon emitted from the \(k\)-th pinhole has been recorded by the detector. In this sense the identity \(P_{det}^{(1)}(y_1) = P_{det}^{(1)}(y_2)\) means that we cannot determine which of the two pinholes is the one that emitted such a photon. Thus, in the Young’s experiment for a first-order coherent field, if the detection of an individual photon implies lack of knowledge about the source, interference fringes will be produced with maximum visibility. Our affirmation is particularly relevant for a single-photon wave packet that impinges on the Young’s interferometer. As “any pure state in which the field is occupied by a single photon possesses first order coherence” [13, p. 62], the single-photon wave packet is able to produce interference fringes with maximum visibility, so this may be classified as highly coherent in the ordinary sense.
We would like to emphasize that, although the above results might be put in correspondence with the very famous sentence of Dirac that “each photon then interferes only with itself. Interference between two different photons can never occur,” we must take it with a grain of salt. On the one hand, the origin of the sentence can be traced back to the first edition of the Dirac’s book, published in 1930 [109], long before sources of coherent light like the maser (1953) or the laser (1960) were built. Then, by necessity, Dirac used the ordinary notion of coherence to formulate his sentence. The correlations of photons discussed in [109, Ch. I], are thus of the first order in the Glauber sense. In other words, the phrase “each photon then interferes only with itself” applies to conventional interferometry only (in the Young’s experiment, for example). On the other hand, although the Brown–Twiss results and the Glauber theory were published much later than the first edition of the Dirac’s book, it is also true that the sentence we are dealing with survived, with minimal modifications, until the fourth edition (revised) of the book, published in 1967 [110]. Therefore, it seems that even in 1967 Dirac was not aware that single-photon fields lack second- and higher-order coherence. Other option is that he was not interested in making the appropriate adjustments to his manuscript. In my opinion, the latter option is in opposition to the Dirac’s perfectionism, so it can be discarded. The former option is viable but unlikely for somebody as learned as Dirac. A third option is that Dirac was aware of the Brown–Twiss and Glauber works but considered them as not definitive. To me, this last is the most reasonable since many people were reluctant to accept the Brown–Twiss results [111]. Besides, the Glauber theory, albeit corroborated on the blackboard, was far from being experimentally confirmed at the time. In any case, phenomena associated with the second-order correlation function (including the Brown–Twiss effect) are experimentally observed over and over in quantum-optics laboratories around the world. So the second part of Dirac’s sentence “interference between two different photons can never occur” is also currently defeated. Other remarks in the same direction can be found in [112].

Nevertheless, it is remarkable that efforts to produce interference with “feeble light” were reported as early as 1905 by Taylor [113]. Fundamental advances on the single-photon interference arrived up to 1986, with the experimental results of Grangier, Roger, and Aspect about the anticorrelation effect produced on individual photons by a beam splitter [14].

### 2.2 Fully Coherent States of Quantized Radiation Fields

The touchstone used by Glauber to determine the quantum states that satisfy the factorization property (17) is reduced to the eigenvalue equation

\[ E^{(+)\mu}(y)|?\rangle = \xi^{(+)\mu}(y)|?\rangle. \]
That is, the states $|\phi\rangle$ which Glauber was looking for should be eigenvectors of the positive frequency operator $E_{\mu}^{(+)}(y)$. As the latter is not self-adjoint, two features of the solutions to (20) are easily recognized. First, the eigenvalues $E_{\mu}(y)$ are complex numbers in general. Second, the (possible) orthogonality of the set of solutions $|\phi\rangle$ is not (automatically) granted. Nevertheless, assuming (20) is fulfilled, the introduction of the state $\rho = |\phi\rangle\langle\phi|$ into (15) gives

$$G^{(n)}(y_1, \ldots, y_{2n}) = \prod_{k=1}^{n} E^{*}_{\mu}(y_k) \prod_{\ell=n+1}^{2n} E_{\mu}(y_{\ell}), \quad (21)$$

where $z^*$ stands for the complex-conjugate of $z \in \mathbb{C}$. Clearly, the above expression satisfies (17) and produces $|g^{(n)}| = 1$. Thus, the eigenvectors of $E_{\mu}^{(+)}(y)$ belonging to complex eigenvalues are the most suitable to represent fully coherent states.

### 3 Single-Mode Coherent States

The electric-field operator (2) for a single-mode of frequency $\omega$, linearly polarized in the $x$-direction, with $z$-spatial dependence, can be written as

$$E(z, t) = E_F \left[ \frac{a(t) + a^{\dagger}(t)}{\sqrt{2}} \right], \quad E_F = E_{\text{vac}} \sin(kz), \quad (22)$$

where $k = \omega/c$ is the wave vector and $E_{\text{vac}}$ (expressed in electric field units) is a measure of the minimum size of the quantum optical noise that is inherent to the field [42]. The latter is associated with the vacuum fluctuations of the field since it is the same for any strength of excitation (even in the absence of any excitation) of the mode. The mutually adjoint time-dependent operators, $a(t)$ and $a^{\dagger}(t)$, are defined in terms of the boson ladder operators $[a, a^{\dagger}] = 1$ as usual $a(t) = a \exp(-i\omega t)$. It is useful to introduce the field quadratures

$$\hat{x}_1 = \frac{1}{\sqrt{2}}(a^{\dagger} + a), \quad \hat{x}_2 = \frac{i}{\sqrt{2}}(a^{\dagger} - a), \quad [\hat{x}_1, \hat{x}_2] = i, \quad (23)$$

to write

$$E(z, t) = E_F (\hat{x}_1 \cos \omega t + \hat{x}_2 \sin \omega t). \quad (24)$$

At $t = 0$ we have $E(z, 0) = E_F \hat{x}_1$. That is, the quadrature $\hat{x}_1$ represents the (initial) electric field. It is not difficult to show that the conjugate quadrature $\hat{x}_2$ corresponds to the (initial) magnetic field [42].
Equipped with physical units of position and momentum, the quadratures $\hat{x}_1$ and $\hat{x}_2$ can be put in correspondence with a pair of phase-space operators

$$\hat{x}_1 = \sqrt{\frac{m\omega}{\hbar}}\hat{q}, \quad \hat{x}_2 = \frac{1}{\sqrt{m\hbar\omega}}\hat{p}, \quad [\hat{q}, \hat{p}] = i\hbar,$$

so they define the oscillator-like Hamiltonian $\hat{H} = \hbar\omega H$, with $H$ the dimensionless quadratic operator

$$H = \frac{1}{2}\left(\hat{x}_1^2 + \hat{x}_2^2\right) = \frac{1}{2}\left(\frac{m\omega}{\hbar}\hat{q}^2 + \frac{1}{m\hbar\omega}\hat{p}^2\right).$$

### 3.1 Field Correlations

Assuming we are interested in photon delayed coincidences, we may compute field correlations at $t$ and $t + \tau$, measured at the same space point. Introducing (22) into (16) we obtain

$$g^{(1)}(t, t + \tau) = e^{i\omega\tau},$$

and

$$g^{(2)}(t, t + \tau) = \frac{\langle i|a^\dagger a^\dagger a a|i\rangle}{\langle i|a^\dagger a|i\rangle^2} = 1 - \frac{1}{\langle i|\hat{n}|i\rangle}, \quad \langle i|\hat{n}|i\rangle \neq 0,$$

where we have used the photon-number operator $a^\dagger a = \hat{n}$. Notice that $g^{(1)}$ depends on the delay $\tau$ between detections and not on the initial time $t$, so we write $g^{(1)}(t, t + \tau) = g^{(1)}(\tau)$. Besides, $g^{(2)}$ does not depend on any time variable, so we can write $g^{(2)}(t, t + \tau) = g^{(2)}(0)$.

The first-order correlation function (27) shows that any field represented by the operator (22) is first-order coherent. That is, any quantized single-mode field $E(z, t)$ is coherent in the ordinary sense! In particular, the single-photon fields thought by Dirac in his book belong to the class $g^{(1)} = \exp(i\omega\tau)$, see our discussion on the matter in Sect. 2.1. In turn, the second-order correlation function (28) shows that the single-photon fields $|i\rangle = |n = 1\rangle$ produce the trivial result $g^{(2)} = 0$, so they lack second- and higher-order coherence, as we have already indicated. On the other hand, the field occupied by two or more photons $|i\rangle = |n \geq 2\rangle$ leads to $g^{(2)} = 1 - 1/n$. As the state $|n \geq 2\rangle$ produces $g^{(2)} < 1$ for a finite number of photons, we know that the factorization (17) is not admissible if $n \geq 2$. Of course, $g^{(2)} \to 1$ as $n \to \infty$. Note also that the probabilities of detecting a photon at time $t$, and another one at time $t + \tau$, produce the same result $P^{(1)}_{det}(t) = P^{(1)}_{det}(t + \tau) = |E_F|^2 n/2$, $n = 2, 3, \ldots$, which does not depend on any time variable.
3.2 Mandel Parameter

To get additional information about the initial state $|i\rangle$ of the field, let us rewrite (28) as follows:

$$g^{(2)}(0) = 1 + \frac{(\Delta \hat{n})^2 - \langle i|\hat{n}|i\rangle}{\langle i|\hat{n}|i\rangle^2},$$

(29)

where we have added a zero to complete the photon-number variance $(\Delta \hat{n})^2 = \langle i|\hat{n}^2|i\rangle - \langle i|\hat{n}|i\rangle^2$. Introducing the Mandel parameter [53]:

$$Q_M = \frac{(\Delta \hat{n})^2 - \langle i|\hat{n}|i\rangle}{\langle i|\hat{n}|i\rangle} = \frac{(\Delta \hat{n})^2}{\langle i|\hat{n}|i\rangle} - 1, \quad \langle i|\hat{n}|i\rangle \neq 0,$$

(30)

we arrive at the relationships

$$g^{(2)}(0) = 1 + \frac{Q_M}{\langle i|\hat{n}|i\rangle}, \quad Q_M = \left[g^{(2)}(0) - 1\right] \langle i|\hat{n}|i\rangle, \quad \langle i|\hat{n}|i\rangle \neq 0.$$

(31)

For any number state $|n\rangle$ we clearly have $(\Delta \hat{n})^2 = 0$, so that $g^{(2)} = 1 - 1/n$ and $Q_M = -1$ for $n \geq 1$.

3.3 Klauder–Glauber–Sudarshan States

Using $\mathcal{E}_F$ as the natural unit of the electric field strength [42], and dropping the phase-time dependence of $a(t)$, the introduction of (22) into the eigenvalue equation (20) gives $a\alpha|\alpha\rangle = \alpha|\alpha\rangle$, the solution of which can be written as the normalized superposition

$$|\alpha\rangle = e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{|\alpha|^n}{\sqrt{n!}} |n\rangle, \quad \alpha \in \mathbb{C}.$$

(32)

The above result was reported by Glauber in his quantum theory of optical coherence [13]. Remarkably, the superposition (32) was previously used (in implicit form) by Schwinger in his studies on quantum electrodynamics [114], and introduced by Klauder as the generator of an overcomplete family of states which is very appropriate to study the Feynman quantization of the harmonic oscillator [17]. Indeed, Klauder realized that $\langle \alpha|a^\dagger a|\alpha\rangle = |\alpha|^2$, and proved that the set of states $|\alpha\rangle$ forms a “basis” for the oscillator’s Hilbert space

$$\frac{1}{\pi} \int d^2\alpha |\alpha\rangle \langle \alpha| = \sum_{n=0}^{\infty} |n\rangle \langle n| = \mathbb{I}.$$

(33)
Notwithstanding, the basis elements are not mutually orthogonal

\[ \langle \beta | \alpha \rangle = \exp \left[ -\frac{|\alpha - \beta|^2}{2} + i \text{Im}(\beta^* \alpha) \right], \quad |\langle \beta | \alpha \rangle|^2 = e^{-|\alpha - \beta|^2}. \]  

(34)

Further improvements of the mathematical structure associated with the superpositions (32) were provided by Klauder himself in his continuous representation theory [115, 116]. In addition to the Glauber contributions [13], fundamental properties of these states addressed to the characterization of light beams were also discussed by Sudarshan [18]. Hereafter the superpositions (32) will be called “Klauder–Glauber–Sudarshan states” or “canonical coherent states” (KGS-states or coherent states for short).

The probability that the field represented by \( |\alpha\rangle \) is occupied by \( n \)-photons is given by the Poisson distribution:

\[ P_{\alpha \rightarrow n} = |\langle n | \alpha \rangle|^2 = \frac{(\bar{n})^n e^{-\bar{n}}}{n!}, \]  

(35)

where \( \bar{n} \equiv \langle \alpha | \hat{n} | \alpha \rangle = |\alpha|^2 \). As it is well known, Poisson distributions like (35) are useful for describing random events that occur at some known average rate. In the present case, the rate is ruled by the mean value of the photon-number \( \bar{n} \).

Mandel and Wolf provided a very pretty physical interpretation: “when light from a single-mode laser falls on a photodetector, photoelectric pulses are produced at random at an average rate proportional to the mean light intensity, and the number of pulses emitted within a given time interval therefore obeys a Poisson distribution” [6, pp. 23–24]. In addition, the distribution we are dealing with is characterized by the fact that the variance \( (\Delta \hat{n})^2 \) is equal to the mean value \( \langle \alpha | \hat{n} | \alpha \rangle \), which can be easily verified. Therefore, if the initial state of the field in the relationships (31) is a KGS-state \( |\alpha\rangle \), then \( (\Delta \hat{n})^2 = \langle \alpha | \hat{n} | \alpha \rangle = |\alpha|^2 \), and \( Q_M = 0 \). This result is quite natural by noticing that the normalization condition \( |g^{(2)}| = 1 \) is automatically fulfilled by \( |\alpha\rangle \).

On the other hand, the straightforward calculation shows that:

(I) States \( |\alpha\rangle \) evolve in time by preserving their form (i.e., they have temporal stability):

\[ |\alpha(t)\rangle = e^{-iHt} |\alpha\rangle = e^{-i\frac{\omega t}{2}} |\alpha e^{-i\frac{\omega t}{2}}\rangle. \]  

(36)

(II) They are displaced versions of the vacuum state, \( |\alpha\rangle = D(\alpha) |n = 0\rangle \), with

\[ D(\alpha) = \exp \left( \alpha a^\dagger - \alpha^* a \right) = \exp \left( -|\alpha|^2 \right) \exp \left( \alpha a^\dagger \right) \exp \left( -\alpha^* a \right) \]  

(37)

the unitary displacement operator fulfilling

\[ D(\alpha) a D(\alpha)^\dagger = a - \alpha, \quad D^\dagger(\alpha) a^\dagger D(\alpha) = a^\dagger - \alpha^*. \]  

(38)
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(III) They are such that \( \langle \hat{x}_1 \rangle = \sqrt{2} \text{Re}(\alpha) \), \( \langle \hat{x}_2 \rangle = \sqrt{2} \text{Im}(\alpha) \), and \( \langle \hat{x}_k^2 \rangle = \langle \hat{x}_k \rangle^2 + \frac{1}{2} \), for \( k = 1, 2 \). That is, the states \(|\alpha\rangle\) minimize the uncertainty of quadratures

\[
(\Delta \hat{x}_1)^2 = (\Delta \hat{x}_2)^2 = \frac{1}{2}, \quad \Delta \hat{x}_1 \Delta \hat{x}_2 = \frac{1}{2}.
\] (39)

Any of the properties (I)–(III), including the eigenvalue equation \( a |\alpha\rangle = \alpha |\alpha\rangle \) and the identity resolution (33), referred to as properties (A) and (B) in the sequel, can be assumed as the definition of the canonical coherent states. Then, the remaining properties may be derived as a consequence. For systems other than the harmonic oscillator it is very well known that not all the properties (A), (B), and (I)–(III) are simultaneously satisfied. It is then customary to construct states by using either of the above properties and to call them generalized coherent states (see Sect. 5). If by chance the states so constructed exhibit any other property of the KGS-states, the “coherence criterion” can be refined in each case. Not all generalized coherent states are classical in the sense established by the Glauber theory, so they usually deserve a study of their classicalness to be classified. After all: coherent states are superpositions of basis elements to which some specific properties are requested on demand (R.J. Glauber, private communication, Cocoyoc, Mexico, 1994).

### 3.4 Glauber–Sudarshan P- and Fock–Bargmann Representations

One of the most remarkable benefits offered by the KGS-states is the possibility of expressing any state of the radiation field as follows [10, 18]:

\[
\rho = \int P(\alpha) |\alpha\rangle \langle \alpha| d^2 \alpha.
\] (40)

The above “diagonal” form of the density operator \( \rho \) expresses the idea of having a mixed state, even though the basis defined by \(|\alpha\rangle\) is not orthogonal. As the superposition of pure states \(|\alpha\rangle \langle \alpha|\) defined above must be convex, the following condition is imposed

\[
\int P(\alpha) d^2 \alpha = 1.
\] (41)

Glauber introduced (40) to study thermal fields [10] and coined the term \( P \)-representation for it. In turn, Sudarshan argued that such representation is valid provided that \( P(\alpha) \) is a conventional probability distribution [18]. It is easy to see that the state \( \rho = |\beta\rangle \langle \beta| \), with \(|\beta\rangle\) a GKS-state, implies \( P(\alpha) = \delta(\alpha - \beta) \) by necessity. Then, the \( P \)-function is permitted to be as singular as the Dirac’s delta
distribution. It may be shown that the number states $|n \geq 1\rangle$ are $P$-represented by the $n$-th derivatives of the delta distribution, so the latter is stronger singular than $\delta(z)$ and are not allowed as probabilities. Therefore, the states $|n \geq 1\rangle$ admit no classical description in terms of the convex superposition (40). For states other than the oscillator ones, the criterion applies in similar form. Details and general properties of the $P$-function can be consulted in the book by Klauder and Sudarshan [117].

Using the identity (33), one can write any element $|\psi\rangle$ of the Hilbert space $\mathcal{H}$ as the superposition

$$|\psi\rangle = \frac{1}{\pi} \int d^2\alpha \psi(\alpha)|\alpha\rangle.$$ (42)

The Fourier coefficients $\psi(\alpha)$ are analytic over the whole complex $\alpha$-plane. Indeed, as these functions are holomorphic and are in one-to-one correspondence with the number eigenstates, they are elements of a Hilbert space of entire functions $\mathcal{F}$ named after Fock [118] and Bargmann [119]. The representation of the ladder operators $a$ and $a^\dagger$ in the $\mathcal{F}$-space corresponds to the derivative with respect to $\alpha$ and the multiplication by $\alpha$, respectively. The properties of the Fock–Bargmann functions $\psi(\alpha)$ and the related representations are studied by Saxon, under the name “creation operator representation,” in his Book on quantum mechanics (1968) [120, Ch. VI.e] (where no reference is given to neither Fock nor Bargmann works!).

### 3.5 Oscillator Wave Packets

Let us calculate the superposition (32) in the $x_1$-quadrature representation

$$\psi_\alpha(x) := \langle x|\alpha\rangle = e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} \varphi_n(x),$$ (43)

where $\hat{x}_1|x\rangle = x|x\rangle$, $x \in \mathbb{R}$, $\int_\mathbb{R} dx |x\rangle \langle x| = \mathbb{I}$, and

$$\varphi_n(x) := \langle x|n\rangle = \frac{e^{-x^2/2}}{\pi^{1/4}(2^n n!)^{1/2}} H_n(x), \quad n = 0, 1, \ldots$$ (44)

The expression $H_n(x)$ stands for the Hermite-polynomials [121], and $\varphi_n(x)$ represents the wave functions of the harmonic oscillator [120, 122]. After introducing (44) into (43), and using the generating function of $H_n(x)$, Eq. 22.9.17 of Ref. [121], we arrive at the Gaussian-like expression

$$\psi_\alpha(x) = \pi^{-1/4} \exp \left[ -\frac{(x - \langle \hat{x}_1 \rangle)^2}{2} + i \langle \hat{x}_2 \rangle (x - \langle \hat{x}_1 \rangle) \right].$$ (45)
Using (39) the above result acquires the familiar form of a wave packet

$$\psi_\alpha(x) = \frac{1}{[2\pi(\Delta \hat{x}_1)^2]^{1/4}} \exp \left[-\frac{(x - \langle \hat{x}_1 \rangle)^2}{4(\Delta \hat{x}_1)^2} + i \langle \hat{x}_2 \rangle (x - \langle \hat{x}_1 \rangle)\right].$$  (46)

The Gaussian wave packet $\psi_\alpha(x)$ is localized about the point $x = \langle \hat{x}_1 \rangle = \sqrt{2} \text{Re}(\alpha)$, within a neighborhood defined by $\Delta \hat{x}_1 = 1/\sqrt{2}$. Finally, equipped with physical units of position and momentum, the function (46) is given by

$$\psi_\alpha(x) = \left(\frac{\hbar}{m\omega}\right)^{1/4} \frac{1}{[2\pi(\Delta \hat{q})^2]^{1/4}} \exp \left[-\frac{(q - \langle \hat{q} \rangle)^2}{4(\Delta \hat{q})^2} + i \langle \hat{p} \rangle (q - \langle \hat{q} \rangle)\right].$$  (47)

For arbitrary values of $\Delta \hat{q}$, expression (47) coincides with the normalized minimum wave packets reported by Schiff in 1949 [122]. The smaller $\Delta \hat{q}$ is, the more localized the wave packet. Although Schiff derived (47) by thinking on the free particle motion, he was certain that “the structure of this minimum packet is the same whether or not the particle is free, since this form can be regarded simply as the initial condition on the solution of the Schrödinger equation for any $V$” [122, p. 54], where $V$ stands for the potential defining the Schrödinger equation. Then, considering the harmonic oscillator, he realized that arbitrary superpositions of the related solutions are periodic functions of $t$, with the period of the classical oscillator $\tau_{osc} = \frac{2\pi}{\omega}$. His conclusion on the matter is very interesting to our review purposes: “this suggest that it might be possible to find a solution in the form of a wave packet whose center of gravity oscillates with the period of the classical motion” [122, p. 67]. After some calculations, Schiff finally proved that such time-dependent wave packet is viable actually. However, the oscillator wave packet of Schiff was reported by Schrödinger 23 years earlier [123], as a minor result of his wave-formulation of quantum mechanics [124], in a try to give a physical meaning to the function that bears his name (see Sect. 3.8). It seems that Schiff was not aware of the Schrödinger results at the time of the first edition of his book [122] since the paper [123] is not mentioned until the third edition [125], published in 1968. It is also to be noted that the minimum wave packet (47) is as well discussed in the Saxon’s book [120], where the celebrated Schrödinger’s solution is not mentioned either. According to Saxon, supposing $x = f(t)$ is an integral of the classical equations of motion, it is “tempting to guess that a suitable form of the corresponding quantum mechanical probability function in the classical limit is $\psi_\alpha^* \psi_\alpha$—with $\langle \hat{q} \rangle$ substituted by $f(t)$ and $\langle \hat{p} \rangle = 0$ in our notation—for sufficiently small $\Delta \hat{q}$”. He added, “this expression represents a wave packet of width $\Delta \hat{x}_1$ moving along the classical trajectory in accordance with the classical equations of motion” [120, pp. 26–27]. Saxon also proved that (47) is of minimum uncertainty [120, pp. 109–110], and then studied the motion of such wave packet in the harmonic oscillator potential [120, Ch. VI.6]. The analysis by Saxon is very close to that of Schwinger [114]. The above discussion is addressed to emphasize
that in the late 1960s the currently famous paper of Schrödinger [123] was not central in quantum theory yet. Even more, neither the Brown–Twiss experimental results nor the Glauber theory had impacted with enough strength in the literature.

### 3.6 Schrödinger’s Wave Packets of Minimum Uncertainty

To recover the Schrödinger’s wave packet [123] let us reproduce the steps that led us to Eq. (45), but this time using the time-dependent KGS-state \(|\alpha(t)\rangle\) as point of departure. With the help of (36), it is easy to verify the following result:

\[
\psi_\alpha(x, t) = e^{-i\omega t} \frac{1}{\pi^{1/4}} \exp \left\{ -\frac{[x - \lambda_1(t)]^2}{2} + i\lambda_2(t)[x - \lambda_1(t)]t \right\},
\]

where \(\lambda_1(t)\) and \(\lambda_2(t)\) are the real and imaginary parts of \(\alpha(t)\exp(-i\omega t)\), written in short notation as

\[
\lambda(t) = \frac{1}{\sqrt{2}} R(t) \langle \hat{x} \rangle, \quad R(t) = \begin{pmatrix} \cos \omega t & \sin \omega t \\ -\sin \omega t & \cos \omega t \end{pmatrix}, \quad A = \begin{pmatrix} A_1 \\ A_2 \end{pmatrix}.
\]

The rotation matrix \(R(t)\) has the classical oscillator period \(\tau_{osc} = 2\pi/\omega\), so the point \(x = \lambda_1(t)\) describes a circumference of radius \(\Delta\hat{x}_1 = \Delta\hat{x}_2 = 1/\sqrt{2}\), centered on the origin of the quadrature phase-space.

Both, Schrödinger and Schiff considered a wave packet (48) with \(\langle \hat{x}_2 \rangle = 0\) (the expected value of the initial magnetic-field quadrature is equal to zero!). Notedly, Schrödinger was only interested on the real part of his wave packet \(\psi_\alpha(x, t)\). After dropping the imaginary part of (48) he wrote (in our notation):

\[
\psi_\alpha(x, t) = e^{-\frac{1}{2} \left(\langle \hat{x}_1 \rangle \cos \omega t \right)^2} \frac{1}{\pi^{1/4}} \cos \left[ \omega t + \left(\frac{\langle \hat{x}_1 \rangle}{\sqrt{2}} \sin \omega t \right) \left( x - \frac{\langle \hat{x}_1 \rangle}{\sqrt{2}} \cos \omega t \right) \right].
\]

Schrödinger realized that the first factor of (50) represents “a relatively tall and narrow hump, of the form of a Gaussian error-curve, which at a given moment lies in the neighborhood of the position” \(x = \langle \hat{x}_1 \rangle \cos \omega t\) [124, p. 43]. Accordingly, he insisted, “the hump oscillates under exactly the same law as would operate in the usual mechanics for a particle having (26) as its energy function.”

The reason for which Schrödinger discarded the imaginary part of \(\psi_\alpha(x, t)\) is that, initially, he considered the solutions of his equation to be real. Indeed, the factor \(i = \sqrt{-1}\) was missing in the first three papers of his celebrated series on quantization as a problem of proper values [124]. The purely imaginary number was introduced in his fourth paper on quantization. The latter influenced Born to formulate the appropriate probability interpretation of \(\psi^*\psi\) [126]. In his first intuitive intent, Born postulated the probabilities proportional to the probability-
amplitudes, just because the papers published by Schrödinger at the time formulated $\psi$ to be real. An improved, though still imprecise version (probabilities = amplitude squares), was included at the last moment, in his note added in proof [127]. The argument for such a correction was that (real) amplitudes may be either positive or negative, and the latter cannot be associated with probabilities. Once Born was aware of the complex-valued wave functions, introduced in the Schrödinger’s fourth paper on quantization, the correct formula was finally provided in [128], with some additional precisions by Pauli [129].

Coming back to the wave packet $\psi_\alpha(x,t)$, Schiff based his analysis on the probability density:

$$\left| \psi_\alpha(x,t) \right|^2 = \frac{\pi}{2} \exp \left\{ -\frac{\left[ \sqrt{2x - \langle \hat{x}_1 \rangle \cos \omega t - \langle \hat{x}_2 \rangle \sin \omega t} \right]^2}{2} \right\},$$

which in our case corresponds to the probability of finding the field state at a given eigenvalue $x$ of the (electric-field) quadrature $\hat{x}_1$. Clearly, the wave packet $\psi_\alpha(x,t)$ oscillates without change of shape about $x = 0$, with (classical) frequency $\nu_{osc} = \omega/(2\pi)$.

### 3.7 Time-Dependent Oscillator Wave Packets

The study of “minimum wave packets” includes a big number of relevant works throughout different stages of modern quantum theory. A nonexhaustive list comprehends the pioneering paper of Schrödinger [123], followed almost immediately by Kennard [130], where a wave packet is constructed to follow the classical motion with a Gaussian profile but the width of which oscillates with time (the Kennard’s state, obtained in 1927, is in this form the first antecedent of what is nowadays called squeezed state!). A very useful ansatz to construct Gaussian wave packets characterized by the exponentiation of quadratic forms was given in 1953 by Husimi [131, 132]. It was also found that displaced versions of the number states are able to follow the classical motion by keeping their shape [133–138] but, unlike the KGS-states, they produce uncertainty products that “can be arbitrarily large, showing that the classical motion is not necessarily linked with minimum uncertainty” [139] (see also [140]). A very interesting class of minimum wave packets was exhaustively studied by Nieto [141–146]. On the other hand, the dynamics of many physical systems can be described by using the quantum time-dependent harmonic oscillator [147–157], where the construction of minimum wave packets is relevant [158–165]. In a more general situation, wave packets with time-dependent width may occur for systems with different initial conditions, time-dependent frequency, or in contact with a dissipative environment [166–169]. In all these cases, the corresponding coherent states, position and momentum uncertainties, as well as the quantum
mechanical energy contributions, can be obtained in the same form if the creation and annihilation operators are expressed in terms of a complex variable that fulfills a nonlinear Riccati equation, which determines the time-evolution of the wave packet width. Explicitly, the wave packet (48) may be generalized to the form

$$\Psi(x, t) = N(t) \exp \left\{ i \left[ y(t) \tilde{x}^2 + \langle \hat{x}_2 \rangle \tilde{x} + K(t) \right] \right\}, \quad (52)$$

where $y(t) = y_R(t) + i y_I(t)$ is a time-dependent complex-valued function, $\tilde{x} = x - \langle \hat{x}_1 \rangle(t) = x - \eta(t)$, with $\eta(t)$ the (dimensionless) position of the wave packet maximum describing a classical trajectory determined by the Newtonian equation

$$\ddot{\eta}(t) + \omega^2(t) \eta(t) = 0, \quad (53)$$

and $\langle \hat{x}_2 \rangle = \dot{\eta}(t)$ the (dimensionless) classical momentum [166–169]. The time-dependent coefficient of the quadratic term obeys the Riccati equation

$$\dot{y}(t) + y^2(t) \omega^2(t) = 0. \quad (54)$$

The concrete form of the normalization factor $N(t)$ and the purely time-dependent phase $K(t)$ are determined in each case. The straightforward calculation shows that (54) is solved by the function $y = \frac{\dot{\alpha}}{\alpha} + \frac{i}{\alpha}$, where $\alpha$ is a solution of the Ermakov equation

$$\ddot{\alpha}(t) + \omega^2(t) \alpha(t) = \frac{1}{\alpha^3(t)}. \quad (55)$$

The solutions of the above equations depend on the physical system under consideration and on the (complex) initial conditions. Besides, they have close formal similarities with general superpotentials leading to isospectral potentials in supersymmetric quantum mechanics [63–69]. Recent applications include propagation of optical beams in parabolic media [170–172] and Kerr media [173–176] as well, studies of the geometry of the Riccati equation [177] and the fourth-order Schrödinger equation with the energy spectrum of the Pöschl–Teller system [178]. Further discussion on the subject can be found in the Schuch’s book on a nonlinear perspective to quantum theory [179].

### 3.8 A Quantum-Family Portrait

The development of modern quantum mechanics started in 1925, when Heisenberg conceived the idea that rather constructing a theory from quantities which could not be observed (like the electron orbits inside the atom), one should try to use quantities that are provided by experiment (like the frequencies and amplitudes associated with
emission radiation) [180]. Shortly afterwards, during 1925–1927, great progress was made in developing matrix-mechanics (Heisenberg, Born, Jordan), wave-mechanics (Schrödinger), and quantum-algebra (Dirac). The Born’s probability interpretation [126, 128, 129] and the uncertainty principle of Heisenberg [181] completed the foundations of what would become the most successful branch of physics throughout the past century. Notwithstanding, interpretative problems arose as soon as the first of the above formulations came to light. Schrödinger, for example, was “discouraged” with respect to the “very difficult methods of transcendental algebra” of the Heisenberg’s theory [123]. Like Einstein and others, he did not feel comfortable with the quantum jumps involved in the matrix picture. Inspired by the de Broglie formulation of matter waves (1924), Schrödinger introduced a formulation based on finite single-valued functions obeying an “enigmatic” time-dependent wave equation that is characterized by linear (instead of quadratic) variations in the time-variable [124]. Remarkably, Schrödinger was firmly convinced that the solutions of his equation should represent something physically real. In the best of his attempts to provide the wave function with a physical meaning, for the charge density of an electron as a function of the space and time variables, Schrödinger suggested the squared modulus of the wave function multiplied by the total charge $e$ (see paper IV on quantization in [124]). From the Schrödinger’s perspective, the substitution of discrete energies by wave eigenfrequencies would eradicate “quantum jumps” from physics forever. Certainly, he was not immediately aware that not only the Heisenberg’s theory and his own formalism are just two faces of the same coin, but that the discreteness of quantum energies as well as quantum jumps arrived to stay. The former was discovered by Schrödinger himself (see third paper in [124]), and the latter is a natural consequence of the equivalence between both approaches. Ironically, very far from having solved the “problems” of the Heisenberg’s picture, the Schrödinger’s formulation added a number of elements to the quantum theory that are unclear even today, such as the wave function. A main example of the latter can be found in a paper by Dirac [182], published in 1965. After a detailed comparison between the advantages and disadvantages of the Heisenberg and Schrödinger pictures to set up quantum electrodynamics, Dirac found that the two pictures are not equivalent. His opinion is rather clear “we now see that, if we want a logical quantum electrodynamics, we must work entirely with $q$ numbers in the Heisenberg picture. All references to Schrödinger wave functions must be cut out as dead wood. The Schrödinger wave functions involve infinities, associated with $v$-v Feynman diagrams, which destroy all hope of logic.” Nevertheless, the above expression requires some caution, as Dirac indicates “of course the development of quantum theory proposed here should not be considered as detracting from the value of Schrödinger’s work…Only when one goes to an infinite number of degrees of freedom does one find that the Schrödinger picture is inadequate and that the Heisenberg picture has more fundamental validity.”
3.9 The Quantum-Pictures Controversy: Hydrogen Atom Wave Packets

The controversy on the Schrödinger’s quantization papers was immediate. After receiving copies of the first three papers, Lorentz wrote to Schrödinger on May 27, 1926, expressing “if I had to choose now between your wave mechanics and the matrix mechanics, I would give the preference to the former, because of its greater intuitive clarity, so long as one only has to deal with the three coordinates $x, y, z$. If, however, there are more degrees of freedom, then I cannot interpret the waves and vibrations physically, and I must therefore decide in favor of matrix mechanics” [183]. Clearly, Lorentz was foreseeing the Dirac’s arguments on the infinities derived from the Schrödinger picture. In addition, among other points, Lorentz remarked that the equation proposed by Schrödinger in his first three papers did not contain time-derivatives (namely, it was stationary only), and expressed some doubts about the Schrödinger’s functions “if I have understood you correctly, then a particle, an electron, for example, would be comparable to a wave packet which moves with the group velocity. But a wave packet can never stay together and remain confined to a small volume in the long run. The slightest dispersion in the medium will pull it apart in the direction of propagation, and even without that dispersion it will always spread more and more in the transverse direction. Because of this unavoidable blurring a wave packet does not seem to me to be very suitable for representing things to which we want to ascribe a rather permanent individual existence” [183]. Lorentz also emphasized some difficulties arising in the case of the hydrogen atom and included some calculations on the matter.

On June 6, Schrödinger replied that he had found a form to include time-derivatives in his equation. Concerning the difficulties about his functions, he added “allow me to send you, in an enclosure, a copy of a short note in which something is carried through for the simple case of the oscillator which is also an urgent requirement for all more complicated cases, where however it encounters great computational difficulties. (It would be nicest if it could be carried through in general, but for the present that is hopeless.) It is a question of really establishing the wave groups (or wave packets) which mediate the transition to macroscopic mechanics when one goes to large quantum numbers. You see from the text of the note, which was written before I received your letter, how much I too was concerned about the “staying together” of these wave packets. I am very fortunate that now I can at least point to a simple example where, contrary to all reasonable conjectures, it still proves right” [183].

By “the short note” Schrödinger meant his wave packet paper [123] which, at the very end, included a controversial statement “we can definitely foresee that, in a similar way, wave groups can be constructed which move around highly quantized Kepler ellipses and are the representation by wave mechanics of the hydrogen electron. But the technical difficulties in the calculation are greater than in the especially simple case which we have treated here” [124, p. 44]. The latter attracted Lorentz’ attention who, on 19 June, replied “you gave me a great deal of pleasure by
sending me your note, the continuous transition from micro- to macro-mechanics, and as soon as I had read it my first thought was: one must be on the right track with a theory that can refute an objection in such a surprising and beautiful way. Unfortunately my joy immediately dimmed again; namely, I cannot comprehend how, e.g., in the case of the hydrogen atom, you can construct wave packets that move like the electron (I am now thinking of the very high Bohr orbits). The short waves required for doing this are not at your disposal.” Then Lorentz recalled that some lines were wrote by him in his previous communication and proceeded to extend his arguments on the subject. The short note of Schrödinger [123] was published on July, 1926.

The first published criticism appeared in a paper by Heisenberg [181], received on March 23, 1927. Yes, it is the work in which Heisenberg introduced the uncertainty principle of quantum mechanics! In his own words “the transition from micro to macro mechanics has already been dealt with by Schrödinger [123], but I do not believe that Schrödinger’s considerations address the essence of the problem” [181, p. 184]. Heisenberg based his argument on the fact that, unlike the harmonic oscillator, “the frequencies of the spectral lines emitted by the atom are never integer multiples of a fundamental frequency, according with quantum mechanics with the exception of the special case of the harmonic oscillator. Thus, Schrödinger’s consideration is applicable only to the harmonic oscillator considered by him, while other cases in the course of time the wave packet spreads over all space surrounding the atom” [181, p. 185]. That is, Heisenberg criticism was in complete agreement with the doubts expressed by Lorentz. According to Moore [48, p. 216], Schrödinger soon de-emphasized the wave packet picture while Lorentz thought that the demise of wave packets also meant the end of the analogy between wave mechanics and wave optics.

Taking into account the historical development, we have to say that the work of Schrödinger on the oscillator wave packets withstood the test of time just because the Glauber theory came to light. Although Schrödinger foresaw some possibilities for his wave packets to be applied in optics, his main efforts were addressed not to solve a practical problem originated in optics, but to provide the solutions of his equation with a physical meaning. The fantastic coincidence of the Schrödinger’s wave packet and the $x_1$-quadrature representation of the fully coherent states of Glauber is due to the fact that, in both cases, connection with the classical world was looked for the quantum states of the harmonic oscillator. However, the states of Schrödinger and those of Glauber were originated by different reasons and obeying different approaches. In this form, the voices declaring that Schrödinger “discovered” the coherent states mislead the physical meaning of quantum optical coherence. Simply, it was not possible for Schrödinger to guess in any way that his wave packets would be connected with interference phenomena, not even with the Young’s interferometer, since no experimental evidence of higher-order coherence (like the Brown–Twiss effect) was available at the time. The connection between the Schrödinger’s wave packet and the “position” representation of the KGS-states is merely mathematical in origin. Nevertheless, the above does not discard the brilliant intuition of Schrödinger as far as quantum physics is concerned.
The works quoted in Sect. 3.5 testify the correctness of the Lorentz–Heisenberg argument. Although almost all of them are based on the oscillator number states, only the Schrödinger wave packets (i.e., the KSG-states) satisfy the properties of preserving their initial Gaussian profile by following the classical oscillator’s trajectory. The most “exotic” of the aforementioned oscillator-like systems is the forced oscillator discussed by Husimi [131, 132], which was recovered by Carruthers and Nieto as the first application of the KGS-states to study quantum systems other than the harmonic oscillator [184]. Nevertheless, attracted by the Schrödinger’s affirmation, some authors have presented different proposals to solve the problem of finding non-deformable wave packets for the hydrogen atom (see, e.g., [185–192]). Current interest on the subject is addressed to the potential applications of the Rydberg atoms in micro-wave cavities [193]. Notably, most of such proposals are based on the dynamics (in the sense of Lie theory) associated with the Coulomb problem. However, as Heisenberg indicated, the states so constructed do not go into a state of the same class under time evolution. The problem was partially solved by Klauder in 1996 [194], after relaxing some of the properties associated with the KGS-states to construct the appropriate generalized coherent states (see also [195]).

4 Group Approach and Squeezed States

The foundations of property (II) rest on the Lie group-representation of the Heisenberg–Weyl algebra. Namely, the operator $D(\alpha)$ that generates the displaced state $|\alpha\rangle = D(\alpha)|0\rangle$ is obtained by the product of exponentiated forms of the algebra generators $\mathbb{I}, a^\dagger, a$. For if we take the exponentiation of $\alpha a^\dagger$ and $-\alpha^* a$, using the Baker–Campbell–Hausdorff formula [196], the related product can be simplified as follows:

$$e^{\alpha a^\dagger} e^{-\alpha^* a} = e^{\alpha a^\dagger - \alpha^* a} e^{\frac{1}{2}[\alpha^* a, a a^\dagger]} = e^{\alpha a^\dagger - \alpha^* a} e^{\frac{1}{2}|\alpha|^2 \mathbb{I}}.$$  (56)

Therefore

$$e^{-|\alpha|^2 \mathbb{I}} e^{\alpha a^\dagger} e^{-\alpha^* a} = e^{\alpha a^\dagger - \alpha^* a}.$$  (57)

The factors at the left-hand side of (57) are the result of a parametric exponentiation of the generators of the Heisenberg–Weyl algebra. In turn, the element at the right-hand side is the exponentiated form of the operator $\alpha a^\dagger - \alpha^* a$, which is also a member of the algebra. Notably, all the exponentiated forms included in (57) are elements of the Heisenberg–Weyl group, with $\exp(\alpha a^\dagger - \alpha^* a)$ the result of multiplying the group basis elements properly parameterized. Comparing with (37) we find the origin of the displacement operator $D(\alpha)$. On the other hand, expression (57) is a disentangling formula [197–199] that permits the factorization of $D(\alpha)$ into a normally ordered form, see Eq. (12). The factorization in antinormal-order is also feasible [197–199]. As the zero-photon state $|0\rangle$ is annihilated by $a$,
it is immediate to see that the action of the group-element \( \exp(-\alpha^*a) \) leaves \( |0\rangle \) invariant. Hence \( |0\rangle \) is called fiducial state with respect to \( \exp(-\alpha^*a) \) [200–204]. The above results can be abridged by saying that the Heisenberg–Weyl algebra rules the dynamics of the quantum harmonic oscillator, and that the basis elements of the related Lie group define a mechanism to get the coherent state \( |\alpha\rangle \), with the vacuum \( |0\rangle \) as fiducial state. Then we have at hand a recipe to generalize the notion of coherent states for which the symmetric properties of the system under study are relevant. It is just required the identification of the dynamical group that defines the properties of the system we are interested in, as well as the related fiducial state [200–204].

### 4.1 The Versatile Representations of \( SU(1, 1) \) and \( SU(2) \) Lie Groups

To give an example let us consider the operators \( K_\pm \) and \( K_0 \) that satisfy the commutation relations

\[
[K_-, K_+] = 2\sigma_\pm K_0, \quad [K_0, K_\pm] = \pm K_\pm, \quad \sigma_\pm = \pm 1,
\]

as well as the operator

\[
K^2 = K_0^2 - \sigma_{\pm}^{1/2} (K_+ K_- + K_- K_+),
\]

which satisfies \([K^2, K_\pm] = [K^2, K_0] = 0\). The above expressions correspond to the \( su(1, 1) \) Lie algebra for \( \sigma_+ \), and to the \( su(2) \) Lie algebra for \( \sigma_- \), with \( K^2 \) the Casimir operator. The normal order disentangling formula is in this case as follows [198]:

\[
e^{A_+ K_+} e^{(\ln A_0) K_0} e^{A_- K_-} = e^{a_+ K_+ + a_0 K_0 + a_- K_-},
\]

with

\[
A_\pm = \frac{a_\pm \sinh \phi}{\phi \sqrt{A_0}}, \quad A_0 = \frac{1}{\cosh \phi - \frac{a_0 \sinh \phi}{2\phi}}, \quad \phi = \left[ \frac{a_0^2}{4} - \sigma_{\pm} a_+ a_- \right]^{1/2}.
\]

For the \( su(1, 1) \) Lie algebra we have two immediate bosonic representations. Namely, the single-mode one

\[
K_+ = \frac{1}{2} (a^\dagger)^2, \quad K_- = \frac{1}{2} a^2, \quad K_0 = \frac{1}{2} \left( a^\dagger a + \frac{1}{2} \right),
\]

\[
A_\pm = \frac{a_\pm \sinh \phi}{\phi \sqrt{A_0}}, \quad A_0 = \frac{1}{\cosh \phi - \frac{a_0 \sinh \phi}{2\phi}}, \quad \phi = \left[ \frac{a_0^2}{4} - \sigma_{\pm} a_+ a_- \right]^{1/2}.
\]

For the \( su(1, 1) \) Lie algebra we have two immediate bosonic representations. Namely, the single-mode one

\[
K_+ = \frac{1}{2} (a^\dagger)^2, \quad K_- = \frac{1}{2} a^2, \quad K_0 = \frac{1}{2} \left( a^\dagger a + \frac{1}{2} \right),
\]

\[
A_\pm = \frac{a_\pm \sinh \phi}{\phi \sqrt{A_0}}, \quad A_0 = \frac{1}{\cosh \phi - \frac{a_0 \sinh \phi}{2\phi}}, \quad \phi = \left[ \frac{a_0^2}{4} - \sigma_{\pm} a_+ a_- \right]^{1/2}.
\]
and the two-mode representation

\[ K_+ = a^\dagger b^\dagger, \quad K_- = ab, \quad K_0 = \frac{1}{2} \left( (a^\dagger a + b^\dagger b + 1) \right), \]

(62)

where \([a, a^\dagger] = [b, b^\dagger] = 1, [a, b^\dagger] = 0\), etc.

### 4.1.1 Vacuum Squeezed States

From (60) and (61), with \(a_0 = 0, a_+ = \xi = -a_-^\ast, \) and \(\xi = re^{i\varphi} \in \mathbb{C}\), we obtain a new operator \(S_s(\xi) = \exp[\xi(a^\dagger)^2 - \xi^*a^2]/2\) [21, 22] such that

\[ |\xi_s\rangle := S_s(\xi)|0\rangle = \frac{1}{\sqrt{\cosh r}} \sum_{n=0}^{\infty} \frac{e^{in\varphi} \tanh r}{2^n n!} \sqrt{(2n)!} |2n\rangle. \]

(63)

The superposition \(|\xi_s\rangle\) is known as the vacuum squeezed state [34] (see also [41–43]). The first antecedents of these states can be found in the paper of Kennard [130], and those of Infeld and Plebánski [134–137]. Noticeably, Cachill and Glauber used a mixed state prepared with even number states \(|2n\rangle\langle2n|\) to explore a class of displaced thermal states [13, Ch. 10]. The pure state \(|\xi_s\rangle\langle\xi_s|\) includes populations \(|2n\rangle\langle2n|\) as well as coherences \(|2n\rangle\langle2m|\), \(n \neq m\), and the former may share some properties with the Cachill–Glauber states since it corresponds to the “classical” part of the vacuum squeezed state (63).

On the other hand, it may be proved that the Mandel parameter (30) is in this case \(Q_M = 2\langle\hat{n}\rangle + 1 = 2 \sinh^2 r + 1\), and that the variances (evaluated with arbitrary \(\varphi\)) are parameterized by the modulus of \(\xi\) as follows \((\Delta \hat{x}_1)^2 = e^{2r}/2, (\Delta \hat{x}_2)^2 = e^{-2r}/2\). Clearly, although \(\hat{x}_1\) is stretched at the time that \(\hat{x}_2\) is squeezed, the related uncertainty is minimized. The roles are interchanged for other values of \(\varphi\). From (31) we also see that \(g^{(2)} = 3 + 1/\sinh^2 r\). Therefore, as \(g^{(2)} > 3\), the vacuum squeezed state \(|\xi_s\rangle\) is nonclassical. The latter is enforced by noticing that \(Q_M > 1\). Of course, \(r = 0\) is forbidden to evaluate either \(g^{(2)}\) or \(Q_M\) since this produces the vacuum state \(|\xi_s\rangle = 0\). Additionally, the state \(|\xi_s\rangle\) is temporally stable \(|\xi_s(t)\rangle = e^{-i\omega t/2}|\xi e^{-2i\omega t}\rangle\). On the other hand, the expectation value \(\langle a^2\rangle = \sinh(2r)e^{i\varphi}/2\) leads to the probability \(|\langle a^2\rangle|^2 = \sinh^2(2r)/4\) that two photons have been detected at the same space point by preserving the field state. This probability is always different from zero and increases with the mean number of photons.

### 4.1.2 Even and Odd Coherent States

Remarkably, Dodonov et al. introduced in 1974 a pair of states \(|\alpha_\pm\rangle\), called even and odd coherent states [44], which include (63) as the even case \(|\alpha_+\rangle\). These states result from the superpositions.
\[ |\alpha_\pm\rangle = \left[ 2 \left( 1 \pm e^{-2|\alpha|^2} \right) \right]^{-1/2} (|\alpha\rangle \pm |-\alpha\rangle). \]  

(64)

The properties of \(|\alpha_\pm\rangle\) can be consulted in the review by Man’ko [56, Ch. 4]. For historical details about general squeezed states see the pretty review prepared by Dodonov and Man’ko [56, Ch. 1].

### 4.1.3 Squeezed Coherent States

Applying the displacement operator \(D(\alpha)\) on \(|\xi_s\rangle\) we obtain the squeezed coherent state \(|\alpha, \xi_s\rangle = D(\alpha)S_s(\xi)|0\rangle\) [25, 42], which produces the same variances as \(|\xi_s\rangle\), with a modification in the expected number of photons \(\langle \hat{n} \rangle = |\alpha|^2 + \sinh^2 r\). Thus, the displacement produced by \(D(\alpha)\) does not modify the squeezing properties. However, depending on the combination of \(\alpha\) and \(r\), the Mandel parameter \(Q_M\) can be negative and \(g^{(2)} \leq 1\) as well. In other words, for such values of \((r, \alpha)\) the states \(|\alpha, \xi_s\rangle\) are very close in properties to the number states \(|n \geq 1\rangle\).

### 4.1.4 Two-Mode Squeezed States

If we now use (60) and (62) with the same parameters \(a_0, a_\pm\) as before, the action of the resulting operator \(S_{two}(\xi) = \exp(\xi a^\dagger b^\dagger - \xi^* a b)\) on the two-mode vacuum state \(|0, 0\rangle\) produces [205, 206]:

\[ |\xi_{\text{two}}\rangle = \frac{1}{\cosh r} \sum_{n=0}^{\infty} e^{in\phi} \tanh r |n, n\rangle. \]  

(65)

The mean number of photons in any mode is the same \(\langle \hat{n}_a \rangle = \langle \hat{n}_b \rangle = \sinh^2 r\), with correlation between modes defined by \(\langle ab \rangle = \sinh(2r)e^{i\phi}/2\) and \(\langle a^\dagger b \rangle = 0\). Besides \(\langle a^2 \rangle = \langle b^2 \rangle = 0\), and \(\langle a \rangle = \langle b \rangle = 0\). The latter means that detection of only one photon, no matter the mode, is forbidden. Indeed, as \(|\langle a \rangle|^2 = |\langle b \rangle|^2 = 0\), we see that the state of the field is inevitably changed to an orthogonal configuration after detecting a single photon! The same holds for the probabilities \(|\langle a^2 \rangle|^2 = |\langle b^2 \rangle|^2 = 0\), so the field is changed to an orthogonal configuration after detecting two photons of the same mode. The situation is different for the square modulus of the correlation \(|\langle ab \rangle|^2 = \sinh^2(2r)/4\), which means that only detections of one photon in a given mode AND one photon in the complementary mode are allowed. These properties are such that the modes \(a\) and \(b\) themselves are not squeezed, and suggest the symmetrization \((a \pm b)/\sqrt{2}\) to obtain the properly defined quadratures (a 50–50 beam splitter is useful in this subject [52, Ch. 3.2]). Then, it may be shown that the squeezing operator \(S_{\text{two}}(\xi)\) can be factorized as the product of two-single
mode squeezing operators. It is also possible to define two-mode squeezed coherent states $|\alpha, \beta, \xi\rangle = D(\alpha)D(\beta)S_{tw}(\xi)|0, 0\rangle$. Additional properties of these states can be consulted in the book by Agarwal [52].

5 Generalized Coherent States

The bare essentials of coherent states can be expressed as a linear superposition

$$|\alpha_{CS}\rangle = \sum_{k \in I} f_n(\alpha)|\psi_n\rangle, \quad \alpha \in \mathbb{C},$$

(66)

where the vectors $|\psi_n\rangle$ generate a (separable) Hilbert space $\mathcal{H}$ (R.J. Glauber, private communication, Cocoyoc, Mexico, 1994), $I \subseteq \mathbb{R}$ is an appropriate set of indices, and $f_n(\alpha)$ is a set of analytical functions permitting normalization. The superposition (66) must exhibit some specific properties that are determined by the “user” with basis on either the phenomenology under study or theoretical arguments.

Although the Klauder–Glauber–Sudarshan states (32) are the only superpositions that posses all the properties (A), (B), (I)–(III), and many other, the term coherent states (CS) has been used for a wide class of mathematical objects over the years. Nowadays, the overcomplete bases of states constructed to include at least one of the properties discussed in Sect. 3.3 are called generalized coherent states. The most valuable profile of the latter is that they can be studied for many systems in terms of the definition leading to the desirable result. For instance, the generalized CS studied by Barut and Girardello [207] and by Perelomov [200–202] are respectively based on properties (A) and (II) of the KGS-states. Property (III) is incidentally found as a secondary result for some special systems. Indeed, besides the Schrödinger [123], Kennard [130], Schiff [122], Husimi [131, 132], and Saxon [120] contributions, the construction of wave packets addressed to minimize the uncertainty relation of a pair of observables has been rarely reported in the literature. An exception is represented by the Nieto’s results [141–146]. Of course, we have in mind that squeezed states can be considered as deformations of generalized CS for which the quadratures are not equal but minimize the related uncertainty. Klauder, for instance, constructed generalized CS for the hydrogen atom [194] such that they have temporal estimation (i.e., they satisfy property I), are normalized and parametrized continuously, like it is defined in Eq. (66), and admit a resolution of unity with a positive measure (a fundamental property of the KGS-states proved in advance by Klauder himself [115, 116]). Thus, as a basis to construct his states for the hydrogen atom, Klauder used the concept of “coherent state” introduced in his compilation book, signed together with Skagerstam [208]. Further improvements were given in [209]. Additional generalizations have been discussed in, e.g., [210–212].

As a general rule, it is expected that the set $\{|\alpha_{CS}\rangle\}$ forms an overcomplete basis of the corresponding Hilbert space $\mathcal{H}$. In turn, the superpositions $|\alpha_{CS}\rangle$ are wished to be temporally stable.
5.1 Generalized Oscillator Algebras

The deformed oscillator (or boson) algebras can be encoded in a global symbolic expression that facilitates their study. One of the advantages of working in symbolic form is that the related nonlinear coherent states can be written in the same mathematical context [107]. The main idea is to consider (66) with

\[ f_n(\alpha) = \frac{\alpha^n}{\sqrt{E(n)!}}, \quad E(n)! = E(1)E(2) \cdots E(n), \quad E(0)! := 1, \]

where \( E \) is a nonnegative function, \( \mathcal{I} = \{0, 1, 2, \ldots \} \), and \( |\psi_n\rangle \equiv |n\rangle \forall n \in \mathcal{I} \). The normalization requires

\[ \mathcal{N}_E(|\alpha|) = \left[ \sum_{n=0}^{\infty} \frac{|\alpha|^{2n}}{E(n)!} \right]^{-1/2} \]

(68)

to be finite, so that not any \( E \) and \( |\alpha| \) are allowed. Assuming \( E \) and \( \alpha \) properly chosen, the normalized vectors \( |\alpha_{CS}\rangle_N = \mathcal{N}_E(\alpha)|\alpha_{CS}\rangle \) satisfy the closure relation

\[ \mathbb{I} = \int |\alpha_{CS}\rangle_N \langle \alpha_{CS}| d\sigma_E(\alpha); \quad d\sigma_E(\alpha) = \frac{d^2\alpha}{\pi} \Lambda_E\left(|\alpha|^2\right), \]

(69)

with \( \Lambda_E(\alpha) \) an additional function to be determined such that

\[ \int_0^{\infty} \Lambda_E(x)x^n dx = E(n)!, \quad \alpha = re^{i\theta}, \quad x = r^2. \]

(70)

After the change \( b \rightarrow m - 1 \), integral equation (70) coincides with the Mellin transform [213] of \( \Lambda_E(x) \). The simplest form to obtain (67) is by a modification of the oscillator algebra that preserves the number operator \( \hat{n} \) but changes the ladder operators, now written \( a_E \) and \( a_E^\dagger \), as the set of generators. That is, one has

\[ [\hat{n}, a_E] = -a_E, \quad [\hat{n}, a_E^\dagger] = a_E^\dagger, \]

(71)

so that the product \( a_E^\dagger a_E \) preserves the number of quanta provided it is equal to the function \( E(\hat{n}) \). Equivalently, \( a_E a_E^\dagger = E(\hat{n} + 1) \), so that \( a_E |n\rangle = \sqrt{E(n)!} |n - 1\rangle \), \( a_E^\dagger |n\rangle = \sqrt{E(n + 1)!} |n + 1\rangle \), and

\[ [a_E, a_E^\dagger] - E(\hat{n} + 1) = E(\hat{n}). \]

As the vacuum state \( |0\rangle \) does not contain quanta we shall assume \( E(0) = 0 \) in order to have a bounded from below annihilation operator \( a_E |0\rangle = 0 \). It is say that any system obeying the new algebra is a generalized oscillator. It may be shown that
when the function $E(n)$ is a real polynomial of degree $\ell \geq 1$, the determination of the measure (70) is reduced to a moment problem that is solved by the Meijer G-function [107]. This property automatically defines the delta distribution as the $P$-representation of the generalized CS $|\alpha_{CS}\rangle_N$ so defined. Then, in principle, there must be a classical analogy for them. However, in [107] it has been shown that they exhibit properties like antibunching and that they lack second-order coherence. That is, although they are $P$-represented by a delta function, they are not fully coherent. Therefore, the systems associated with the generalized oscillator algebras cannot be considered “classical” in the context of the quantum theory of optical coherence. Examples include the $f$-oscillators of Man’ko and co-workers [62], $q$-deformed oscillators [58, 59, 214], deformed photon phenomenology [60], the $su(1, 1)$ oscillators applied to the study of the Jaynes-Cummings model [215] for intensity dependent interactions [216, 217] as well as the supersymmetric and nonlinear models [61, 62, 75–82, 86–108].

5.2 Position-Dependent Mass Systems and Quantum-Classical Analogies

The problem of calculating the energies of quantum systems endowed with position-dependent mass $m(x)$ has been a subject of increasing interest in recent years [218–246]. This model represents an interface between theoretical and applied physics, with analogies in geometric optics where the position dependent refractive index can be interpreted as a variable mass [247]. Its main characteristic is that the conventional expression for the kinetic term $\frac{\hat{p}^2}{2m}$ is not self-adjoint [218, 219], so that the Hermiticity of the Hamiltonian is a part of the problem if the mass is not a constant. Nevertheless, different generalized CS have been constructed [248–256]. The above is remarkable since well-known quantum-classical analogies [38, 40, 247, 257–259] can be exploited to test quantum-theoretical predictions in the laboratory. That is, although we nowadays have at hand precise forms to produce single photons on demand (see, e.g., [260–262] and the review paper [263]), relevant information is accessible from the optical analogies of quantum behavior [257, 259]. A first example is offered by the propagation of signals in optical waveguides [264], which can be used to test important predictions dealing with quantum resonances and leaky electromagnetic modes [265, 266], solitons [267, 268], and supersymmetry [269, 270]. Another example arises by recalling that classic optics includes an uncertainty relation between position and momentum, with Planck’s constant $\hbar$ replaced by the light wave length $\lambda$ [257]. The latter analogies connect, as we have seen, Gaussian light beams with fully coherent states. However, it may be also useful in the study of multilevel quantum systems [271]. Of course, the studies on the propagation of optical beams in parabolic [170–172] and Kerr [173–176] media include a refractive index with special properties that can be expressed as a concrete parametrization of the quantum states of light. On
the other hand, quantum field theory in curved space-time also permits classical
analogies [259], so that Hawking radiation can be studied in nonlinear Kerr media
(including the analysis of the vacuum state for a star collapsing to a black hole which
leads to the controversial effect named after Unruh [272–275]). At the moment, the
analogies of Hawking radiation seem to be feasible [276–278].

5.3 Two Faces of the Same Coin

Considering the above remarks, it must be clear that squeezed and coherent states
can be treated as different faces of a superposition $|\alpha_{CS}\rangle$ that minimizes the
uncertainty of the appropriate quadratures. Indeed, they appear at different times
when repeated measurements are made on a system [279], in the context of quantum
nondemolition measurements [35–37] required to detect gravitational waves [38–
40], where the expression "squeezed state" was coined [34] (see also [280–282]).
Applications include quantum gravity [283], gauge field theory [284–287], and
Yang–Mills theory [288]. Addressed to the interest on Rydberg atoms [193, 289],
the generalized CS [290–293] are also relevant in manipulating atom–photon inter-
actions [193, 294–297]. Special properties are revealed in the Jaynes–Cummings
model [298–301], and for dynamical systems ruled by either the $su(1, 1)$ or the
$su(2)$ Lie algebras [256, 302–309]. The coherent states can be entangled [310–313],
superposed [44–47, 314], and constructed for non-Hermitian operators [86, 87, 315]
in terms of either a bi-orthogonal basis [84, 86, 87, 316] or noncommutative spaces
[312, 317, 318], for which nonclassical properties can be found [87, 107, 319, 320].
They have been also associated with super algebraic structures [313, 321–325],
nonlinear oscillators [326–328], and solvable models [329–341].

6 Conclusion

I have revisited the profiles of coherent and squeezed states that, in my opinion, have
been overpassed in other works of the same nature and subject. The efforts have
been addressed to clarify the main concepts and notions, including some passages
of the history of science, with the aim of facilitating the subject for nonspecialists.
In this sense, the present work must be treated as complementary to the reviews
already reported by other authors. Clearly, it is not possible to scan all the literature
on the matter so that, by necessity, any review is an incomplete work. The papers
included in the references cannot cover all the relevant contributions on the matter,
so the bibliography is, after all, the imperfect selection of the author. I apologize
for the missed fundamental references as well as for the imprecise quotations (if
any). I would conclude the work by addressing the readers attention to the books by
Mandel and Wolf [6], Klauder and Sudarshan [117], Glauber [13], Perelomov [202],
Ali et al. [212], Dodonov and Man’ko [56], Combescure and Robert [160], Agarwal
218 O. Rosas-Ortiz

[52], Schuch [179], and Gazeau [342]. The reviews of Gilmore [203], Walls [41], Loudon and Knight [42], Fonda et al. [210], Zhang et al. [204], and Ali et al. [211] are also terrific to initiate the study of the subject.
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1 Introduction

Spectral zeta functions associated with eigenvalue problems of (partial) differential operators are of relevance in a wide array of topics \[3–8, 10, 11, 16, 18, 25, 26, 28\]. As an example consider the Dirichlet boundary value problem

\[-\Delta_D f = -f'' , \quad f(0) = f(1) = 0, \quad (1.1)\]

where \(-\Delta_D\) denotes the Dirichlet Laplacian in the Hilbert space \(L^2((0, 1); dx)\) (cf. (2.12)), with purely discrete and simple spectrum,

\[\sigma(-\Delta_D) = \{\lambda_k = (k\pi)^2\}_{k \in \mathbb{N}}. \quad (1.2)\]

In particular, the spectral zeta function associated with \(-\Delta_D\),

\[\zeta(z; -\Delta_D) = \sum_{k \in \mathbb{N}} \lambda_k^{-z} = \pi^{-2z}\zeta(2z), \quad \text{Re}(z) > 1/2, \quad (1.3)\]

is basically given by the Riemann zeta function

\[\zeta(z) = \sum_{k \in \mathbb{N}} k^{-z}, \quad \text{Re}(z) > 1. \quad (1.4)\]

This elementary and well-known observation identifies the Riemann zeta function as a spectral zeta function and hence spectral theoretic techniques for their analysis can be applied to it. This is the perspective taken in this article. In Sect. 2 we briefly review representations for spectral zeta functions as derived in [13] and we apply them to the zeta function of Riemann. New integral representations for the Riemann zeta function are found and the well-known properties, namely values at even negative and positive integers are easily reproduced. In addition, we derive new representations for the value of the Riemann zeta function at positive odd integers. Typical examples we derive are

\[\zeta(z) = \sin(\pi z/2)\pi^{z-1} \int_0^\infty ds \, s^{-z} [\coth(s) - \coth_n(s)], \quad (1.5)\]

where

\[\coth_0(z) = \frac{1}{z}, \quad z \in \mathbb{C}\setminus\{0\}, \quad \text{coth}_n(z) = \frac{1}{z} + \sum_{k=1}^n \frac{2^{2k} B_{2k}}{(2k)!} z^{2k-1}, \quad z \in \mathbb{C}\setminus\{0\}, \quad n \in \mathbb{N}, \quad (1.6)\]
with $B_m$ the Bernoulli numbers (cf. (A.30)–(A.33)), implying

$$
\zeta(3) = -\pi^2 \int_0^\infty ds \, s^{-3} [\coth(s) - (1/s) - (s/3)],
$$

(1.7)

$$
\zeta(5) = \pi^4 \int_0^\infty ds \, s^{-5} \left[ \coth(s) - (1/s) - (s/3) + (s^3/45) \right],
$$

(1.8)

$$
\zeta(7) = -\pi^6 \int_0^\infty ds \, s^{-7} \left[ \coth(s) - (1/s) - (s/3) + (s^3/45) - (2s^5/945) \right],
$$

(1.9)

etc.

Finally, the Appendix summarizes known results about the Riemann zeta function putting the results we found in some perspective.

### 2 Computing Traces and the Riemann $\zeta$-Function

After a brief discussion of spectral zeta functions associated with self-adjoint operators with purely discrete spectra, we turn to applications of spectral trace formulas to the Riemann zeta function.

We start by following the recent paper [13] and briefly discuss spectral $\zeta$-functions of self-adjoint operators $S$ with a trace class resolvent (and hence a purely discrete spectrum).

Below we will employ the following notational conventions: A separable, complex Hilbert space is denoted by $\mathcal{H}$, $I_\mathcal{H}$ represents the identity operator in $\mathcal{H}$; the resolvent set and spectrum of a closed operator $T$ in $\mathcal{H}$ are abbreviated by $\rho(T)$ and $\sigma(T)$, respectively; the Banach space of trace class operators on $\mathcal{H}$ is denoted by $B_1(\mathcal{H})$, and the trace of a trace class operator $A \in B_1(\mathcal{H})$ is abbreviated by $\text{tr}_\mathcal{H}(A)$.

**Hypothesis 2.1** Suppose $S$ is a self-adjoint operator in $\mathcal{H}$, bounded from below, satisfying

$$
(S - zI_\mathcal{H})^{-1} \in B_1(\mathcal{H})
$$

(2.2)

for some (and hence for all) $z \in \rho(S)$. We denote the spectrum of $S$ by $\sigma(S) = \{\lambda_j\}_{j \in J}$ (with $J \subset \mathbb{Z}$ an appropriate index set), with every eigenvalue repeated according to its multiplicity.

Given Hypothesis 2.1, the spectral zeta function of $S$ is then defined by

$$
\zeta(z; S) = \sum_{\substack{j \in J \\lambda_j \neq 0}} \lambda_j^{-z}
$$

(2.3)

for $\text{Re}(z) > 0$ sufficiently large such that (2.3) converges absolutely.
Next, let $P(0; S)$ be the spectral projection of $S$ corresponding to the eigenvalue $0$ and denote by $m(\lambda_0; S)$ the multiplicity of the eigenvalue $\lambda_0$ of $S$, in particular,

$$m(0; S) = \dim(\ker(S)). \quad (2.4)$$

In addition, we introduce the simple contour $\gamma$ encircling $\sigma(S) \setminus \{0\}$ in a counterclockwise manner so as to dip under (and hence avoid) the point 0 (cf. Fig. 1). In fact, following [20] (see also [19]), we will henceforth choose as the branch cut of $w^{-z}$ the ray

$$R_\theta = \{ w = te^{i\theta} \mid t \in [0, \infty) \} \quad \theta \in (\pi/2, \pi), \quad (2.5)$$

and note that the contour $\gamma$ avoids any contact with $R_\theta$ (cf. Fig. 1).

**Lemma 2.6** In addition to Hypothesis 2.1 and the counterclockwise oriented contour $\gamma$ just described (cf. Fig. 1), suppose that $|\text{tr}_H((S-zI_H)^{-1}[I_H-P(0; S)])|$ is polynomially bounded with respect to $z$ on $\gamma$. Then

$$\zeta(z; S) = -(2\pi i)^{-1} \oint_\gamma dw \ w^{-z} \left[ \text{tr}_H((S-wI_H)^{-1}) + w^{-1}m(0; S) \right] \quad (2.7)$$

for $\text{Re}(z) > 0$ sufficiently large.
We note in passing that one could also use a semigroup approach via
\[
\zeta(z; S) = \Gamma(z)^{-1} \int_0^\infty dt \ t^{z-1} \tr \left( e^{-tS} \left[ I_H - P(0; S) \right] \right)
\]
(2.8)

for \( \text{Re}(z) > 0 \) sufficiently large.

It is natural to continue the computation leading to (2.7) and now deform the contour \( \gamma \) so as to “hug” the branch cut \( R_\theta \), but this requires the right asymptotic behavior of \( \tr \left( (S - wI) \left[ I_H - P(0; S) \right] \right) \) as \( |w| \to \infty \) as well as \( |w| \to 0 \).

This applies, in particular, to cases where \( S \) is strictly positive and one thus chooses the branch cut along the negative axis, that is, it employs the cut \( R_\pi \), where

\[
R_\pi = (-\infty, 0],
\]

(2.9)

and choosing the contour \( \gamma \) to encircle \( R_\pi \) clockwise. This renders (2.7) into the following expression:

\[
\zeta(z; S) = \frac{\sin(\pi z)}{\pi} \int_0^\infty dt \ t^{-z} \tr \left( (S + tI_H)^{-1} \right)
\]

(2.10)

employing the fact,

\[
S^{-z} = \frac{\sin(\pi z)}{\pi} \int_0^\infty dt \ t^{-z} (S + tI_H)^{-1}, \quad \text{Re}(z) \in (0, 1),
\]

(2.11)

whenever \( S \geq 0 \) in \( \mathcal{H} \), with \( \ker(S) = \{0\} \) (see, e.g., [15, Proposition 3.2.1 d])).

**Note** While (2.11) is rigorous, the manipulations in (2.10) are formal and subject to appropriate convergence and trace class hypotheses which will affect the possible range of \( \text{Re}(z) \).

These hypotheses are easily shown to be satisfied when discussing the one-dimensional Dirichlet Laplacian \(-\Delta_D\) in \( L^2((0, 1); dx)\),

\[
-\Delta_D = -\frac{d^2}{dx^2},
\]

\[
\text{dom}(-\Delta_D) = \left\{ u \in L^2((0, 1); dx) \mid u, u' \in AC_{loc}([0, 1]); \ u(0) = 0 = u(1); \ u'' \in L^2((0, 1); dx) \right\}
\]

(2.12)

(here \( AC([0, 1]) \) denotes the set of absolutely continuous functions on \([0, 1])\).
Recalling Riemann’s celebrated zeta function (see the Appendix for more details),
\[
\zeta(z) = \sum_{k \in \mathbb{N}} k^{-z}, \quad z \in \mathbb{C}, \ \text{Re}(z) > 1.
\] (2.13)
we start with the following result.

**Lemma 2.14** Let \( \text{Re}(z) \in (1, 2) \), then
\[
\zeta(z) = \sin(\pi z/2)\pi^{z-1} \int_{0}^{\infty} ds \ s^{-z-1} [s \coth(s) - 1].
\] (2.15)

**Proof** Since the eigenvalue problem for \(-\Delta_D\) reads
\[
-\Delta_D u_k = \lambda_k u_k, \quad k \in \mathbb{N},
\] (2.16)
with
\[
u_k(x) = 2^{1/2} \sin(k \pi x), \quad \| u_k \|_{L^2((0,1); dx)} = 1, \quad \lambda_k = (\pi k)^2, \quad k \in \mathbb{N},
\] (2.17)
and all eigenvalues \( \lambda_k, k \in \mathbb{N}, \) are simple, (2.10) works as long as \( \text{Re}(z) \in ((1/2), 1) \) and one obtains (see also [7, p. 94])
\[
\zeta(z; -\Delta_D) = \text{tr}_{L^2((0,1); dx)} \left((-\Delta_D)^{-z}\right) = \sum_{k \in \mathbb{N}} (\pi k)^{-2z} = \pi^{-2z} \zeta(2z)
\] (2.18)
Here we used
\[
(-\Delta_D - zI)_{L^2((0,1); dx)}^{-1}(z, x, x') = \frac{1}{z^{1/2} \sin(z^{1/2})} \begin{cases} \sin(z^{1/2}x) \sin(z^{1/2}(1 - x')), & 0 \leq x \leq x' \leq 1, \\ \sin(z^{1/2}x') \sin(z^{1/2}(1 - x)), & 0 \leq x' \leq x \leq 1, \end{cases}
\] (2.19)
\( z \in \mathbb{C}\setminus\{\pi^2 k^2\}_{k \in \mathbb{N}}.\)
and [14, 2.4254]

\[
\int_0^x \, dt \, \sinh(at + b) \sinh(at + c) = -\left(\frac{x}{2}\right) \cosh(b - c) + (4a)^{-1} \sinh(2ax + b + c) + C, \quad a \neq 0.
\]

(2.20)

Since

\[
\left[ t^{1/2} \coth \left( t^{1/2} \right) - 1 \right] = \begin{cases} O(t), & t \downarrow 0, \\ O(t^{1/2}), & t \uparrow \infty, \end{cases}
\]

(2.21)

(2.18) is well-defined for \( \text{Re}(z) \in ((1/2), 1) \). Thus, the elementary change of variables \( t = s^2 \) yields (2.15).

**Remark 2.22** Representation (2.15) is suitable to observe the well-known properties

\[
\zeta(0) = -\frac{1}{2}, \quad \zeta(-2n) = 0, \quad n \in \mathbb{N}.
\]

(2.23)

To this end, one notes that the restriction \( \text{Re}(z) > 1 \) results from the \( s \to \infty \) behavior of the integrand in (2.15). Explicitly, one has

\[
s \coth(s) - 1 = s \to \infty s - 1 + O(e^{-2s}),
\]

(2.24)

from which one infers that

\[
\zeta(z) = \sin(\pi z/2) \pi^{z-1} \int_1^\infty \, ds \, s^{-z-1} (s - 1) + E(z)
\]

\[
= \sin(\pi z/2) \pi^{z-1} \left[ \frac{1}{z - 1} - \frac{1}{z} \right] + E(z),
\]

(2.25)

where \( E(\cdot) \) is entire and

\[
E(-2n) = 0, \quad n \in \mathbb{N}_0.
\]

(2.26)

This immediately implies (2.23).

The values at positive even integers, \( \zeta(2m) \) for \( m \in \mathbb{N} \), are best obtained using representation (2.7); see Remark 2.41.

\[\diamondsuit\]

One can generalize (2.11) as follows:

\[
S^{-z} = \frac{\Gamma(m)}{\Gamma(n - z) \Gamma(m - n + z)} S^{m - n} \int_0^\infty \, dt \, t^{n-1-z} (S + t I_H)^{-m},
\]

(2.27)

\( \text{Re}(z) \in (n - m, n), \quad m, n \in \mathbb{N} \).
Formally, this now yields
\[ \zeta(z; S) = \frac{\Gamma(m)}{\Gamma(n - z) \Gamma(m - n + z)} \int_0^\infty dt \, t^{n-1-z} \text{tr}_\mathcal{H} \left( S^{m-n} (S + t I_\mathcal{H})^{-m} \right) \]
\[ = \text{tr}_\mathcal{H} \left( \frac{\Gamma(m)}{\Gamma(n - z) \Gamma(m - n + z)} S^{m-n} \int_0^\infty dt \, t^{n-1-z} (S + t I_\mathcal{H})^{-m} \right) \]
\[ = \text{tr}_\mathcal{H} \left( S^{-z} \right). \] (2.28)

The case \( m = n \) appears to be the simplest and yields
\[ \zeta(z; S) = \frac{\Gamma(n)}{\Gamma(n - z) \Gamma(z)} \int_0^\infty dt \, t^{n-1-z} \text{tr}_\mathcal{H} \left( (S + t I_\mathcal{H})^{-n} \right) \]
\[ = \text{tr}_\mathcal{H} \left( \frac{\Gamma(n)}{\Gamma(n - z) \Gamma(z)} \int_0^\infty dt \, t^{n-1-z} (S + t I_\mathcal{H})^{-n} \right) = \text{tr}_\mathcal{H} \left( S^{-z} \right). \] (2.29)

Note Again, (2.27) is rigorous, but (2.28), (2.29) are subject to “appropriate” convergence and trace class hypotheses.

For \(-\Delta_D\), (2.29) indeed works for \( n \in \mathbb{N} \) as long as \( \text{Re}(z) \in ((1/2), n) \) and one obtains
\[ \zeta(z; -\Delta_D) = \text{tr}_{L^2((0,1); dx)} \left( (-\Delta_D)^{-z} \right) = \sum_{k \in \mathbb{N}} (\pi k)^{-2z} = \pi^{-2z} \zeta(2z) \]
\[ = \frac{\Gamma(n)}{\Gamma(n - z) \Gamma(z)} \int_0^\infty dt \, t^{n-1-z} \text{tr}_{L^2((0,1); dx)} \left( (-\Delta_D + t I_{L^2((0,1); dx)})^{-n} \right). \] (2.30)

For \( n = 2 \) this includes \( z = 3/2 \) and hence leads to a formula for \( \zeta(3) \). However, we prefer an alternative approach based on [13, Theorem 3.4 (i)] that applies to \(-\Delta_D\) and yields the following results.

Lemma 2.31 Let \( \text{Re}(z) \in (1, 4) \), then
\[ \zeta(z) = \frac{\sin(\pi z/2)}{(2 - z)} \pi^{-1} \int_0^\infty ds \, s^{z-1} \left[ s \coth(s) + s^2 \sinh(s)^{-2} - 2 \right]. \] (2.32)

In particular,
\[ \zeta(2) = \frac{\pi^2}{2} \int_0^\infty ds \, s^{-3} \left[ s \coth(s) + s^2 \sinh(s)^{-2} - 2 \right] = \ldots = \pi^2/6, \] (2.33)
\[ \zeta(3) = \pi^2 \int_0^\infty ds \, s^{-4} \left[ s \coth(s) + s^2 \sinh(s)^{-2} - 2 \right]. \] (2.34)
Proof Employing [13, Theorem 3.4 (i)],
\[
\text{tr}_{L^2((0,1); dx)} \left( (-\Delta_D - zI_{L^2((0,1); dx)})^{-1} \right) = -(d/dz) \ln \left( z^{-1/2} \sin \left( z^{1/2} \right) \right), \quad z \in \mathbb{C} \setminus \{ \pi^2k^2 \}_{k \in \mathbb{N}}
\]
(2.35)
(see also (A.35)), one confirms that
\[
\zeta(2)/\pi^2 = \lim_{z \to 0} \sum_{k \in \mathbb{N}} (\pi^2k^2 - z)^{-1} = 1/6.
\]
(2.36)
Actually, setting \( z = -t \) in (2.35) yields
\[
\text{tr}_{L^2((0,1); dx)} \left( (-\Delta_D + tI_{L^2((0,1); dx)})^{-1} \right) = (d/dt) \ln \left( t^{-1/2} \sinh \left( t^{1/2} \right) \right)
\]
(2.37)
and hence confirms (2.18). Continuing that process, one notes that
\[
\text{tr}_{L^2((0,1); dx)} \left( (-\Delta_D + tI_{L^2((0,1); dx)})^{-2} \right) = -(d^2/dt^2) \ln \left( t^{-1/2} \sinh \left( t^{1/2} \right) \right)
\]
(2.38)
Insertion of (2.38) into (2.30) taking \( n = 2 \) then yields
\[
\zeta(z; -\Delta_D) = \text{tr}_{L^2((0,1); dx)} \left( (-\Delta_D)^{-z} \right) = \sum_{k \in \mathbb{N}} (\pi k)^{-2z} = \pi^{-2z} \zeta(2z)
\]
(2.39)
Since
\[
\left[ t^{1/2} \coth \left( t^{1/2} \right) + t \left[ \sinh \left( t^{1/2} \right) \right]^{-2} - 2 \right] = \begin{cases} O(t^2), & t \downarrow 0, \\ O(t^{1/2}), & t \uparrow \infty, \end{cases}
\]
(2.40)
(2.39) is well-defined for \( \text{Re}(z) \in ((1/2), 2) \). Thus, the elementary change of variables \( t = s^2 \) yields (2.32)–(2.34).
Remark 2.41 Employing (2.35) in (2.7), one finds the representation

$$
\zeta(z; -\Delta_D) = (2\pi i)^{-1} \oint_{\gamma} dw \, w^{-z} \frac{1 - w^{1/2} \cot (w^{1/2})}{2w},
$$

(2.42)

where the counterclockwise contour $\gamma$ can be chosen to consist of a circle $\gamma_{\epsilon}$ of radius $\epsilon < \pi$ and straight lines $\gamma_1$, respectively $\gamma_2$, just above, respectively just below, the negative $x$-axis. For $z = m$, $m \in \mathbb{N}$, contributions from $\gamma_1$ and $\gamma_2$ cancel each other and thus

$$
\zeta(m; -\Delta_D) = (2\pi i)^{-1} \oint_{\gamma_{\epsilon}} dw \, w^{-m} \frac{1 - w^{1/2} \cot (w^{1/2})}{2w}.
$$

(2.43)

This integral is easily computed using the residue theorem. From the Taylor series [14]

$$
1 - w^{1/2} \cot (w^{1/2}) = \sum_{k=1}^{\infty} \frac{2^{2k-1} |B_{2k}|}{(2k)!} w^{k-1}, \quad w \in \mathbb{C}, \quad 0 < |w| < \pi^2
$$

(2.44)

(with $B_m$ the Bernoulli numbers, cf. (A.30)–(A.33)), the relevant term is $k = m$ and

$$
\zeta(m; -\Delta_D) = \frac{2^{2m-1} |B_{2m}|}{(2m)!},
$$

(2.45)

implying Euler’s celebrated result,

$$
\zeta(2m) = \frac{2^{2m-1} \pi^{2m} |B_{2m}|}{(2m)!}, \quad m \in \mathbb{N}.
$$

(2.46)

This procedure works in a much more general context and allows for the computation of traces of powers of Sturm–Liouville operators in a straightforward fashion; this will be revisited elsewhere. \hfill \diamond

Remark 2.47 An elementary integration by parts of the term $s^{-2} \coth(s)$ in (2.33) indeed verifies once more that $\zeta(2) = \pi^2/6$. The same integration by parts in (2.34) fails to render the integral trivial (as it obviously should not be trivial). Indeed,

$$
\int_{\epsilon}^{R} ds \left\{ s^{-2} \coth(s) + s^{-1} [\sinh(s)]^{-2} - 2s^{-3} \right\}
$$

$$
= \int_{\epsilon}^{R} ds \left\{ - [(d/ds)s^{-1}] \coth(s) + s^{-1} [\sinh(s)]^{-2} - 2s^{-3} \right\}
$$

$$
= -s^{-1} \coth(s) \bigg|_{\epsilon}^{R} + \int_{\epsilon}^{R} ds (-2)s^{-3} \xrightarrow{\epsilon \downarrow 0, R \uparrow \infty} = \frac{1}{3}.
$$

(2.48)
Applying the same strategy to (2.34) yields
\[
\int_\varepsilon^R ds \left[ s^{-3} \coth(s) + s^{-2} [\sinh(s)]^{-2} - 2s^{-4} \right]
= \int_\varepsilon^R ds \left[ -(1/2) [(d/ds)s^{-2}] \coth(s) + s^{-2} [\sinh(s)]^{-2} - 2s^{-4} \right]
= -(1/2)s^{-2} \coth(s) \bigg|_{\varepsilon}^{R} + \int_\varepsilon^R ds \left[ (1/2)s^{-2} [\sinh(s)]^{-2} - 2s^{-4} \right],
\]
and hence the expected nontrivial integral. We note once more that
\[
\left[ s \coth(s) + s^2 [\sinh(s)]^{-2} - 2 \right] = O(s^4),
\]
rendering (2.34) well-defined.

The following alternative (though, equivalent) approach to \(\zeta(z)\) is perhaps a bit more streamlined.

**Theorem 2.51** Let \(n \in \mathbb{N}_0, 0 < \text{Re}(z) < 1\), and \(\text{Re}(2n + 2z) > 1\). Then
\[
\zeta(2n + 2z) = \frac{(-1)^n \pi^{2(n+z)}}{\Gamma(1-z) \Gamma(n+z)} \int_0^\infty dt \ t^{-z} \frac{d^n}{dt^n} \left[ (2t)^{-1/2} \coth(t^{1/2}) - 1 \right]
= \frac{(-1)^n 2^{-n} \pi^{2(n+z)}}{\Gamma(1-z) \Gamma(n+z)} \int_0^\infty ds \ s^{1-2z} \left( \frac{1}{s} \frac{d}{ds} \right)^n \left[ s^{-2} [s \coth(s) - 1] \right].
\]
In addition to \(\zeta(3)\) in (2.34) one thus obtains similarly,
\[
\zeta(5) = \frac{\pi^4}{3} \int_0^\infty ds \ s^{-6} \left[ 2s^3 \coth(s)[\sinh(s)]^{-2} + 3s^2[\sinh(s)]^{-2} + 3s \coth(s) - 8 \right],
\]
\[
\zeta(7) = \frac{\pi^6}{15} \int_0^\infty ds \ s^{-8} \left[ 4s^4[\coth(s)]^2[\sinh(s)]^{-2} + 2s^4[\sinh(s)]^{-4} + 12s^3 \coth(s)[\sinh(s)]^{-2} + 15s^2[\sinh(s)]^{-2} + 15s \coth(s) - 48 \right],
\]

\(\text{etc.}\)

1. The condition \(\text{Re}(2n + 2z) > 1\) takes effect only for \(n = 0\), that is, we assume \((1/2) < \text{Re}(z) < 1\) if \(n = 0\).
2. The second formula is mentioned since it appears to be advantageous (cf. (2.32)–(2.34)) to substitute \(t = s^2\) after one performs the \(n\) differentiations w.r.t. \(t\) in the 1st line of (2.52).
Proof Assume that \( n \in \mathbb{N}_0, 0 < \text{Re}(z) < 1 \), and \( \text{Re}(2n + 2z) > 1 \). Then,

\[
\int_0^\infty dt \, t^{-z} \frac{d^n}{dt^n} \left[ \text{tr}_{L^2((0,1);dx)} \left( (-\Delta_D + iI_L^2((0,1);dx))^{-1} \right) \right]
\]

\[
= \int_0^\infty dt \, t^{-z} \frac{d^n}{dt^n} \left[ (2t)^{-1} \left[ t^{1/2} \coth \left( t^{1/2} \right) - 1 \right] \right]
\]

\[
= \sum_{k \in \mathbb{N}} \int_0^\infty dt \, t^{-z} \frac{d^n}{dt^n} \left[ \left( \pi^2 k^2 + t \right)^{-1} \right]
\]

\[
= \sum_{k \in \mathbb{N}} \int_0^\infty dt \, \frac{t^{-z}(-1)^n n!}{\left( \pi^2 k^2 + t \right)^{n+1}}
\]

\[
= (-1)^n n! \sum_{k \in \mathbb{N}} \left( \pi^2 k^2 \right)^{-z-n} \int_0^\infty du \frac{u^{-z}}{(1 + u)^{n+1}}
\]

\[
= (-1)^n n! \pi^{-2(n+z)} \zeta(2(n + z)) \frac{\Gamma(1 - z) \Gamma(n + z)}{\Gamma(n + 1)}
\]

\[
= (-1)^n \pi^{-2(n+z)} \zeta(2(n + z)) \Gamma(1 - z) \Gamma(n + z), \quad (2.55)
\]

resulting in (2.52). (The condition \( (1/2) < \text{Re}(z) < 1 \) if \( n = 0 \) guarantees convergence of the sum over \( k \) in (2.55).)

Alternatively, one can attempt to analytically continue the equation

\[
\zeta(z) = \sin(\pi z/2)\pi^{z-1} \int_0^\infty ds \, s^{-z-1} \left[ s \coth(s) - 1 \right], \quad \text{Re}(z) \in (1, 2), \quad (2.56)
\]

to the region \( \text{Re}(z) \geq 2 \). For this purpose we first introduce

\[
\coth(z) = \frac{1}{z} + \sum_{k=1}^\infty \frac{2^k B_{2k}}{(2k)!} z^{2k-1}, \quad z \in \mathbb{C}, \ 0 < |z| < \pi, \quad (2.57)
\]

\[
\coth_0(z) = \frac{1}{z}, \quad z \in \mathbb{C} \setminus \{0\}, \quad (2.58)
\]

\[
\coth_n(z) = \frac{1}{z} + \sum_{k=1}^n \frac{2^k B_{2k}}{(2k)!} z^{2k-1}, \quad z \in \mathbb{C} \setminus \{0\}, \ n \in \mathbb{N}.
\]

**Theorem 2.59** Let \( n \in \mathbb{N}_0 \), then,

\[
\zeta(z) = \sin(\pi z/2)\pi^{z-1} \int_0^\infty ds \, s^{-z} \left[ \coth(s) - \coth_n(s) \right], \quad (2.60)
\]

\[
\text{Re}(z) \in (\max(1, 2n), 2n + 2).
\]
In particular,

\[
\zeta(3) = -\pi^2 \int_0^\infty ds \ s^{-3}[\coth(s) - \coth_1(s)] = -\pi^2 \int_0^\infty ds \ s^{-3}[\coth(s) - (1/s) - (s/3)],
\]

(2.61)

\[
\zeta(5) = \pi^4 \int_0^\infty ds \ s^{-5}[\coth(s) - \coth_2(s)] = \pi^4 \int_0^\infty ds \ s^{-5}[\coth(s) - (1/s) - (s/3) + (s^3/45)],
\]

(2.62)

\[
\zeta(7) = -\pi^6 \int_0^\infty ds \ s^{-7}[\coth(s) - \coth_3(s)] = -\pi^6 \int_0^\infty ds \ s^{-7}[\coth(s) - (1/s) - (s/3) + (s^3/45) - (2s^5/945)],
\]

etc.

(2.63)

Proof When trying to analytically continue (2.56) to the right, one notices that it is the small \( s \)-behavior of the integrand that invalidates this representation. We therefore split the integral at some point \( a > 0 \) and write

\[
\zeta(z) = \sin(\pi z/2)\pi^{z-1} \int_a^\infty ds \ s^{-z-1}[s \coth(s) - 1]
\]

\[
+ \sin(\pi z/2)\pi^{z-1} \int_0^a ds \ s^{-z-1}[s \coth(s) - 1],
\]

(2.64)

where the first integral is well-defined for \( \text{Re}(z) > 1 \), and the second for \( \text{Re}(z) < 2 \). In order to analytically continue the second integral to the right, one writes

\[
\int_0^a ds \ s^{-z-1}[s \coth(s) - 1] = \int_0^a ds \ s^{-z-1}\left[\coth(s) - 1 - \sum_{k=1}^n \frac{2^k B_{2k}}{(2k)!} s^{2k}\right]
\]

\[
+ \int_0^a ds \ s^{-z-1}\sum_{k=1}^n \frac{2^k B_{2k}s^{2k}}{(2k)!}
\]

\[
= \int_0^a ds \ s^{-z-1}\left[\coth(s) - 1 - \sum_{k=1}^n \frac{2^k B_{2k}s^{2k}}{(2k)!}\right]
\]
\begin{equation}
\sum_{n=1}^{\infty} \frac{2^{2k} B_{2k}}{(2k)!} \int_{0}^{a} ds \ s^{-z-1+2k} = \int_{0}^{a} ds \ s^{-z-1} \left[ s \coth(s) - 1 - \sum_{k=1}^{n} \frac{2^{2k} B_{2k}}{(2k)!} s^{2k} \right] + \sum_{k=1}^{n} \frac{2^{2k} B_{2k}}{(2k)!} \frac{a^{2k-z}}{2k-z}.
\end{equation}

(2.65)

valid for \( 1 < \text{Re}(z) < 2n + 2, \ z \notin \{2\ell\}_{1 \leq \ell \leq n} \).

In summary, up to this point we have shown that for \( 1 < \text{Re}(z) < 2n + 2, \ z \notin \{2\ell\}_{1 \leq \ell \leq n} \), and for \( a > 0 \), one has

\begin{align*}
\zeta(z) &= \sin(\pi z/2) \pi^{z-1} \left\{ \int_{a}^{\infty} ds \ s^{-z-1} [s \coth(s) - 1] + \int_{0}^{a} ds \ s^{-z-1} \left[ s \coth(s) - 1 - \sum_{k=1}^{n} \frac{2^{2k} B_{2k}}{(2k)!} s^{2k} \right] + \sum_{k=1}^{n} \frac{2^{2k} B_{2k}}{(2k)!} \frac{a^{2k-z}}{2k-z} \right\}.
\end{align*}

(2.66)

Restricting \( z \) to \( \text{Re}(z) \in (\max(1, 2n), 2n + 2) \) and performing the limit \( a \to \infty \) in (2.66), observing that the first and third terms on the right-hand side of (2.66) vanish in the limit, proves (2.60).

One notes that for \( z = 2n \) the first two lines in (2.66) as well as all terms \( k \neq n \) vanish and one confirms Euler’s celebrated formula

\begin{equation}
\zeta(2n) = \lim_{z \to 2n} \left[ \sin(\pi z/2) \pi^{z-1} \frac{2^{2n} B_{2n} \ a^{2n-z}}{(2n)!} \frac{a^{2n-z}}{2n-z} \right] = \frac{2^{2n-1} |B_{2n}| \pi^{2n}}{(2n)!}, \quad n \in \mathbb{N}.
\end{equation}

(2.67)

Finally, one can take these investigations one step further as follows. Introducing

\begin{align*}
F(z) &= \ln \left( z^{-1/2} \sinh \left( z^{1/2} \right) \right) = \sum_{k=1}^{\infty} \frac{2^{2k} B_{2k}}{2k(2k)!} z^{k}, \quad z \in \mathbb{C}, \ |z| < \pi, \\
F_{n}(z) &= \sum_{k=1}^{n} \frac{2^{2k} B_{2k}}{2k(2k)!} z^{k}, \quad z \in \mathbb{C}, \ n \in \mathbb{N},
\end{align*}

one can show the following result.

**Theorem 2.70** Let \( n \in \mathbb{N}_{0} \), then

\begin{equation}
\zeta(z) = (z/2) \pi^{z-1} \sin(\pi z/2) \int_{0}^{\infty} dt \ t^{-z/2-1} [F(t) - F_{n}(t)], \\
\text{Re}(z) \in (\max(1, 2n), 2n + 2).
\end{equation}

(2.71)
In particular,
\[
\zeta(3) = -3\pi^2 \int_0^\infty ds \ s^{-4} \left[ F(s^2) - F_1(s^2) \right] 
= -3\pi^2 \int_0^\infty ds \ s^{-4} \left[ \ln (s^{-1} \sinh(s)) - (s^2/6) \right],
\]
\[
(2.72)
\]
\[
\zeta(5) = 5\pi^4 \int_0^\infty ds \ s^{-6} \left[ F(s^2) - F_2(s^2) \right] 
= 5\pi^4 \int_0^\infty ds \ s^{-6} \left[ \ln (s^{-1} \sinh(s)) - (s^2/6) + (s^4/180) \right],
\]
\[
(2.73)
\]
\[
\zeta(7) = -7\pi^6 \int_0^\infty ds \ s^{-8} \left[ F(s^2) - F_3(s^2) \right] 
= -7\pi^6 \int_0^\infty ds \ s^{-8} \left[ \ln (s^{-1} \sinh(s)) - (s^2/6) + (s^4/180) - (s^6/2835) \right],
\]
\[
(2.74)
\]

**Proof** The computation
\[
F'(t) - F_n'(t) = \frac{1}{2t} \left[ \frac{1}{2} \coth \left( \frac{t^{1/2}}{2} \right) - 1 \right] - \frac{1}{2} \sum_{k=1}^n \frac{2^{2k} B_{2k}}{(2k)!} t^{k-1}
\]
\[
= \frac{1}{2t} \left[ \frac{1}{2} \coth \left( \frac{t^{1/2}}{2} \right) - \sum_{k=0}^n \frac{2^{2k} B_{2k}}{(2k)!} t^k \right]
\]
\[
= \frac{1}{2t} \left[ \frac{1}{2} \coth \left( \frac{t^{1/2}}{2} \right) - t^{1/2} \coth_n \left( \frac{t^{1/2}}{2} \right) \right], \quad t \geq 0,
\]
\[
(2.75)
\]
and (2.60) then show
\[
\zeta(z) = \sin(\pi z/2) \pi^{z-1} \int_0^\infty ds \ s^{-z} [\coth(s) - \coth_n(s)]
\]
\[
= \sin(\pi z/2) \pi^{z-1} \int_0^\infty dt \ t^{-z/2} [F'(t) - F_n'(t)]
\]
\[
= (z/2) \sin(\pi z/2) \pi^{z-1} \int_0^\infty dt \ t^{-z/2-1} [F(t) - F_n(t)],
\]
\[
(2.76)
\]
\[
\text{Re}(z) \in (\max(1, 2n), 2n + 2),
\]
after an integration by parts.
Acknowledgements  We are indebted to the anonymous referee for kindly bringing references [24] and [27] to our attention.

Klaus Kirsten was supported by the Baylor University Summer Sabbatical and Research Leave Program.

Appendix: Basic Formulas for the Riemann $\zeta$-Function

We present a number of formulas for $\zeta(z)$ and special values of $\zeta(\cdot)$. It goes without saying that no such collection can ever attempt at any degree of completeness, and certainly our compilation of formulas is no exception in this context.

Definition

$$\zeta(z) = \sum_{k \in \mathbb{N}} k^{-z}, \quad z \in \mathbb{C}, \, \text{Re}(z) > 1 \quad (A.1)$$

$$= \left[1 - 2^{-z}\right]^{-1} \sum_{k \in \mathbb{N}_0} (2k + 1)^{-z}, \quad \text{Re}(z) > 1, \quad [23, \text{p. 19}] \quad (A.2)$$

$$= \left[1 - 2^{1-z}\right]^{-1} \sum_{k \in \mathbb{N}} (-1)^{k+1} k^{-z}, \quad \text{Re}(z) > 0, \quad [23, \text{p. 19}]. \quad (A.3)$$

Functional Equation

$$\zeta(z) = 2^z \pi^{z-1} \sin(\pi z/2) \Gamma(1 - z) \zeta(1 - z), \quad z \in \mathbb{C}, \, \text{Re}(z) < 0. \quad (A.4)$$

Alternative Formulas

$$\zeta(z) = \Gamma(z)^{-1} \int_0^\infty dt \frac{t^{z-1}}{e^t - 1}, \quad z \in \mathbb{C}, \, \text{Re}(z) > 1 \quad (A.5)$$

$$= \mu^z \Gamma(z)^{-1} \int_0^\infty dt \frac{t^{z-1}}{e^{\mu t} - 1}, \quad z \in \mathbb{C}, \, \text{Re}(z) > 1 \, \text{Re}(\mu) > 0, \quad [14, 3.4111] \quad (A.6)$$

$$= \Gamma(z)^{-1} \left[1 - 2^{1-z}\right]^{-1} \int_0^\infty dt \frac{t^{z-1}}{e^t + 1}, \quad z \in \mathbb{C}, \, \text{Re}(z) > 0 \quad (A.7)$$

$$= \mu^z \Gamma(z)^{-1} \left[1 - 2^{1-z}\right]^{-1} \int_0^\infty dt \frac{t^{z-1}}{e^{\mu t} + 1}, \quad z \in \mathbb{C}, \, \text{Re}(z) > 0 \, \text{Re}(\mu) > 0, \quad [14, 3.4113], \quad (A.8)$$
where

\[ \Gamma(z) = \int_0^{\infty} dt \, t^{z-1} e^{-t}, \quad z \in \mathbb{C}, \; \text{Re}(z) > 0. \quad (A.9) \]

In addition,

\[ \zeta(x) = \Gamma(x)^{-1} \int_0^{1} \int_0^{1} ds dt \, \frac{[\ln(st)]^{x-2}}{1-st}, \quad x > 3, \quad [34] \quad (A.10) \]

\[ = e^{i\pi(1-x)} \Gamma(x)^{-1} \int_0^{1} dt \, \frac{\ln(t)^{x-1}}{1-t}, \quad x > 1, \quad \text{Jensen (1895), [14, 4.2714]}, \quad (A.11) \]

\[ = \pi^{z/2} \Gamma(z/2)^{-1} \int_0^{\infty} dt \, t^{(z/2)-1} \sum_{k \in \mathbb{N}} e^{-k^2 \pi t}, \quad (A.12) \]

and

\[ \zeta(z) = \pi^{z/2} \Gamma(z/2)^{-1} \sum_{k \in \mathbb{N}} \int_0^{\infty} dt \, t^{(z/2)-1} e^{-k^2 \pi t}, \quad z \in \mathbb{C}, \; \text{Re}(z) > 1, \quad [32] \quad (A.13) \]

\[ = \frac{2z-1}{z-1} - 2^z \int_0^{\infty} dt \, \frac{\sin(z \arctan(t))}{(1+t^2)^{z/2}(e^{\pi t} + 1)}, \quad z \in \mathbb{C}\setminus\{1\}, \quad [14, 9.5134], \quad [23, \text{p. 21}] \quad (A.14) \]

\[ = \frac{2z-1}{[1-2^{1-z}]} \int_0^{\infty} dt \, \frac{\cos(z \arctan(t))}{(1+t^2)^{z/2} \cosh(\pi t/2)}, \quad z \in \mathbb{C}\setminus\{1\}, \quad [23, \text{p. 21}] \quad (A.15) \]

\[ = \frac{1}{2} + \frac{1}{z-1} + 2 \int_0^{\infty} dt \, \frac{\sin(z \arctan(t))}{(1+t^2)^{z/2}(e^{2\pi t} - 1)}, \quad z \in \mathbb{C}\setminus\{1\}, \quad \text{Jensen’s formula (1895), [23, p. 21]} \quad (A.16) \]

\[ = a^z \frac{2z-1}{[2z-1]} \Gamma(z)^{-1} \int_0^{\infty} dt \, \frac{t^{z-1}}{\sinh(at)}, \quad \text{Re}(z) > 1, \; a > 0, \quad [14, 3.5231] \quad (A.17) \]

\[ = \Gamma(z+1)^{-1} 4^{-1} (2a)^{z+1} \int_0^{\infty} dt \, \frac{t^z}{[\sinh(at)]^2}, \quad \text{Re}(z) > -1, \; \text{Re}(a) > 0, \quad [14, 3.5271] \quad (A.18) \]
\begin{align}
\Gamma(z+1)^{-1}4^{-1}(2a)^{z+1} &\left[1 - 2^{1-z}\right]^{-1} \int_0^\infty dt \frac{t^z}{\cosh(at)^2}, \quad (A.19) \\
\text{Re}(z) > -1, \ z \neq 1, \ Re(a) > 0, \quad [14, 3.5273] \\
= \Gamma(z+1)^{-1}2^{-1} \int_0^\infty dt \frac{t^z}{\cosh(t) + 1}, \quad (A.20) \\
\text{Re}(z) > 0, \ z \neq 1, \quad [14, 3.5316] \\
= 2^{-1} + \Gamma(z)^{-1}2^{z-1} \int_0^\infty dt \frac{t^z e^{-2t}}{\coth(t)}, \quad \text{Re}(z) > 1, \quad [14, 3.5513] \\
(A.21) \\
= 2^{-1} + \Gamma(z)^{-1}2^{z-1} \int_0^\infty dt \frac{t^z}{\sinh(t)}, \quad \text{Re}(z) > 1, \quad [14, 3.5521] \\
(A.22) \\
= \Gamma(z)^{-1}2^{z-1} \int_0^\infty dt \frac{e^{-t}}{\sinh(t)}, \quad \text{Re}(z) > 1, \quad [14, 3.5523] \\
(A.23) \\
= \Gamma(z)^{-1}2^{z-1} \int_0^\infty dt \frac{e^{-t}}{\cosh(t)}, \quad \text{Re}(z) > 0, \ z \neq 1, \quad [14, 3.5523] \\
(A.24) \\
= 2^z \Gamma(z)^{-1} \int_0^1 dt \left[\ln(1/t)\right]^{z-1} \frac{t}{1-t^2}, \quad \text{Re}(z) > 0, \quad [14, 4.27212] \\
(A.25) \\
= \Gamma(z+1)^{-1} \int_0^\infty dt \frac{t^z e^t}{\left[e^t - 1\right]^2}, \quad \text{Re}(z) > 1, \quad [23, p. 20] \\
(A.26) \\
= \Gamma(z+1)^{-1} \int_0^\infty dt \frac{t^z e^t}{\left[e^t + 1\right]^2}, \quad \text{Re}(z) > 0, \quad [23, p. 20] \\
(A.27) \\
= 2 \sin(\pi z/2) \int_0^\infty dt \frac{t^{-z}}{e^{2\pi t} - 1}, \quad \text{Re}(z) < 0, \quad [22, p. 104] \\
(A.28) \\
= (2^z - 1)^{-1} \frac{2^{z-1}z}{z-1} + 2(2^z - 1)^{-1} \int_0^\infty dt \frac{\sin(\arctan(2t))}{\left[(1/4) + t^2\right]^{z/2}} \frac{1}{e^{2\pi t} - 1}, \quad [30, p. 279]. \\
(A.29)
\end{align}
Specific Values

\[ \zeta(2n) = \frac{(-1)^n (2\pi)^{2n} B_{2n}}{2(2n)!}, \quad n \in \mathbb{N}_0, \]  

(A.30)

where \( B_m \) are the Bernoulli numbers generated, for instance, by

\[ \frac{w}{e^w - 1} = \sum_{m \in \mathbb{N}_0} B_m \frac{w^m}{m!}, \quad w \in \mathbb{C}, \ |w| < 2\pi, \]  

(A.31)

in particular,

\[ B_0 = 1, \quad B_1 = -1/2, \quad B_2 = 1/6, \quad B_3 = 0, \quad B_4 = -1/30, \quad B_5 = 0, \quad B_6 = 1/42, \text{ etc.}, \]  

(A.32)

\[ B_{2k+1} = 0, \quad k \in \mathbb{N}. \]  

(A.33)

Moreover, one has the generating functions for \( \zeta(2n) \),

\[ -(\pi z/2) \cot(\pi z) = \sum_{n \in \mathbb{N}_0} \zeta(2n) z^{2n}, \quad |z| < 1, \quad \zeta(0) = -1/2, \]  

(A.34)

\[ -(\pi z/2) \coth(\pi z) = \sum_{n \in \mathbb{N}_0} (-1)^n \zeta(2n) z^{2n}, \quad |z| < 1, \quad \zeta(0) = -1/2, \]  

(A.35)

and [32]

\[ \frac{(n!/6)[\zeta(n - 2) - 3\zeta(n - 1) + 2\zeta(n) - 3\zeta(n)]}{\zeta(n - 2) - 3\zeta(n - 1) + 2\zeta(n)} = \int_0^\infty dt \frac{t^n e^t}{(e^t - 1)^4}, \quad n \in \mathbb{N}, \ n \geq 4. \]  

(A.36)

Choosing \( k = 2n, \ n \in \mathbb{N} \), even, employing (A.30) for \( \zeta(2n), \zeta(2n - 2) \), yields a formula for \( \zeta(2n - 1) \). Moreover,

\[ \zeta(2n + 1) = \frac{1}{(2n)!} \int_0^\infty dt \frac{t^{2n}}{e^t - 1}, \quad n \in \mathbb{N} \]  

(A.37)

\[ = \frac{(-1)^{n+1} (2\pi)^{2n+1}}{2(2n + 1)!} \int_0^1 dt B_{2n+1}(t) \cot(\pi t), \quad n \in \mathbb{N}, \]  

(A.38)

where \( B_m(\cdot) \) are the Bernoulli polynomials,

\[ B_m(z) = \sum_{j=0}^m \binom{m}{j} B_j z^{m-j}, \quad t \in \mathbb{C}, \]  

(A.39)
generated, for instance, by
\[
\frac{we^{zw}}{e^w - 1} = \sum_{m \in \mathbb{N}_0} B_m(z) \frac{w^m}{m!}, \quad w \in \mathbb{C}, \ |w| < 2\pi.
\]  
(A.40)

Explicitly,
\[
B_0(x) = 1, \ B_1(x) = x - (1/2), \ B_2(x) = x^2 - x + (1/6),
\]  
\[B_3(x) = x^3 - (3/2)x^2 + (1/2)x, \text{ etc.,}
\]  
\[B_n(0) = B_n, \ n \in \mathbb{N}, \quad B_1(1) = -B_1 = 1/2, \ B_n(1) = B_n, \ n \in \mathbb{N}_0 \setminus \{1\},
\]  
\[B_n^{'}(x) = nB_n^{'}(x), \quad n \in \mathbb{N}, \ x \in \mathbb{R}.
\]  
(A.41)

In addition, for \(n \in \mathbb{N}\),
\[
\zeta(2n + 1) = \frac{a^{-2}(2a)^{2n}}{[2^{-2n+1} - 1]} \frac{1}{(2n + 1)!} 
\times \int_0^\infty dt \frac{t^{2n+1} \cosh(at)}{[\sinh(at)]^2}, \quad a \neq 0, \quad [14, 3.5279]
\]  
\[= \frac{2^{2n}}{[2^{2n} - 1]} [(2n)!]^{-1} \int_0^1 dt \frac{[\ln(t)]^{2n}}{1 + t}, \quad [14, 4.2711]
\]  
\[= \frac{2^{2n+1}}{[2^{2n+1} - 1]} [(2n)!]^{-1} \int_0^1 dt \frac{[\ln(t)]^{2n}}{1 - t^2}, \quad [14, 4.2711],
\]  
\[
\zeta(n) = [(n - 1)!]^{-1} \int_0^1 dt \frac{[\ln(1/t)]^{n-1}}{1 - t}, \quad [14, 4.2729].
\]  
(A.42)

Just for curiosity,
\[
\zeta(3) = 1.2020569032 \ldots \ldots
\]  
(A.43)

Apery [1] proved in 1978 that \(\zeta(3)\) is irrational (see also Beukers [2], van der Poorten [29], Zudilin [35], and [31], [33]).

Moreover,
\[
\zeta(3) = \sum_{k \in \mathbb{N}} k^{-3} = \frac{8}{7} \sum_{k \in \mathbb{N}_0} (2k + 1)^{-3} = \frac{4}{3} \sum_{k \in \mathbb{N}_0} (-1)^k (k + 1)^{-3}, \quad [31]
\]  
\[= \frac{1}{2} \int_0^\infty dt \frac{t^2}{e^t - 1}, \quad [31]
\]  
(A.44)
\[
\frac{2}{3} \int_0^\infty dt \frac{t^2}{e^t + 1}, \quad [31]
\]

\[
\frac{4}{7} \int_0^{\pi/2} dt \ t \ln([1/ \cos(t)] + \tan(t)), \quad [31]
\]

\[
\frac{8}{\pi^2} \frac{\ln(2)}{4} + 2 \int_0^{\pi/2} dt \ t \ln(\sin(t)), \quad [33]
\]

\[
-\frac{1}{2} \int_0^1 \int_0^1 dx dy \ \frac{\ln(xy)}{1 - xy}, \quad [2]
\]

\[
\int_0^1 \int_0^1 \int_0^1 dx dy dz \ \frac{1}{1 - xyz}, \quad [31]
\]

\[
\pi \int_0^\infty dt \ \frac{\cos(2 \arctan(t))}{[1 + t^2][\cosh(\pi t/2)]^2}, \quad [31]
\]

\[
\frac{8\pi^2}{7} \int_0^1 dt \ \frac{t(t^4 - 4t^2 + 1) \ln(\ln(1/t))}{(1 + t^2)^4}, \quad [31]
\]

\[
\frac{8\pi^2}{7} \int_0^\infty dt \ \frac{t(t^4 - 4t^2 + 1) \ln(\ln(t))}{(1 + t^2)^4}, \quad [31]
\]

\[
10 \int_0^{1/2} dt \ \frac{[\arcsinh(t)]^2}{t}, \quad [12, \ p. 46]
\]

\[
(2/7)\pi^2 \ln(2) + (4/7) \int_0^{\pi} dt \ t \ln(\sin(t/2)), \quad [12, \ p. 46]
\]

\[
(2/7)\pi^2 \ln(2) - (8/7) \int_0^1 dt \ \frac{[\arcsin(t)]^2}{t}, \quad [12, \ p. 46]
\]

\[
(2/7)\pi^2 \ln(2) - (8/7) \int_0^{\pi/2} dt \ t^2 \cot(t), \quad [12, \ p. 46]
\]

\[
\zeta(3) = -\frac{2}{7} \pi^2 \ln(2) - \frac{16}{7} \int_0^1 dt \ \frac{\arctanh(t) \ln(t)}{t(1 - t^2)}
\]

\[
= -\frac{4}{3} \int_0^1 dt \ \frac{\ln(t) \ln(1 + t)}{t}
\]

\[
= -8 \int_0^1 dt \ \frac{\ln(t) \ln(1 + t)}{1 + t}
\]

\[
= \int_0^1 dt \ \frac{\ln(t) \ln(1 - t)}{1 - t} = \int_0^1 dt \ \frac{\ln(t) \ln(1 - t)}{t}
\]
\[
\begin{align*}
&= \frac{1}{4} \pi^2 \ln(2) + \int_0^1 dt \frac{\ln(t) \ln(1+t)}{1-t} \quad \text{(A.67)} \\
&= \frac{2}{13} \pi^2 \ln(2) + \frac{8}{13} \int_0^1 dt \frac{\ln(t) \ln(1-t)}{1+t} \quad \text{(A.68)} \\
&= \frac{2}{7} \int_0^{\pi/2} dt \frac{t(\pi-t)}{\sin(t)} \quad \text{(A.69)}
\end{align*}
\]

Formulas (A.63)–(A.69) were provided by Glasser and Ruehr and can be found in [21, Problem 80-13]. Finally, we also recall,

\[
\zeta(3) = 1 + \int_0^\infty dt \frac{6t - 2t^3}{(1+t^2)^3} \frac{1}{e^{2\pi t} - 1}, \quad \text{[17, p. 274]} \quad \text{(A.70)}
\]

\[
= \frac{6}{7} + 2 \int_0^\infty dt \frac{\sin(3 \operatorname{arctan}(2t))}{[(1/4) + t^2]^{3/2}} \frac{1}{e^{2\pi t} - 1} \quad \text{(A.71)}
\]

\[
= \frac{6}{7} + \frac{8}{7} \int_0^\infty dt \frac{\sin(3 \operatorname{arctan}(t))}{(1+t^2)^{3/2}} \frac{1}{e^{\pi t} - 1} \quad \text{(A.72)}
\]

\[
= 2 - 8 \int_0^\infty dt \frac{\sin(3 \operatorname{arctan}(t))}{(1+t^2)^{3/2}} \frac{1}{e^{\pi t} + 1} \quad \text{(A.73)}
\]

\[
= 1 + 2 \int_0^\infty dt \frac{\sin(3 \operatorname{arctan}(t))}{(1+t^2)^{3/2}} \frac{1}{e^{2\pi t} - 1} \quad \text{(A.74)}
\]

Formulas (A.71)–(A.73) are due to Jensen (1895) and are special cases of results to be found in [30, p. 279] (cf. (A.16), (A.29)); finally, (A.74) is a consequence of (A.72) and (A.73).

For more on \( \zeta(3) \) see also [12, p. 42–45].

For a wealth of additional formulas, going beyond what is recorded in this appendix, we also refer to [24] and [27].
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Real- and Complex-Energy Non-conserving Particle Number Pairing Solution

Rodolfo M. Id Betan

Abstract Many-body open quantum systems are characterized by the correlations between bound and scattering states. In contrast to a closed system (i.e., a very well bound many-body system), the continuous part of the energy spectrum has to be considered explicitly due to the proximity of the Fermi level to the continuum’s threshold. In this work we show how to introduce these correlations through the continuum single-particle level density (CSPLD) in the pairing framework. By isolating the resonances of the system using an analytic continuation, we arrive at the Berggren (complex-energy) representation of the pairing solution.

Keywords Pairing · Continuum · Resonances · Berggren · Gamow

1 Introduction

The study of many-body systems requires the use of a single-particle representation in order to build a many-body basis. Within this basis one finds the many-body eigenvalues and eigenfunctions. If the system has a Fermi level that is close to the continuum’s threshold, the correlations with the continuous part of the energy spectrum become important and have to be included. In this contribution, we present a basis that includes explicitly the continuous part of the energy spectrum of the pairing interaction. One main reason why we incorporate the continuum is that the expansion of the wave function has the correct asymptotic behavior required to describe loosely bound systems. In nuclear physics, the inclusion of the continuous part of the energy spectrum led to the development of the real energy continuum shell model [1, 2] and the complex-energy shell model [3, 4].
The pairing correlation is a crucial part of the two-body residual interaction. Within the Hartree–Fock–Bogoliubov framework, the pairing effect on weakly bound nuclei was studied in Refs. [5–8]. Pairing correlations within the Bardeen–Cooper–Schrieffer (BCS) approximation were studied in Refs. [9–12]. In Ref. [13] the pairing with correlations in the continuum has been obtained using the continuum single-particle level density (CSPLD) [14]. This density was used by Mosel [15] to study hot nuclei. Fowler and Engelbrech [16] used the CSPLD to calculate the nuclear partition functions at high temperature. In Ref. [17], the CSPLD was used to calculate the contribution of unbound states within the nuclear Hartree–Fock approximation at finite temperature. Other implementations of the CSPLD in nuclear physics may be found in Refs. [18, 19].

The physical properties of nuclear systems with continuous spectrum have been studied using the CSPLD within the framework of the pairing solution in Refs. [20, 21], but without a proper proof. In the appendix of Ref. [22], a box representation has been used to justify the use of the CSPLD within the BCS framework, and in Ref. [23] the exact pairing solution within the Richardson formalism [24, 25].

The first goal of this contribution is to apply the CSPLD to the pairing solution without having to resort to box normalization, in an heuristic and plausible way, without mathematical rigor.

For very narrow resonances, i.e., for long-lived quasi-stationary systems, the CSPLD shows a very sharp peak around the resonant energy. Since the width of very narrow resonances may be many orders of magnitude smaller than the resonant energy, integration is extremely sensitive to the discretization used to approximate the integral by a quadrature. The second goal of this contribution is to avoid this drawback by doing an analytic continuation from the continuous spectrum to the complex-energy plane. This continuation separates the resonant contribution from the non-resonant one, and naturally leads to the Berggren representation [26].

In Sect. 2, we develop the non-conserving particle number pairing solution in systems with continuous spectrum, without appealing to the box normalization. In Sect. 3, the Berggren representation and the pole approximation are obtained by performing the analytic continuation of the BCS equations. In Sect. 4, we present our conclusions. In the Appendix we show how the discrete and the continuous gaps combine into a single pairing gap.

## 2 Continuum Real-Energy Representation

Let us start with a many-body Hamiltonian $H = \sum_i T_i + \sum_{j<i} V_{ij}$, and let us reduce it by using the mean-field approximation to obtain $H = H_{sp} + V$, where $H_{sp} = \sum_i h_i$ is the sum of single-particle Hamiltonians $h_i$ and $V$ is the residual interaction. We will assume that the single-particle Hamiltonians $h_i$ have discrete $\varepsilon_j$ and continuum $\varepsilon$ eigenvalues. Their corresponding eigenfunctions generate the single-particle basis used to solve the many-body problem.
In the pairing framework the residual interaction is modeled by a potential $V_P$ that correlates only one particle with its time reverse companion with strength $G$ [27]. When the system contains bound and continuum states, the Hamiltonian reads

\[ H = H_{sp} + V_P \]  
\[ H_{sp} = \sum_j \varepsilon_j \hat{n}_j + \int_0^\infty d\varepsilon \varepsilon \hat{n}(\varepsilon) \]  
\[ V_P = -G P^+ P \]

where

\[ \hat{n}_j = \sum_m a_{jm}^+ a_{jm}, \quad \hat{n}(\varepsilon) = \sum_{\nu m} a_{\nu m}(\varepsilon) a_{\nu m}(\varepsilon) \]

and

\[ P^+ = \sum_j A_j^+ + \int_0^\infty d\varepsilon A^+(\varepsilon) \]  
\[ A_j^+ = \sum_{m>0} a_{jm}^+ a_{jm}^+ \quad A^+(\varepsilon) = \sum_{\nu m>0} a_{\nu m}(\varepsilon) a_{\nu m}^+(\varepsilon) \]

The index $j \equiv \{n, l, j\}$ labels the principal quantum number and the orbital and total angular momentum of the valence bound states of the mean-field. The index $\nu \equiv \{l, j\}$ labels the angular and total angular momentum of the continuum (scattering) states of real energy $\varepsilon$. The quantum number $m$ is the projection of the total angular momentum $j$. The operators $a_{jm}^+$ and $a_{jm}$, respectively, create and annihilate a valence bound state with real negative energy $\varepsilon_{nlj}$. They satisfy the usual anti-commutation relation $\{a_{jm}, a_{jm'}^+\} = \delta_{jj'} \delta_{mm'}$. Similarly, the operators $a_{\nu m}(\varepsilon)$ and $a_{\nu m}(\varepsilon)$ create and annihilate continuum states with real positive energy $\varepsilon$ in the single-particle state $\{\nu, m\}$. They satisfy the anti-commutation relation normalized to the Dirac delta in energy, $\{a_{\nu m}(\varepsilon), a_{\nu' m'}^+(\varepsilon')\} = \delta_{\nu\nu'} \delta_{mm'} \delta(\varepsilon - \varepsilon')$. The dash on the quantum number $m$ in Eq. (6) is a short-hand notation for the time reversed state, i.e., $a_{nm}^+ \equiv (-)^{j-m} a_{n,-m}^+$ for $n = j$ or $n = \nu(\varepsilon)$.

By introducing the operators $P_d^+ = \sum_j A_j^+$ and $P_c^+ = \int_0^\infty d\varepsilon A^+(\varepsilon)$ one can write the pairing interaction as $V_P = -GP_d^+ P_d - GP_c^+ P_c - GP_d^+ P_d - GP_c^+ P_c$. It is clear from this expression that the coupling between particles in different configurations is all the same. This is an unwanted feature of the formalism, since one expects that states in bound configurations to have stronger correlations than states in continuum configurations. We will show below that the strength of the coupling with states in the continuum is modulated by the continuum single-particle level density.
2.1 Canonical Transformation

The so-called BCS (Bardeen–Cooper–Schrieffer) \cite{28} solution of the pairing Hamiltonian can be obtained by performing the Bogolyubov transformation \cite{29} to quasiparticle operators $\alpha_{nm}^+$ in terms of unknown dimensionless coefficients $u$ and $v$,

\begin{align}
\alpha_{jm}^+ &= u_j a_{jm}^+ - v_j a_{j\bar{m}} \\
\alpha_{vm}(\varepsilon) &= u_v(\varepsilon) a_{vm}^+(\varepsilon) - v_v(\varepsilon) a_{\bar{v}m}(\varepsilon)
\end{align}

By inverting the above equation we end up with expressions such as

\begin{equation}
(u_n^2 + v_n^2) a_{nm}^+ = u_n \alpha_{nm}^+ + v_n \alpha_{nm\bar{m}}.
\end{equation}

This relation is equally valid for bound $n = j$ and continuum $n = \nu(\varepsilon)$ states. In order to get this equation, the anti-commutation relation has been used. Notice that the Dirac delta does not appear in the above expression for the continuum states, which justifies the election of the same normalization for bound and continuum states,

\begin{align}
   u_j^2 + v_j^2 &= 1 \\
   u_{\nu}(\varepsilon)^2 + v_{\nu}(\varepsilon)^2 &= 1
\end{align}

After solving the BCS equations, we will find that $u_{\nu}(\varepsilon)$ and $v_{\nu}(\varepsilon)$ do not depend on the quantum number $\nu$.

As a consequence of the normalization (10) and (11), the quasi-particle operators satisfy the same anti-commutation relation (canonical transformation) as the particle operators

\begin{align}
   \{\alpha_{jm}, \alpha_{j'm'}^\dagger\} &= \delta_{jj'} \delta_{mm'} \\
   \{\alpha_{vm}(\varepsilon), \alpha_{\nu'm'}(\varepsilon')\} &= \delta_{\nu\nu'} \delta_{mm'} \delta(\varepsilon - \varepsilon')
\end{align}

2.2 Physical Argument for Introducing the CSPLD

In writing the particle number operator in terms of the quasi-particle operators, we found the singularity $\delta(\varepsilon - \varepsilon)$, which we proposed to avoid by introducing the CSPLD,

\begin{equation}
\hat{N} = \sum_j \hat{n}_j + \int_0^\infty d\varepsilon \, \hat{n}(\varepsilon)
\end{equation}

\begin{equation}
= \sum_{jm} v_j^2 + \sum_{jm} (u_j^2 - v_j^2) \alpha_{jm}^+ \alpha_{jm} + \sum_{jm} u_j v_j \left( \alpha_{jm}^+ \alpha_{j\bar{m}}^+ + h.c. \right)
\end{equation}
\[ + \int d\varepsilon \sum_{\nu m} \nu_{\nu}^2(\varepsilon) \delta(\varepsilon - \varepsilon) + \int d\varepsilon \sum_{\nu m} \left[ u_{\nu}^2(\varepsilon) - v_{\nu}^2(\varepsilon) \right] \alpha_{\nu m}^{+}(\varepsilon) \alpha_{\nu m}(\varepsilon) \]
\[ + \int d\varepsilon \sum_{\nu m} u_{\nu}(\varepsilon) v_{\nu}(\varepsilon) \left[ \alpha_{\nu m}^{+}(\varepsilon) \alpha_{\nu m}^{+}(\varepsilon) + h\text{c} \right] \tag{15} \]

where \( h\text{c} \) denotes Hermitian conjugate.

Let us calculate the expectation of the particle number operator in the BCS vacuum wave function, which is defined so that it satisfies \( \alpha_{jm}|\text{BCS}\rangle = 0 \) and \( \alpha_{\nu m}(\varepsilon)|\text{BCS}\rangle = 0 \),

\[ \langle \text{BCS}|\hat{N}|\text{BCS} \rangle = \sum_j \langle \text{BCS}|\hat{n}_j|\text{BCS} \rangle + \int d\varepsilon \langle \text{BCS}|\hat{n}(\varepsilon)|\text{BCS} \rangle \tag{16} \]
\[ = \sum_{jm} v_j^2 + \int d\varepsilon \sum_{\nu m} v_{\nu}^2(\varepsilon) \delta(\varepsilon - \varepsilon) \tag{17} \]

Physically, this equation means that, on average, the particles will be distributed in a set of bound states \( \{j, m\} \) with probability \( \langle \text{BCS}|\hat{n}_j|\text{BCS} \rangle = (2j + 1)v_j^2 \) (where \( 2j + 1 \) is the degeneracy of the state \( j \)), and, less likely, in the continuum states \( \nu(\varepsilon) \) with probability proportional to \( \langle \text{BCS}|\hat{n}_{\nu}(\varepsilon)|\text{BCS} \rangle = (2j_{\nu} + 1)v_{\nu}^2(\varepsilon) \). Where \( \hat{n}_{\nu}(\varepsilon) \) comes from written \( \hat{n}(\varepsilon) = \sum_{\nu} \hat{n}_{\nu}(\varepsilon) \).

Since the continuum states represent scattering states, they cannot hold any states unless there is a resonance in the system at the energy \( \varepsilon_{\nu} \). In such a situation the long-lived quasi-stationary state will have a measurable probability in the continuum state \( \nu(\varepsilon) \) given by \( \langle \text{BCS}|\hat{n}_{\nu}(\varepsilon)|\text{BCS} \rangle \), with a distribution peaked at some energy \( \varepsilon_{\nu} \), and then, the singular distribution \( \delta(\varepsilon - \varepsilon) \) may be replaced by a non-singular distribution \( g_{\nu}(\varepsilon) \). Using this ansatz, the singular delta in Eq. (15) is substituted by \( g_{\nu}(\varepsilon) \), and then the average particle number reads

\[ \langle \text{BCS}|\hat{N}|\text{BCS} \rangle = \sum_{jm} v_j^2 + \int d\varepsilon \sum_{\nu m} v_{\nu}^2(\varepsilon) g_{\nu}(\varepsilon) \tag{18} \]

The distribution \( g_{\nu}(\varepsilon) \) represents the continuum single-particle level density, and it must be chosen according to the physical system. For example, in nuclear physics, we would use the Breit–Wigner (Lorentzian) distribution, and therefore \( \langle \text{BCS}|\hat{n}_{\nu}(\varepsilon)|\text{BCS} \rangle = (2j_{\nu} + 1)v_{\nu}^2(\varepsilon) g_{\nu}(\varepsilon) \) gives the probability that a nucleon populates the resonant state with quantum number \( \nu \) and energy \( \varepsilon \).

The replacement of \( \delta(\varepsilon - \varepsilon) \) by the Breit–Wigner distribution may seem arbitrary. However, it has been found that, when we use the resonant (Gamow) state to describe the decay of a resonance, the ensuing decay energy spectrum is formally similar to what one obtains from the Fermi Golden Rule, but with the energy delta function replaced by the Breit–Wigner distribution [30, 31]. Hence, there are reasons to believe that such replacement can be justified in a more rigorous version of the formalism presented here.
2.3 BCS Solution

To solve the BCS equations [32], we need to build the BCS Hamiltonian $H_{BCS} = H - \lambda \hat{N}$ and write it down in terms of the quasi-particle operators of Eqs. (7) and (8). The parameter $\lambda$ is the Fermi level, and it is fixed by the condition that the particle number average of Eq. (18) corresponds to the number of particles in the system, $\langle BCS | \hat{N} | BCS \rangle \equiv N$.

The replacement of $\delta(\epsilon - \epsilon)$ by $g_\nu(\epsilon)$ in Eq. (15) is equivalent to the substitution of the contraction $a_{\nu m}^+ (\epsilon) a_{\nu m} (\epsilon) = v_{\nu}^2 (\epsilon) \delta(\epsilon - \epsilon)$ by

$$a_{\nu m}^+ (\epsilon) a_{\nu m} (\epsilon) = v_{\nu}^2 (\epsilon) g_\nu (\epsilon)$$

in the diagonal part of the $H_{BCS}$ Hamiltonian. This is so because $\alpha^+ \alpha = \alpha^+ \alpha + \mathcal{N}(\alpha^+ \alpha)$, $\mathcal{N}$ being the normal ordering operator according to the $|BCS\rangle$ vacuum. Applying the same approximation to the interaction part $V_P$ of $H_{BCS}$ leads to

$$a_{\nu m}^+ (\epsilon) a_{\nu m}^+ (\epsilon) = (-)^{j-m} u_\nu (\epsilon) v_\nu (\epsilon) g_\nu (\epsilon)$$

Applying the formalism boils down to finding the Fermi level $\lambda$ and the pairing gap $\Delta$ using the gap equation and the particle number Eq. (18) for the number of particles of the system $N$ (the calculation can be found in the Appendix),

$$\frac{4}{G} = \sum_{jm} \frac{1}{\sqrt{(\epsilon_j - \lambda)^2 + \Delta^2}} + \sum_{\nu m} \int_0^\infty d\epsilon \frac{g_\nu (\epsilon)}{\sqrt{(\epsilon - \lambda)^2 + \Delta^2}}$$

$$N = \sum_{jm} v_j^2 + \sum_{\nu m} \int_0^\infty d\epsilon \, v^2 (\epsilon) \, g_\nu (\epsilon)$$

where $v^2 (\epsilon)$ does not depend on the state $\nu$ (see Eq. (44) in the Appendix), and

$$v_j^2 = \frac{1}{2} \left( 1 - \frac{\epsilon_j - \lambda}{\sqrt{(\epsilon_j - \lambda)^2 + \Delta^2}} \right)$$

$$v^2 (\epsilon) = \frac{1}{2} \left( 1 - \frac{\epsilon - \lambda}{\sqrt{(\epsilon - \lambda)^2 + \Delta^2}} \right)$$

Notice that the inclusion of the continuum adds a contribution to the pairing gap given by $\Delta_c$ (see the Appendix). However, the pairing gap does not appear as a new parameter in the BCS equations. Instead, it is combined with the usual (here called discrete) gap $\Delta_d$ into a single constant $\Delta = \Delta_d + \Delta_c$. 
3 Continuum Complex-Energy Representation

The existence of resonances has been our motivation to include the single-particle level density. In the limit case that the resonances have a very long half-life (compared with the characteristic time of the system), they will show up as sharp peaks in \( g_\nu(\varepsilon) \) for some particular quantum number \( \nu \). Such peaks can be parametrized using a Lorentzian distribution [33],

\[
g_\nu(\varepsilon) = \begin{cases} 
\frac{1}{\pi} \frac{\Gamma_\nu/2}{(\varepsilon - \epsilon_\nu)^2 - (\Gamma_\nu/2)^2} & \text{resonant states} \\
0 & \text{non-resonant states}
\end{cases}
\]  

(25)

3.1 Berggren Representation

By performing the analytic continuation of the BCS Eqs. (21) and (22) to the lower half of the complex-energy plane, and by applying the Cauchy theorem with the CSPL given in Eq. (25), we get

\[
\frac{4}{G} = \sum_{jm} \frac{1}{\sqrt{(\varepsilon_j - \lambda)^2 + \Delta^2}} + \sum_{vm} \frac{1}{\sqrt{(\varepsilon_\nu - \lambda)^2 + \Delta^2}} + \int_\gamma d\varepsilon \frac{\sum_{\nu m} g_\nu(\varepsilon)}{\sqrt{(\varepsilon - \lambda)^2 + \Delta^2}} 
\]  

(26)

\[
N = \sum_{jm} v_j^2 + \sum_{vm} v_\nu^2 + \int_\gamma d\varepsilon \ v_\varepsilon^2(\varepsilon) \left( \sum_{\nu m} g_\nu(\varepsilon) \right) 
\]  

(27)

where \( \varepsilon_\nu = \epsilon_\nu - i \frac{\Gamma_\nu}{2} \) and \( \gamma \) is a complex contour in the lower complex-energy plane that results from the deformation of the positive real-energy axis. The summation \( \sum_\nu \) is done over the poles enclosed between the positive real-energy axis and the contour \( \gamma \), while \( \sum_m \) arises, as before, from the degeneracy of the state \( \nu \).

The first two terms of the BCS equations (26) and (27) correspond to the bound states. The second summations in Eqs. (26) and (27) correspond to the resonant (Gamow) states. The resonant states have complex energy and are solutions of the single-particle Hamiltonian \( h_i \) with purely outgoing boundary conditions. The single-particle representation formed by bound states \( \varepsilon_j \), discrete complex-energy states \( \varepsilon_\nu \), and complex-energy scattering states \( \varepsilon \in \gamma \) is called Berggren representation [26].
3.2 Pole Approximation

For very narrow resonances, the contribution from the complex contour (the third terms in Eqs. (26) and (27)) can be neglected. Within this approximation, we obtain a purely discrete representation for Eqs. (26) and (27) with each term being associated with the poles of the $S$-matrix,

$$
\frac{2}{G} = \sum_{n} \frac{\Omega_n}{\sqrt{(\epsilon_n - \lambda)^2 + \Delta^2}}
$$

(28)

$$
N = 2 \sum_{n} \Omega_n v_n^2
$$

(29)

where $n = \{j, v\}$, and $\Omega_n = (\sum_{m} 1)/2$, the pair degeneracy of the level $n$. This pole approximation makes $\frac{2}{G}$ and $N$ complex, since now the last terms in Eqs. (26) and (27) are not present to cancel the complex-imaginary contribution from the complex resonant energies. However, if the imaginary parts of the resulting $\frac{2}{G}$ and $N$ in Eqs. (26) and (27) are small compared to their real parts, one may consider that the pole approximation is acceptable. Otherwise, the results of the formalism cannot be accepted on physical grounds.

4 Conclusions

Correlations with the continuum part of the energy spectrum are important in open systems, e.g., in nuclei far from the stability line. Taking into account these correlations in many-body calculations is very hard, because the dimension rapidly increases with the number of particles and with the dimension of the model space. The pairing interaction, jointly with the continuum single-particle level density (CSPLD), overcomes these problems. In this work we have shown, in a heuristic manner, how to introduce the CSPLD in the non-conserving particle number solution of the pairing Hamiltonian. This model has been implemented in Ref. [13] to study many-nucleon systems close to the nuclear drip-line. Assuming that the resonances are sharp, we have provided a complex-energy representation of the model’s solution. Our complex-energy representation of the solution has the advantage of isolating the resonant contribution from the non-resonant contribution of the continuum spectrum.

There are two ways in which this work can be expanded. First, although the ansatz used in this work seems plausible, it still needs a more rigorous mathematical approach. Second, in our approach the analytical continuation has been done in the same way as Berggren [26]. However, there are other ways of doing the analytic continuation (see, for example, review [34]) that would lead to expressions that are similar to, but different from, those in Eqs. (26)–(29). It would be interesting to obtain and compare them.
Appendix

In this section we will deduce the BCS gap equation. As argued in Sect. 2, we use the following expressions for the singular contractions:

\[ a_v^+(\epsilon) a_{m'}^+(\epsilon) = \delta_{v'v} \delta_{mm'} v_v^2(\epsilon) g_v(\epsilon) \]  (30)

\[ a_v^+(\epsilon) a_{m'}^-(\epsilon) = \delta_{v'v} \delta_{m,m'} (-)^{j'-m} u_v(\epsilon) v_v(\epsilon) g_v(\epsilon) \]  (31)

\[ a_v(\epsilon) a_{m'}^-(\epsilon) = \delta_{v'v} \delta_{m,m'} (-)^{j'-m} u_v(\epsilon) v_v(\epsilon) g_v(\epsilon) \]  (32)

where we have substituted \( \delta(\epsilon - \lambda) \) by \( g_v(\epsilon) \).

The diagonal part of the BCS Hamiltonian reads,

\[ H_{sp} - \lambda \hat{N} = \sum_{jm} (\epsilon_j - \lambda) v_j^2 + \sum_{vm} \int d\epsilon (\epsilon - \lambda) v_v^2(\epsilon) g(\epsilon) \]

\[ + \sum_{jm} (\epsilon_j - \lambda) (u_j^2 - v_j^2) \alpha_{jm}^+ \alpha_{jm} \]

\[ + \sum_{vm} \int d\epsilon (\epsilon - \lambda) \left[ u_v^2(\epsilon) - v_v^2(\epsilon) \right] \alpha_{vm}^+ \alpha_{vm} \]

\[ + \sum_{jm} (\epsilon_j - \lambda) (-)^{j'-m} u_j v_j \left( \alpha_{jm}^+ \alpha_{jm}^+ + hc \right) \]

\[ + \sum_{vm} \int d\epsilon (\epsilon - \lambda) (-)^{j'-m} u_v(\epsilon) v_v(\epsilon) \left[ \alpha_{vm}^+ \alpha_{vm}^+ \right] + hc \]  (33)

For the pairing interaction we have

\[ V_P = -GP_d^+ P_d - GP_d^+ P_c - GP_c^+ P_d - GP_c^+ P_c \]  (34)

where \( P_d^+ = \sum_j A_j^+ \) and \( P_c^+ = \int_0^\infty d\epsilon A^+(\epsilon) \). Thus,

\[ -GP_d^+ P_d = -\frac{\Delta_d^2}{G} + 2\Delta_d \sum_{jm} u_j v_j \alpha_{jm}^+ \alpha_{jm} \]

\[ -\frac{\Delta_d}{2} \sum_{jm} (-)^{j'-m} (u_j^2 - v_j^2) \left( \alpha_{jm}^+ \alpha_{jm}^+ + hc \right) \]

\[ -G \text{(terms with four } \alpha \text{)} \]  (35)
\[ -G P_c^+ P_c^- = -\frac{\Delta_c^2}{G} + 2\Delta_c \sum_{vm} \int d\varepsilon u_v(\varepsilon) v_v(\varepsilon) \alpha_{vm}^+(\varepsilon) \alpha_{vm}(\varepsilon) \]
\[ -\frac{\Delta_c}{2} \sum_{vm} \int d\varepsilon (-)^{j_v-m} \left[ u_v^2(\varepsilon) - v_v^2(\varepsilon) \right] \left[ \alpha_{vm}^+(\varepsilon) \alpha_{vm}^+(\varepsilon) + hc \right] \]
\[ -G (\text{terms with four } \alpha) \]

(36)

\[ -G (P_d^+ P_c^- + P_c^+ P_d^-) = -2 \frac{\Delta_d \Delta_c}{G} + 2\Delta_c \sum_{jm} u_j v_j \alpha_{jm}^+ \alpha_{jm}^- \]
\[ + 2\Delta_d \sum_{vm} \int d\varepsilon u_v(\varepsilon) v_v(\varepsilon) \alpha_{vm}^+ \alpha_{vm}(\varepsilon) \]
\[ -\frac{\Delta_d}{2} \sum_{vm} \int d\varepsilon (-)^{j_v-m} \left[ u_v^2(\varepsilon) - v_v^2(\varepsilon) \right] \left[ \alpha_{vm}^+(\varepsilon) \alpha_{vm}^+(\varepsilon) + hc \right] \]
\[ -\frac{\Delta_c}{2} \sum_{jm} (-)^{j-m} (u_j^2 - v_j^2) \left( \alpha_{jm}^+ \alpha_{jm}^- + hc \right) \]
\[ -G (\text{terms with four } \alpha) \]

(37)

where we have introduced the discrete \( \Delta_d \) and the continuum \( \Delta_c \) gaps,

\[ \Delta_d = \frac{G}{2} \sum_{jm} u_j v_j \]
\[ \Delta_c = \frac{G}{2} \sum_{vm} \int d\varepsilon u_v(\varepsilon) v_v(\varepsilon) g_v(\varepsilon) \]

(38)

(39)

Then, the pairing interaction reads

\[ V_P = -\frac{\Delta^2}{G} + 2\Delta \sum_{jm} u_j v_j \alpha_{jm}^+ \alpha_{jm}^- + 2\Delta \sum_{vm} \int d\varepsilon u_v(\varepsilon) v_v(\varepsilon) \alpha_{vm}^+ \alpha_{vm}(\varepsilon) \]
\[ -\frac{\Delta}{2} \sum_{jm} (-)^{j-m} (u_j^2 - v_j^2) \left( \alpha_{jm}^+ \alpha_{jm}^- + hc \right) \]
\[ -\frac{\Delta}{2} \sum_{vm} \int d\varepsilon (-)^{j_v-m} \left[ u_v^2(\varepsilon) - v_v^2(\varepsilon) \right] \left[ \alpha_{vm}^+(\varepsilon) \alpha_{vm}^+(\varepsilon) + hc \right] \]
\[ -G (\text{terms with four } \alpha) \]

(40)

Notice that the unknown discrete and continuum gap do not appear separately but in the combination \( \Delta = \Delta_d + \Delta_c \).
By adding Eqs. (33) and (40), we get the expression of the BCS Hamiltonian $H_{BCS} = H_{sp} + V_P - \lambda \hat{N}$ in terms of the quasi-particle operators. By eliminating the “dangerous” terms [29] that contain $a_{nm}^+ a_{nm}^+ + h c$ with $n = j$ and $n = \nu(\varepsilon)$, we get the following two equations:

$$-\frac{\Delta}{2} (u_j^2 - v_j^2) + (\varepsilon_j - \lambda) u_j v_j = 0 \quad (41)$$

$$-\frac{\Delta}{2} [u_\nu^2(\varepsilon) - v_\nu^2(\varepsilon)] + (\varepsilon - \lambda) u_\nu(\varepsilon) v_\nu(\varepsilon) = 0 \quad (42)$$

which, together with the normalization conditions $u_j^2 + v_j^2 = 1$ and $u_\nu^2(\varepsilon) + v_\nu^2(\varepsilon) = 1$, yield

$$v_j^2 = \frac{1}{2} \left[ 1 - \frac{\varepsilon_j - \lambda}{\sqrt{\varepsilon_j - \lambda)^2 + \Delta^2}} \right] \quad (43)$$

$$v_\nu(\varepsilon) = \frac{1}{2} \left[ 1 - \frac{\varepsilon - \lambda}{\sqrt{\varepsilon - \lambda)^2 + \Delta^2}} \right] \quad (44)$$

Eq. (44) shows that the occupation probability in the continuum does not depend on the quantum number $\nu$, i.e., $v_\nu(\varepsilon) = v(\varepsilon)$. The coefficients $u_j^2$ and $u^2(\varepsilon)$ are obtained from the normalization condition. Substituting Eqs. (43) and (44) into Eqs. (41) and (42) we get

$$u_j v_j = \frac{\Delta}{2 \sqrt{(\varepsilon_j - \lambda)^2 + \Delta^2}} \quad (45)$$

$$u(\varepsilon) v(\varepsilon) = \frac{\Delta}{2 \sqrt{(\varepsilon - \lambda)^2 + \Delta^2}} \quad (46)$$

which can be used to calculate the gap parameter,

$$\Delta = \Delta_d + \Delta_c \quad (47)$$

$$\Delta = \frac{G}{2} \sum_{jm} u_j v_j + \frac{G}{2} \sum_{\nu m} \int_0^{\infty} d\varepsilon \ u(\varepsilon) v(\varepsilon) g_\nu(\varepsilon) \quad (48)$$

The above equation reduces to the so-called gap equation,

$$\frac{4}{G} = \sum_{jm} \frac{1}{E_j} + \sum_{\nu m} \int_0^{\infty} d\varepsilon \ \frac{g_\nu(\varepsilon)}{E(\varepsilon)} \quad (49)$$
where we have introduced the quasi-particle energies, \( E_j = \sqrt{(\varepsilon_j - \lambda)^2 + \Delta^2} \) and \( E(\varepsilon) = \sqrt{(\varepsilon - \lambda)^2 + \Delta^2} \).
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1 Introduction

The classification of the functions that can be defined “special,” where “special” means something more than “useful,” is an open problem [1].
The actual main line of work for a possible unified theory of special functions is the Askey scheme that is based on the analytical theory of linear differential equations [2–4].

A possible scheme, different from the Askey one, seems to emerge in these last years by means of a generalization of the classical special functions, principally related to the introduction of $d$-orthogonal polynomials by means of difference equations, $q$-polynomials, and exceptional polynomials [5–15].

We follow here a point of view closely related to a field of mathematics seemingly quite far from special functions: Lie algebras. It is an idea first introduced by Wigner [16] and Talman [17] and later developed mainly by Miller [18] and Vilenkin and Klimyk [19–21].

However, our approach starts from well-established concepts, the “old style” orthogonal polynomials and looks for possible connections with the “old style” Lie group theory. Thus in this paper, as Jacobi polynomials have three parameters we simply attempt to relate them with a Lie algebra of rank three.

While other researches are focused on the general relations between special functions and Lie algebras we consider a further step connecting special functions and irreducible representations (IR) of Lie algebras. This restriction of the Lie counterpart that has quite more properties of the abstract algebra gives a lot of additional information on the special functions [22, 23].

Starting from the seminal work by Truesdell [24], where a sub-class of special functions was defined by means of a set of formal properties, we propose indeed a possible definition of a fundamental sub-class of special functions that we call “algebraic special functions” (ASF).

These ASF are related to the hypergeometric functions but they are constructed from the following algebraic assumptions:

1. A set of differential recurrence relations exists on these ASF that can be associated with a set of operators that span a Lie algebra.
2. These ASF support a characteristic IR of this algebra.
3. A vector space can be constructed on these ASF where the ladder operators have all the appropriate properties for realizing this IR of the associated Lie algebra.
4. The differential equations that define the ASF are related to the diagonal elements of the universal enveloping algebra (UEA) and, in particular, to the Casimir invariants of the whole algebra and subalgebras.

From these assumptions, we have that:

1. The exponential maps of the algebra define the associated group and allow to obtain from the ASF other different sets of functions. If the transformation is unitary, another algebraically equivalent basis of the space is thus obtained. When the transformations are not unitary, as in the case of coherent states, sets with different properties are found (like overcomplete sets).
2. The vector space of the operators acting on the $L^2$-space of functions is isomorphic to the UEA built on the algebra.
The starting point of our work has been the paradigmatic example of Hermite functions that are a basis on the Hilbert space of the square integrable functions defined on the configuration space $\mathbb{R}$. As it is well known from the algebraic discussion of the harmonic oscillator, besides the continuous basis $\{|x\rangle \}_{x \in \mathbb{R}}$ determined by the configuration space, a discrete basis $\{|n\rangle \}_{n \in \mathbb{N}}$—related to the Weyl–Heisenberg algebra $h(1)$—can be introduced such that Hermite functions are the transition matrix elements from one basis to the other.

In previous papers we have presented the direct connection between some special functions and specific IRs of Lie algebras in cases where the Lie structure was smaller [25–28].

In this paper we discuss in detail the symmetries of the Jacobi functions introduced in [29]. The fact that a $su(2, 2)$ symmetry exists inside the hypergeometric functions $2F_1$ [30, 31] is, of course, the starting point of our discussion.

This is a further confirmation of the line introduced in [25–27] in terms of the Jacobi polynomials that satisfy the required conditions 1–4 and thus deserves an additional analysis to that presented in [29]. As shown there, Jacobi polynomials indeed can be associated with well-defined “algebraic Jacobi functions” (AJF) that satisfy the preceding assumptions.

The AJF support an IR of $su(2, 2)$ (a real form of $A_3$) a Lie algebra of rank 3 related to the three parameters, $\{n, \alpha, \beta\}$, of the Jacobi polynomials $J_n^{(\alpha, \beta)}(x)$ and, alternatively, to the three parameters $\{j, m, q\}$ of the AJF. These two triplets of parameters are indeed belonging to the Cartan subalgebra of $su(2, 2)$.

The procedure consists in starting from well-known orthogonality conditions of the Jacobi polynomials and defines the orthonormal AJF. The recurrence relations of the Jacobi polynomials are then rewritten by means of differential operators acting on the AJF as ladder operators, whose explicit action remembers the operators $J_{\pm}$ of the $su(2)$ representation. In this way we obtain twelve non-diagonal operators that together with three Cartan (diagonal) operators close the Lie algebra $su(2, 2)$ in a well-defined IR of AJF. All this analysis can also be transferred to the $d_j$–Wigner matrices [32].

From the Lie algebra point of view for both, AJF and Wigner $d_j$–matrices, the relevant algebraic chains are $su(2, 2) \supset su(2) \otimes su(2) \supset su(2)$ to consider together integer and half-integer spin $j$ and $su(2, 2) \supset su(1, 1)$ to describe separately bosons and fermions.

The paper is organized as follows. Section 2 is devoted to recall the main properties of the AJF relevant for our discussion and their relations with the Wigner $d_j$–matrices. In Sect. 3 we study the symmetries of the AJF that keep invariant the principal parameter $j$ changing only $m$ and/or $q$. We thus construct the ladder operators that determine a $su(2) \oplus su(2)$ algebra and allow to build up the irreducible representations defined by the same Casimir invariant of both $su(2)$, i.e., $su(2) \otimes su(2)$. In Sect. 4 we construct four new sets of ladder operators that change the three parameters $j, m,$ and $q$ adding to all of them $\pm 1/2$. Each of these sets generates a $su(1, 1)$ algebra to which $\infty$–many IRs of $su(1, 1)$—supported by the AJF and the $d_j$–matrices—are associated. In Sect. 5 we show that the ladder
operators, obtained in the previous sections, span all together a $su(2,2)$ algebra and that both AJF and Wigner $d_j$-matrices are a basis of the IR of $su(2,2)$ (that is characterized by the eigenvalue $-3/2$ of the quadratic Casimir of $su(2,2)$). Finally some conclusions and comments are included.

2 Algebraic Jacobi Functions and Their Structure

The Jacobi polynomial of degree $n \in \mathbb{N}$, $J_n^{(\alpha,\beta)}(x)$, is defined in terms of the hypergeometric functions $\, _2F_1 \,$ [33–35] by

$$J_n^{(\alpha,\beta)}(x) = \frac{(\alpha + 1)_n}{n!} \, _2F_1 \left[ -n, 1 + \alpha + \beta + n; \alpha + 1; \frac{1-x}{2} \right],$$  \hspace{1cm} (1)

where $(a)_n := a(a+1) \cdots (a+n-1)$ is the Pochhammer symbol.

Now we include an $x$-depending factor related to the integration measure of the Jacobi polynomials and we define—alternatively to $\{n, \alpha, \beta\}$—three other parameters $\{j, m, q\}$:

$$j := n + \frac{\alpha + \beta}{2}, \quad m := \frac{\alpha + \beta}{2}, \quad q := \frac{\alpha - \beta}{2},$$

such that

$$n = j - m, \quad \alpha = m + q, \quad \beta = m - q.$$  

In order to obtain an algebra representation, as we will prove later, we have to impose the following restrictions for $\{j, m, q\}$:

$$j \geq |m|, \quad j \geq |q|, \quad 2j \in \mathbb{N}, \quad j - m \in \mathbb{N}, \quad j - q \in \mathbb{N},$$  \hspace{1cm} (2)

thus $\{j, m, q\}$ are all together integers or half-integers. The conditions (2) rewritten in terms of the original parameters $\{n, \alpha, \beta\}$ exhibit that they are all integers satisfying

$$n \in \mathbb{N}, \quad \alpha, \beta \in \mathbb{Z}, \quad \alpha \geq -n, \quad \beta \geq -n, \quad \alpha + \beta \geq -n.$$  

We thus define

$$\hat{J}_j^{m,q}(x) := \sqrt{\frac{\Gamma(j + m + 1) \Gamma(j - m + 1)}{\Gamma(j + q + 1) \Gamma(j - q + 1)}} \times \left( \frac{1-x}{2} \right)^{\frac{m+q}{2}} \left( \frac{1+x}{2} \right)^{-\frac{m-q}{2}} J_{j}^{(m+q,m-q)}(x).$$  \hspace{1cm} (3)
Note that usually the Jacobi polynomials $J_{n}^{(\alpha, \beta)}(x)$ are defined for $\alpha > -1$ and $\beta > -1$ ($\alpha, \beta \in \mathbb{R}$) in such a way that a unique weight function $w(x)$ allows their normalization. However (see also [36, p. 49]) we have to change such restrictions since the normalization inside the functions and their algebraic properties requires Eq. (2). So, in addition to integer or half-integer conditions, we have to restrict to $j \geq |m|$ in Eq. (3) ($\hat{\mathcal{J}}_{j}^{m,q}(x) = 0$ when $|q| > j \in \mathbb{N}/2$). This can be obtained assuming

$$
\mathcal{J}_{j}^{m,q}(x) := \lim_{\varepsilon \to 0} \hat{\mathcal{J}}_{j+\varepsilon}^{m,q}(x)
$$

indeed

$$
\mathcal{J}_{j}^{m,q}(x) = \begin{cases} 
\hat{\mathcal{J}}_{j}^{m,q}(x) & \forall \{j, m, q\} \text{ verifying all conditions (2)} \\
0 & \text{otherwise} 
\end{cases} .
$$

In conclusion, the basic objects of this paper that we call “algebraic Jacobi functions” (AJF) have the final form (4).

The AJF (4) reveal additional symmetries hidden inside the Jacobi polynomials. Indeed we have

$$
\begin{align*}
\mathcal{J}_{j}^{m,q}(x) &= \mathcal{J}_{j}^{q,m}(x), \\
\mathcal{J}_{j}^{m,q}(x) &= (-1)^{j-m} \mathcal{J}_{j}^{m,-q}(-x), \\
\mathcal{J}_{j}^{m,q}(x) &= (-1)^{j-q} \mathcal{J}_{j}^{m,-q}(-x), \\
\mathcal{J}_{j}^{m,q}(x) &= (-1)^{m+q} \mathcal{J}_{j}^{m,-q}(x) .
\end{align*}
$$

The proof of these properties is straightforward. The first one can be proved taking into account the following property of the Jacobi polynomials for integer coefficients $(n, \alpha, \beta)$ [36]:

$$
J_{n}^{\alpha, \beta}(x) = \frac{(n + \alpha)! (n + \beta)!}{n! (n + \alpha + \beta)!} \left(\frac{x + 1}{2}\right)^{-\beta} J_{n+\beta}^{\alpha,-\beta}(x) ,
$$

while the second relation can be derived from the well-known symmetry of the Jacobi polynomials [33]

$$
J_{n}^{(\alpha, \beta)}(x) = (-1)^{n} J_{n}^{(\beta, \alpha)}(-x) ,
$$

and the last two properties can be proved using the first two ones.

The AJF for $m$ and $q$ fixed verify the orthonormality relation

$$
\int_{-1}^{1} \mathcal{J}_{j}^{m,q}(x) (j + 1/2) \mathcal{J}_{j'}^{m,q}(x) dx = \delta_{j j'} .
$$
as well as the completeness relation
\[ \sum_{j=\sup(|m|,|q|)}^{\infty} J_{j}^{m,q}(x) \ (j + 1/2) J_{j}^{m,q}(y) = \delta(x - y). \] (8)

Both relations are similar to those of the Legendre polynomials [25] and the associated Legendre polynomials [26]: all are orthonormal up to the factor \( j + 1/2 \). These relations allow us to state that \( \{J_{j}^{m,q}(x); \ m, q \ \text{fixed}\}^{\infty}_{j=\sup(|m|,|q|)} \) is a basis in the space of square integrable functions defined in \( \mathbb{E} = [-1, 1] \). Considering
\[ \mathbb{E} \times \mathbb{Z} \times \mathbb{Z}/2 := \bigcup_{m-q \in \mathbb{Z}} \bigcup_{q \in \mathbb{Z}/2} \mathbb{E}_{m,q}, \]
where \( \mathbb{E}_{m,q} \) is the configuration space \( \mathbb{E} = [-1, 1] \) with \( m \) and \( q \) fixed and \( \mathbb{Z} \times \mathbb{Z}/2 \) is related to the set of pairs \( (m, q) \) with \( m \) and \( q \) both integer or half-integer, then \( \{J_{j}^{m,q}(x)\} \) is a basis of \( L^{2}(\mathbb{E}, \mathbb{Z}, \mathbb{Z}/2) \) [29].

The Jacobi equation
\[ E_{n}^{(\alpha,\beta)} J_{n}^{(\alpha,\beta)}(x) = 0, \]
where
\[ E_{n}^{(\alpha,\beta)} \equiv (1 - x^{2}) \frac{d^{2}}{dx^{2}} - ((\alpha + \beta + 2)x + (\alpha - \beta)) \frac{d}{dx} + n(n + \alpha + \beta + 1), \]
rewritten in terms of these new functions \( J_{j}^{m,q}(x) \) and of the new parameters \( \{j, m, q\} \) becomes
\[ E_{j}^{m,q} J_{j}^{m,q}(x) = 0, \] (9)
with
\[ E_{j}^{m,q} \equiv -\left(1 - x^{2}\right) \frac{d^{2}}{dx^{2}} + 2x \frac{d}{dx} \frac{2mq x + m^{2} + q^{2}}{1 - x^{2}} - j(j + 1), \] (10)
where the symmetry under the interchange between \( m \) and \( q \) is evident.

It is worth noticing that the AJFs (4), with the substitution \( x = \cos \beta \) with \( 0 \leq \beta \leq \pi \), are essentially the Wigner \( d_{j} \) rotation matrices [32, 36]
\[ d_{j}^{(\beta)}_{m} = \sqrt{(j + m)! (j - m)! (j + q)! (q - m)!} \left(\frac{\sin \beta}{2}\right)^{q-m} \left(\frac{\cos \beta}{2}\right)^{m+q} J_{j-m}^{(m-q,m+q)}(\cos \beta) \]
that verify the conditions (2). The explicit relation between them is
\[ d_{j}^{(\beta)}_{m} = J_{j}^{m,-q}(\cos \beta). \] (11)
Equation (5) are equivalent to the well-known relations among the $d^j(\beta)_q^m$, for instance,

$$d^j(\beta)_q^m = (-1)^{q-m} d^j(\beta)_q^m.$$  

The starting point for finding the algebra representation of the AJF is now the construction of the rising/lowering differential applications [18] that change the labels $\{j, m, q\}$ of the AJF by 0 or 1/2. The fundamental limitation of the analytical approach [16–21] is that the indices are considered as parameters that, in iterated applications, must be introduced by hand. This problem has been solved in [25] where a consistent vector space framework was introduced to allow the iterated use of recurrence formulas by means of operators of which the parameters involved are eigenvalues.

Indeed—in order to realize the needed operator structure on the set $\{J_j^{m,q}(x)\}$—we introduce not only the operators $X$ and $D_x$ of the configuration space:

$$X f(x) = x f(x), \quad D_x f(x) = f'(x),$$

but also three other operators $J, M,$ and $Q$ such that

$$(J, M, Q) : J_j^{m,q}(x) \rightarrow (j, m, q) J_j^{m,q}(x),$$

that are diagonal on the AJF and, thus, belong—in the algebraic scheme—to the Cartan subalgebra.

3 Algebra Representations for $\Delta j = 0$

We start from the differential–difference applications verified by the Jacobi functions (a complete list of which can be found in Refs. [33–35]). The procedure is laborious, so that, we only sketch the simplest case with $\Delta j = 0$, related to $su(2)$ and well known for the $d_j$ in terms of the angle [37].

Let us start from the operators that change the values of $m$ only. The relations [33]

$$\frac{d}{dx} J^{(\alpha,\beta)}_n(x) = \frac{1}{2} (n + \alpha + \beta + 1) J^{(\alpha+1,\beta+1)}_{n-1}(x),$$

$$\frac{d}{dx} [ (1-x)^\alpha (1+x)^\beta J^{(\alpha,\beta)}_n(x) ] = -2(n+1)(1-x)^{\alpha-1}(1+x)^{\beta-1} J^{(\alpha-1,\beta-1)}_{n+1}(x)$$

allow us to define the operators

$$A_{\pm} := \pm \sqrt{1-X^2} D_x + \frac{1}{\sqrt{1-X^2}} (XM + Q),$$

(13)
that act on the algebraic Jacobi functions $\mathcal{J}_j^{m,q}(x)$ as

$$A_{\pm} \mathcal{J}_j^{m,q}(x) = \sqrt{(j \mp m)(j \pm m + 1)} \mathcal{J}_{j \pm 1, q}(x). \quad (14)$$

The operators $(13)$ are a generalization for $Q \neq 0$ of the operators $J_{\pm}$ introduced in [26] for the associated Legendre functions related to the AJF with $q = 0$. Indeed Eq. $(14)$ that are independent from $q$ coincide with Eqs. $(2.11)$ and $(2.12)$ of Ref. [26].

Defining now $A_3 := M$ and taking into account the action of the operators $A_{\pm}$ and $A_3$ on the AJFs, Eqs. $(14)$ and $(12)$, it is easy to check that $A_{\pm}$ and $A_3$ close a $su(2)$ algebra that commutes with $J$ and $Q$, denoted in the following by $su_A(2)$:

$$[A_3, A_{\pm}] = \pm A_{\pm} \quad [A_+, A_-] = 2A_3.$$

Thus, the AJFs $\{\mathcal{J}_j^{m,q}(x)\}$, with $j$ and $q$ fixed such that $2j \in \mathbb{N}$, $j - m \in \mathbb{N}$ and $-j \leq m \leq j$, support the $(2j + 1)$-dimensional IR of the Lie algebra $su_A(2)$ independent from the value of $q$.

Similarly to [26], starting from the differential realization $(13)$ of the $A_{\pm}$ operators, the Jacobi differential equation $(9)$ is shown to be equivalent to the Casimir equation of $su_A(2)$

$$[C_A - J(J + 1)] \mathcal{J}_j^{m,q}(x) \equiv \left[A_3^2 + \frac{1}{2}[A_+, A_-] - J(J + 1)\right] \mathcal{J}_j^{m,q}(x) = 0.$$

Indeed, this equation reproduces the operator form of $(9)$, i.e., it gives

$$E_{j, M, Q} = -(1 - X^2)D_x^2 + 2XD_x + \frac{1}{1 - X^2}(2XMQ + M^2 + Q^2) - J(J + 1). \quad (15)$$

On the other hand, we can make use of the factorization method [38–40], relating second order differential equations to product of first order ladder operators in such a way that the application of the first operator modifies the values of the parameters of the second one. Taking into account this fact, iterated application of $(13)$ gives the two equations

$$[A_+ A_- - (J + M)(J - M + 1)] \mathcal{J}_j^{m,q}(x) = 0,$$

$$[A_- A_+ - (J - M)(J + M + 1)] \mathcal{J}_j^{m,q}(x) = 0,$$

that reproduce again the operator form of the Jacobi equation $(9)$. These are particular cases of a general property: the defining Jacobi equation can be recovered applying to $\mathcal{J}_j^{m,q}$ the Casimir operator of any involved algebra and subalgebra as well as any diagonal product of ladder operators.

Now, using the symmetry under the interchange of the labels $m$ and $q$ of the AJF (see first relation of $(5)$), we construct the algebra of operators that changes $q$
leaving \( j \) and \( m \) unchanged. From \( A_{\pm} \) two new operators \( B_{\pm} \) are thus defined

\[
B_{\pm} := \pm \sqrt{1 - X^2} \, D_x + \frac{1}{\sqrt{1 - X^2}} \, (X \, Q + M),
\]

and their action on the AJF is

\[
B_{\pm} \, J_j^{m,q}(x) = \sqrt{(j \mp q) \, (j \pm q + 1)} \, J_j^{m,q \pm 1}(x).
\]

Obviously also the operators \( B_{\pm} \) and \( B_3 := Q \) close a \( su(2) \) algebra we denote \( su_B(2) \)

\[
[B_3, B_{\pm}] = \pm B_{\pm} \quad [B_+, B_-] = 2B_3,
\]

and the AJFs \( J_j^{m,q}(x) \), with \( j \) and \( m \) fixed such that \( 2j \in \mathbb{N}, j - q \in \mathbb{N} \) and \( -j \leq q \leq j \), close the \((2j + 1)\)-dimensional IR of the Lie algebra \( su_B(2) \) independent from the value of \( m \).

Again we can recover the Jacobi equation (9) from the Casimir, \( C_B \), of \( su_B(2) \)

\[
[C_B - J(J + 1)] \, J_j^{m,q}(x) = \left[ B_3^2 + \frac{1}{2} \{B_+, B_-\} - J(J + 1) \right] J_j^{m,q}(x) = 0.
\]

A more complex algebraic scheme appears in common applications of the operators \( A_{\pm} \) and \( B_{\pm} \). As the operators \( \{A_{\pm}, A_3\} \) commute with \( \{B_{\pm}, B_3\} \), the algebraic structure is the direct sum of the two Lie algebras

\[
su_A(2) \oplus su_B(2).
\]

A new symmetry of the AJFs emerges in the space of \( J_j^{m,q}(x) \) when only \( j \) is fixed. Both for \( \{j, m, q\} \), integer or half-integer (see Eqs. (14), (18) and (12)) we have the IR of the algebra \( su(2) \oplus su(2) \)

\[
su_j(2) \oplus su_j(2).
\]

So that the AJFs \( J_j^{m,q}(x) \) for fixed \( j \) and \( -j \leq m \leq j, -j \leq q \leq j \) determine the IR with \( C_A = C_B = j(j + 1) \). From (13) and (17), taking into account that always the operators \( M \) and \( Q \) have been written at the right of \( X \) and \( D_x \), it can be shown that \( A_{\pm}^\dagger = A_{\mp}, \ B_{\pm}^\dagger = B_{\mp} \) and the representation would be unitary with a suitable inner product. In Fig. 1 the action of the operators \( A_{\pm}, B_{\pm} \) on the parameters \( \{j, m, q\} \) that label the AJFs corresponds to the plane \( \Delta j = 0 \).

In conclusion, \( J_j^{m,q}(x) \) with \( j \) fixed is the basis of an IR of \( su(2) \oplus su(2) \) of dimension \((2j + 1)^2 \) symmetrical under the interchange of \( A \) with \( B \).
4 Other Ladder Operators Acting on AJF and $su(1, 1)$ Representations

As we mentioned before there are many differential–difference relations between the Jacobi polynomials for different values of the parameters [33, 34]. Starting from them we construct a $su(2, 2)$ representation supported by the AJF. The Lie algebra $su(2, 2)$ has fifteen infinitesimal generators, where three of them are Cartan generators (for instance, $J, M,$ and $Q$). As the four generators that commute with $J$ (i.e., $A_{\pm}$ and $B_{\pm}$) have been introduced in the preceding paragraph, we have to construct eight non-diagonal operators more. They are

$$C_{\pm} := \pm \frac{(1+X)^{\frac{1}{2}}(1-X)}{\sqrt{2}} D_x - \frac{1}{\sqrt{2(1-X)}} \left( X (J + \frac{1}{2} \pm \frac{1}{2}) - (J + \frac{1}{2} \pm \frac{1}{2} + M + Q) \right),$$

$$D_{\pm} := \mp \frac{(1-X)^{\frac{1}{2}}(1+X)}{\sqrt{2}} D_x + \frac{1}{\sqrt{2(1+X)}} \left( X (J + \frac{1}{2} \pm \frac{1}{2}) + (J + \frac{1}{2} \pm \frac{1}{2} + M - Q) \right),$$

$$E_{\pm} := \mp \frac{(1-X)^{\frac{1}{2}}(1+X)}{\sqrt{2}} D_x + \frac{1}{\sqrt{2(1+X)}} \left( X (J + \frac{1}{2} \pm \frac{1}{2}) + (J + \frac{1}{2} \pm \frac{1}{2} - M + Q) \right),$$

$$F_{\pm} := \mp \frac{(1+X)^{\frac{1}{2}}(1-X)}{\sqrt{2}} D_x + \frac{1}{\sqrt{2(1-X)}} \left( X (J + \frac{1}{2} \pm \frac{1}{2}) - (J + \frac{1}{2} \pm \frac{1}{2} - M - Q) \right).$$

(19)
All these differential operators act on the space \( \{ J_{j}^{m,q} \} \) for \( \{ j, m, q \} \) integer and half-integer such that \( j \geq |m|, |q| \). The explicit form of their action is

\[
C_{\pm} J_{j}^{m,q}(x) = \sqrt{(j + m + 1/2 \pm 1/2)} \left( j + q + 1/2 \pm 1/2 \right) J_{j \pm 1/2}^{m \pm 1/2, q \pm 1/2}(x),
\]

\[
D_{\pm} J_{j}^{m,q}(x) = \sqrt{(j + m + 1/2 \pm 1/2)} \left( j - q + 1/2 \pm 1/2 \right) J_{j \pm 1/2}^{m \pm 1/2, q \mp 1/2}(x),
\]

\[
E_{\pm} J_{j}^{m,q}(x) = \sqrt{(j - m + 1/2 \pm 1/2)} \left( j + q + 1/2 \pm 1/2 \right) J_{j \pm 1/2}^{m \mp 1/2, q \pm 1/2}(x),
\]

\[
F_{\pm} J_{j}^{m,q}(x) = \sqrt{(j - m + 1/2 \pm 1/2)} \left( j - q + 1/2 \pm 1/2 \right) J_{j \pm 1/2}^{m \mp 1/2, q \pm 1/2}(x).
\]

From (19) or (20) we have

\[
C_{\pm}^\dagger = C_{\mp}, \quad D_{\pm}^\dagger = D_{\mp}, \quad E_{\pm}^\dagger = E_{\mp}, \quad F_{\pm}^\dagger = F_{\mp},
\]

i.e., all these rising/lowering operators could have the hermiticity properties required by the representation to be unitary. The operators (19) change all parameters by \( \pm 1/2 \), so that in Fig. 1 they correspond to the planes \( \Delta j = \pm 1/2 \). In [29] also quadratic forms of operators (19) that change the parameters in \((\pm 1, 0)\) instead of \( \pm 1/2 \) have been considered.

From Eq. (19) it is easily stated that

\[
D_{\pm}(X, D_x, M, Q) = C_{\pm}(-X, -D_x, M, -Q),
\]

\[
E_{\pm}(X, D_x, M, Q) = C_{\pm}(-X, -D_x, -M, Q),
\]

\[
F_{\pm}(X, D_x, M, Q) = -C_{\pm}(X, D_x, -M, -Q).
\]

Thus, because of the Weyl symmetry of the roots, we limit ourselves to discuss the operators \( C_{\pm} \). Taking thus into account their action on the Jacobi functions we get

\[
[C_{+}, C_{-}] = -2C_{3}, \quad [C_{3}, C_{\pm}] = \pm C_{\pm}
\]

where

\[
C_{3} := J + \frac{1}{2}(M + Q) + \frac{1}{2}.
\]

Hence \( \{ C_{\pm}, C_{3} \} \) close a \( su(1, 1) \) algebra we can denote \( su_{C}(1, 1) \).

As in the cases of the operators \( A_{\pm} \) and \( B_{\pm} \), we obtain the Jacobi differential equation from the Casimir \( C_{C} \) of \( su_{C}(1, 1) \), written in terms of (19) and (23),

\[
C_{C} J_{j}^{m,q}(x) \equiv \left[ C_{3}^{2} - \frac{1}{2} \{ C_{+}, C_{-} \} \right] J_{j}^{m,q}(x) = \frac{1}{4} \left[ (m + q)^{2} - 1 \right] J_{j}^{m,q}(x).
\]
Indeed

\begin{equation}
\left[ C_C - \frac{1}{4} (M + Q)^2 + \frac{1}{4} \right] \mathcal{J}^m_q (x) \\
\equiv \left[ C_3^2 - \frac{1}{2} (C_+, C_-) - \frac{1}{4} (M + Q)^2 + 1/4 \right] \mathcal{J}^m_q (x) = 0
\end{equation}

allows us to recover the Jacobi equation (9). Analogously the same result derives from eqs.

\begin{equation}
[C_+ C_- - (J + M) (J + Q)] \mathcal{J}^m_q (x) = 0, \\
[C_- C_+ - (J + 1 + M) (J + 1 + Q)] \mathcal{J}^m_q (x) = 0,
\end{equation}

obtained by the factorization method.

From (24) we see that since \((m + q) = 0, \pm 1, \pm 2, \pm 3, \ldots\) the unitary IRs of \(su(1, 1)\) with \(C_C = (m + q)^2/4 - 1/4 = -1/4, 0, 3/4, 2, 15/4, \ldots\) are obtained. Hence, the set of AJF supports infinite unitary IRs of the discrete series of \(su_C(1, 1)\) [41].

Similar results can be found for the other ladder operators \(D\pm, E\pm, F\pm\), up to an eventual multiplicative factor, with the substitutions (21) in all Eqs. (22)–(25).

5 The AJF Representation of \(su(2, 2)\)

To obtain the root system of the simple Lie algebra \(A_3\) (that has \(su(2, 2)\) as one of its real forms) we have only simply to add to Fig. 1 the three points in the origin corresponding to the elements \(J, M, Q\) of the Cartan subalgebra.

The commutators of the generators \(A\pm, B\pm, C\pm, D\pm, E\pm, F\pm, J, M, Q\) are

\begin{align*}
[J, A\pm] &= 0, \quad [J, M] = 0, \quad [J, B\pm] = 0, \quad [J, Q] = 0, \\
[J, C\pm] &= \pm \frac{C\pm}{2}, \quad [J, D\pm] = \pm \frac{D\pm}{2}, \quad [J, E\pm] = \pm \frac{E\pm}{2}, \quad [J, F\pm] = \pm \frac{F\pm}{2}, \\
[M, B\pm] &= 0, \quad [M, Q] = 0, \\
[M, C\pm] &= \pm \frac{C\pm}{2}, \quad [M, D\pm] = \pm \frac{D\pm}{2}, \quad [M, E\pm] = \mp \frac{E\pm}{2}, \quad [M, F\pm] = \mp \frac{F\pm}{2}, \\
[Q, A\pm] &= 0, \\
[Q, C\pm] &= \pm \frac{C\pm}{2}, \quad [Q, D\pm] = \mp \frac{D\pm}{2}, \quad [Q, E\pm] = \pm \frac{E\pm}{2}, \quad [Q, F\pm] = \mp \frac{F\pm}{2}, \\
[A\pm, A\mp] &= 2A_3, \quad [A_3, A\pm] = \pm A\pm, \quad (A_3 = M),
\end{align*}
\[ [B_+, B_-] = 2B_3, \quad [B_3, B_{\pm}] = \pm B_{\pm}, \quad (B_3 = Q), \]

\[ [C_+, C_-] = -2C_3, \quad [C_3, C_{\pm}] = \pm C_{\pm}, \quad (C_3 = J + \frac{1}{2}(M + Q) + \frac{1}{2}), \]

\[ [D_+, D_-] = -2D_3, \quad [D_3, D_{\pm}] = \pm D_{\pm}, \quad (D_3 = J + \frac{1}{2}(M - Q) + \frac{1}{2}), \]

\[ [E_+, E_-] = -2E_3, \quad [E_3, E_{\pm}] = \pm E_{\pm}, \quad (E_3 = J + \frac{1}{2}(-M + Q) + \frac{1}{2}), \]

\[ [F_+, F_-] = -2F_3, \quad [F_3, F_{\pm}] = \pm F_{\pm}, \quad (F_3 = J - \frac{1}{2}(M + Q) + \frac{1}{2}), \]

\[ [A_{\pm}, B_{\pm}] = 0, \quad [A_{\pm}, B_{\mp}] = 0, \]

\[ [A_{\pm}, C_{\pm}] = 0, \quad [A_{\pm}, C_{\mp}] = \pm E_{\mp}, \quad [A_{\pm}, D_{\pm}] = 0, \quad [A_{\pm}, D_{\mp}] = \mp F_{\mp}, \]

\[ [A_{\pm}, E_{\pm}] = \pm C_{\pm}, \quad [A_{\pm}, E_{\mp}] = 0, \quad [A_{\pm}, F_{\pm}] = D_{\pm}, \quad [A_{\pm}, F_{\mp}] = 0, \]

\[ [B_{\pm}, C_{\pm}] = 0, \quad [B_{\pm}, C_{\mp}] = \mp D_{\mp}, \quad [B_{\pm}, D_{\pm}] = \pm C_{\pm}, \quad [B_{\pm}, D_{\mp}] = 0, \]

\[ [B_{\pm}, E_{\pm}] = 0, \quad [B_{\pm}, E_{\mp}] = \mp F_{\mp}, \quad [B_{\pm}, F_{\pm}] = \pm E_{\pm}, \quad [B_{\pm}, F_{\mp}] = 0, \]

\[ [C_{\pm}, D_{\pm}] = 0, \quad [C_{\pm}, D_{\mp}] = \mp B_{\pm}, \quad [C_{\pm}, E_{\pm}] = 0, \quad [C_{\pm}, E_{\mp}] = \mp A_{\pm}, \]

\[ [C_{\pm}, F_{\pm}] = 0, \quad [C_{\pm}, F_{\mp}] = 0, \]

\[ [D_{\pm}, E_{\pm}] = 0, \quad [D_{\pm}, E_{\mp}] = 0, \quad [D_{\pm}, F_{\pm}] = 0, \quad [D_{\pm}, F_{\mp}] = \mp A_{\pm}, \]

\[ [E_{\pm}, F_{\pm}] = 0, \quad [E_{\pm}, F_{\mp}] = \mp B_{\mp}. \]

The quadratic Casimir of \( su(2, 2) \) has the form

\[
C_{su(2,2)} = \frac{1}{2} \left( [A_+, A_-] + [B_+, B_-] - [C_+, C_-] - [D_+, D_-] - [E_+, E_-] \right) \\
- (F_+, F_-) + \frac{1}{2} \left( A_3^2 + B_3^2 + C_3^2 + D_3^2 + E_3^2 + F_3^2 \right) \\
= \frac{1}{2} \left( [A_+, A_-] + [B_+, B_-] - [C_+, C_-] - [D_+, D_-] - [E_+, E_-] \right) \\
- (F_+, F_-) + 2J(J + 1) + M^2 + Q^2 + \frac{1}{2},
\]

that, applied on the \( \{J^m_q(x)\} \), gives

\[
C_{su(2,2)} \ J^{m,q}_j(x) = -\frac{3}{2} \ J^{m,q}_j(x).
\]
The relation (26) shows that the infinite-dimensional IR of $su(2, 2)$ generated by $\{ J_j^{m,q}(x) \}$ contains all $j = 0, 1/2, 1, \ldots$. From it and taking into account the differential realization of the operators involved, (12), (13), (17), and (19), we recover again the Jacobi equation (9) that, as in the previous sections, can be obtained also from the Casimir of any subalgebra of $su(2, 2)$ as well as from any diagonal product of ladder operators.

In this IR of $su(2, 2)$ the integer and half-integer values of $\{ j, m, q \}$ are put all together (see Fig. 2). The symmetries of the AJF, where integer and half-integer values of $\{ j, m, q \}$ belong to different IRs, have been considered in [29].

6 Resume and Conclusions

The Jacobi polynomials and the $d_j$-matrices look to be more general examples of the properties described in [25–29] for special functions. This suggests that the following properties could be assumed for a possible classification of the ASF, a relevant subset of generic special functions:

1. ASF are a basis of $L^2(\mathbb{F})$, the space of integrable functions defined on an appropriate space $\mathbb{F}$.
2. ASF are a basis of an IR of a Lie algebra $\mathcal{G}$.
3. All the diagonal elements of the UEA[$\mathcal{G}$] can be written in terms of the fundamental second order differential equation determined by the quadratic Casimir of $\mathcal{G}$.
4. All the non-diagonal elements of the UEA[$\mathcal{G}$] can be written as first order differential operators.
5. Every basis of $L^2(\mathbb{F})$ can be obtained applying an element of the Lie group $G$ to the ASF.
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6. Every operator acting on \( L^2(\mathbb{R}) \) belongs to UEA[\( G \)].

Returning now to the particular case of the AJF the previous remarks become:

1. AJF are a basis of an IR of the Lie algebra \( su(2, 2) \).
2. All the diagonal elements of the UEA[\( su(2, 2) \)] can be obtained from Eq. (9).
3. All the non-diagonal elements of the UEA[\( su(2, 2) \)] can be written as first order differential operators.
4. The set of AJF \( \{ \mathcal{J}_j^{m,q}(x) \} \) is a basis in \( L^2(\mathbb{E}, \mathbb{Z}, \mathbb{Z}/2) \), where \( \mathbb{E} = [-1, 1] \).
5. Every basis of \( L^2(\mathbb{E}, \mathbb{Z}, \mathbb{Z}/2) \) can be obtained under the action of \( SU(2, 2) \) on the set of AJF, i.e., it can be written as \( \{ g \mathcal{J}_j^{m,q}(x) \} \) where \( g \in SU(2, 2) \).
6. Every operator acting on \( L^2(\mathbb{E}, \mathbb{Z}, \mathbb{Z}/2) \) belongs to the UEA[\( su(2, 2) \)].

As a final point we recall the connection between the IR of \( SU(2) \),

\[
D_j(\alpha, \beta, \gamma)_m^{m'} = e^{-i\alpha m'} d_j(\beta)_m^{m'} e^{-i\gamma m'},
\]

where \( \alpha, \beta, \gamma \) are the Euler angles [37], the Wigner \( d_j \)-matrices, and the Jacobi polynomials \( P_{\nu-m-m'}^{m-m+m} \). This implies that all the results of this paper can be extended to \( \{ D_j(\alpha, \beta, \gamma)_m^{m'} \} \) that have similar properties of the \( \{ \mathcal{J}_j^{m,q}(x) \} \) and are a basis of the square integrable functions defined in the space \( \{ \alpha, \beta, \gamma \} \).
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Infinite Square-Well, Trigonometric Pöschl-Teller and Other Potential Wells with a Moving Barrier

Alonso Contreras-Astorga and Véronique Hussin

Abstract Using mainly two techniques, a point transformation and a time dependent supersymmetry, we construct in sequence several quantum infinite potential wells with a moving barrier. We depart from the well-known system of a one-dimensional particle in a box. With a point transformation, an infinite square-well potential with a moving barrier is generated. Using time dependent supersymmetry, the latter leads to a trigonometric Pöschl-Teller potential with a moving barrier. Finally, a confluent time dependent supersymmetry transformation is implemented to generate new infinite potential wells, all of them with a moving barrier. For all systems, solutions of the corresponding time dependent Schrödinger equation fulfilling boundary conditions are presented in a closed form.

Keywords Infinite square-well potential · Pöschl-Teller potential · Supersymmetry · Point transformation · Moving barrier

1 Introduction

There are physical problems where the boundary conditions of the underlying equation can move. Examples of them are the so-called Stefan problems, where temperature as a function of position and time on a system of water and ice has to be found, the interface water–ice imposes a boundary condition that changes its position with time [1]. Another example was drafted by Fermi, he theorized
the origin of cosmic radiation as particles accelerated by collisions with a moving magnetic field [2], this problem was later studied by Ulam [3] in a classical framework where the statistical properties of particles in a box with oscillating infinite barriers were analyzed numerically. In this paper, we are interested in systems ruled by the time dependent Schrödinger equation. In particular, we show how different quantum systems with a moving boundary condition and their solutions can be generated using basically two tools, a point transformation and a time dependent supersymmetry.

The point transformation we use was introduced in [4, 5] where the authors mapped solutions between two time dependent Schrödinger equations with different potentials. This transformation can be used, for example, to map solutions of the harmonic oscillator to solutions of the free particle system.

On the other hand, the supersymmetry technique or SUSY helps as well to map solutions between two Schrödinger equations, but in this case the potentials share properties like asymptotic behavior or a similar discrete spectrum in case of time independent potentials. A first version links two time independent one-dimensional Schrödinger equations [6, 7]. In this article we use the time dependent version that links two time dependent Schrödinger equations [8, 9]. The involved potentials are referred as SUSY partners and if the link is made through a first-order differential operator, often called intertwining operator, the technique is known as 1-SUSY. Examples of time dependent SUSY partners of the harmonic oscillator can be found in [10, 11].

Finkel et al. [12] showed that the time independent SUSY technique and the time dependent version were related by the previously mentioned point transformation.

The structure of this article is as follows. The quantum particle in a box is revised in Sect. 2. In Sect. 3, we use a point transformation to generate an infinite square-well potential with a moving barrier. A brief review of time dependent SUSY is given in Sect. 4 and it is applied to the infinite square-well potential with a moving barrier to generate the exactly solvable system of a Pöschl-Teller potential with a moving barrier. In Sect. 5, we apply for the second time a supersymmetric transformation to the infinite square-well potential to obtain a biparametric family of infinite potential wells with a moving barrier. Exact solutions of the time dependent Schrödinger equation for each potential are given in the corresponding section. We finish this article with our conclusion.

2 Quantum Infinite Square-Well Potential

The quantum particle in a one-dimensional infinite square-well potential or particle in a box is a common example of an exact solvable model in textbooks, see, for example, [13–15]. It represents a particle trapped in the interval $0 < y < L$ with impenetrable barriers, placed at zero and $L$, and inside that one-dimensional box the particle is free to move. The corresponding time independent Schrödinger equation is
\[ \frac{d^2}{dy^2} \psi(y) + \frac{2m}{\hbar^2} (E - \tilde{V}_0) \psi(y) = 0, \]  
\[ (1) \]

where \( E \) is a real parameter representing the energy of the particle, \( m \) is its mass, and \( \hbar \) is Planck’s constant. Through this article we will use units where \( m = 1/2 \) and \( \hbar = 1 \). The one-dimensional infinite potential well \( \tilde{V}_0(y) \) is

\[ \tilde{V}_0(y) = \begin{cases} 
0, & 0 < y < L, \\
\infty, & \text{otherwise},
\end{cases} \]

\[ (2) \]

where \( L \) is a positive real constant. The solution of this eigenvalue problem is well known, eigenfunctions and eigenvalues are given by

\[ \psi_n(y) = \sqrt{\frac{2}{L}} \sin \left( \frac{n\pi y}{L} \right), \quad E_n = \left( \frac{n\pi}{L} \right)^2, \quad n = 1, 2, 3, \ldots \]

\[ (3) \]

Functions \( \psi_n(y) \) satisfy the boundary conditions \( \psi_n(0) = \psi_n(L) = 0 \). We will use this system to construct a variety of infinite potential wells where one of the barriers is moving.

### 3 From the Particle in a Box to the Infinite Square-Well Potential with a Moving Barrier

In this section we will use a point transformation in order to obtain from the stationary potential (2) an infinite square-well potential with a moving barrier. First we introduce a general point transformation \[4, 5, 12, 16\] and then we apply it on the particle in a box system. The simplified notation for the transformation was introduced in [16].

#### 3.1 Point Transformation

Consider a one-dimensional time independent Schrödinger equation in the spatial variable \( y \) as

\[ \frac{d^2}{dy^2} \psi(y) + (E - \tilde{V}_0) \psi(y) = 0 \]

\[ (4) \]

where \( \tilde{V}_0 = \tilde{V}_0(y) \) and a solution \( \psi \) are known. Now let us take arbitrary functions \( A = A(t) \) and \( B = B(t) \) and let the variable \( y \) be defined in terms of a temporal parameter \( t \) and a new spatial variable \( x \) as:

\[ y(x, t) = x \exp \left[ 4 \int A(t) dt \right] + 2 \int B(t) \exp \left[ 4 \int A(t) dt \right] dt \]

\[ (5) \]
then the function
\[ \phi(x, t) = \psi(y(x, t)) \exp \left\{ -i \left[ A(t)x^2 + B(t)x + E \int \exp \left[ 8 \int A(t)dt \right] dt \right. \right. \]
\[ \left. + \int \left[ 2i A(t) + B^2(t) \right] dt \right\}, \]
\[ (6) \]
is solution of the equation
\[ i \frac{\partial}{\partial t} \phi(x, t) + \frac{\partial^2}{\partial x^2} \phi(x, t) - V_0(x, t) \phi(x, t) = 0. \]
\[ (7) \]
The last equation is a time dependent Schrödinger equation where the potential is given by
\[ V_0(x, t) = \tilde{V}_0(y(x, t)) \exp \left[ 8 \int A(t)dt \right] + \left[ \frac{d}{dt} A(t) - 4A^2(t) \right] x^2 \]
\[ + \left[ \frac{d}{dt} B(t) - 4A(t)B(t) \right] x. \]
\[ (8) \]

### 3.2 Infinite Square-Well Potential with a Moving Barrier

We can use the point transformation to obtain an infinite square-well potential with a moving barrier. Without considering for this moment boundary conditions of the problem, we will transform the potential \( \tilde{V}_0(y) = 0 \) into \( V_0(x, t) = 0 \). Apparently we are mapping a potential to itself but it will not be the case once we incorporate the boundary conditions. To make this transformation, functions \( A(t) \) and \( B(t) \) such that \( V_0(x, t) = \tilde{V}_0(y) = 0 \) in (8) need to be found. By setting \( \tilde{V}_0(y) = 0 \) and \( V_0(x, t) = 0 \) in (8) we get
\[ 0 = \left[ \frac{d}{dt} A(t) - 4A^2(t) \right] x^2 + \left[ \frac{d}{dt} B(t) - 4A(t)B(t) \right] x. \]
\[ (9) \]
Coefficients of the previous polynomial in \( x \) give us a system of coupled differential equations that can be solved:
\[ \frac{d}{dt} A(t) - 4A^2(t) = 0, \quad \Rightarrow \quad A(t) = -\frac{1}{4t + c_1}; \]
\[ \frac{d}{dt} B(t) - 4A(t)B(t) = 0, \quad \Rightarrow \quad B(t) = \frac{c_2}{4t + c_1}; \]
\[ (10) \]
where \( c_1 \) and \( c_2 \) are real constants. Once these two functions are known, the change of variable defined in (5) can be evaluated,

\[
y(x, t) = \frac{2x - c_2}{2(4t + c_1)}. \tag{11}
\]

At this point, we can discuss boundary conditions of the potential \( V_0(x, t) \). The barriers of the potential (2) of the initial problem are located at \( y_1 = 0 \) and at \( y_2 = L \), using the change of variable (11) the new barriers will then be placed at \( x_1 = c_2/2 \) and \( x_2 = 4Lt + c_1L + c_2/2 \), respectively. Thus, the potential \( V_0(x, t) \) is

\[
V_0(x, t) = \begin{cases} 
0, & x_1 < x < \ell(t), \\
\infty, & \text{otherwise},
\end{cases} \tag{12}
\]

where

\[
\ell(t) = 4Lt + c_1L + c_2/2. \tag{13}
\]

This potential is an infinite square-well potential with a moving barrier. The meaning of the constants \( c_1 \) and \( c_2 \) can be extracted directly from the position of the boundaries of this potential. Indeed, the position of the fixed barrier is \( c_2/2 \), while the moving barrier is located at \( \ell(t) \) and it is moving with a constant velocity \( 4L \). At \( t_0 = -c_1/4 \) we have an ill-defined problem (a particle in a box of length zero), so we should avoid this singularity, moreover, this time \( t_0 \) separates two problems: one of a contracting box and one where the potential well is expanding as time increases.

Finally, solutions of the time dependent Schrödinger Eq. (7) where \( V_0(x, t) \) is (12) can be constructed using (3), (6), (10), and (11):

\[
\phi_n(x, t) = \sqrt{\frac{2}{L(4t + c_1)}} \sin \left\{ n\pi \left[ \frac{2x - c_2}{2(4t + c_1)} \right] \right\} \exp \left[ -\frac{i}{4t + c_1}x^2 + \frac{ic_2}{4t + c_1}x \right] \\
\times \exp \left[ i \left( \frac{n\pi}{L} \right)^2 \frac{1}{4(4t + c_1)} + \frac{i c_2^2}{4(4t + c_1)} \right]. \tag{14}
\]

We will fix the constant \( c_2 = 0 \) so that one barrier is always at zero. We take as well \( c_1 = 1 \), then the moving barrier will be at \( L \) when \( t = 0 \). The singularity of the problem will be located at \( t = -1/4 \). For this selection of constant the functions \( A, B \) in (10) and the change of variable \( y \) in (11) simplify to

\[
A(t) = -\frac{1}{4t + 1}, \quad B(t) = 0, \quad y(x, t) = \frac{x}{4t + 1}; \tag{15}
\]

the potential reads

\[
V_0(x, t) = \begin{cases} 
0, & 0 < x < \ell(t), \quad \text{where} \quad \ell(t) = L(4t + 1) \\
\infty, & \text{otherwise},
\end{cases} \tag{16}
\]
and the solutions of the time dependent Schrödinger equation can be written as

$$\phi_n(x,t) = \sqrt{\frac{2}{\ell}} \sin \left( \frac{n\pi}{\ell} x \right) \exp \left\{ i \frac{L}{\ell} \left[ x^2 + \left( \frac{n\pi}{2L} \right)^2 \right] \right\}. \quad (17)$$

Note that $\phi_n(0,t) = \phi_n(\ell,t) = 0$, satisfying the required boundary conditions of the physical problem. For this specific selection of the constants $c_1$ and $c_2$ the domain of the time variable for the contracting box is $(-\infty, -1/4)$ and for the expanding well is $(-1/4, \infty)$. Functions (17) are normalized $\int_0^\ell |\phi_n|^2 dx = 1$ at any given time. They form a complete orthogonal set at any fixed time and the expectation value of the energy $\langle E \rangle_{\phi_n}(t) = \int_0^\ell \phi_n^* (-\partial_x^2 \phi_n) dx = (n\pi/\ell)^2$. System (16) and its solutions (17) were also discussed in [17–21]. In Fig. 1 three different probability densities were plotted at four different times, see (17): in blue $|\phi_1|^2$, in purple $|\phi_2|^2$, and in yellow $|\phi_3|^2$; for the times $t = 1/4, 1/2, 3/4, 1$ and the parameter $L = 1$. Since the times we used are greater than $t_0 = -1/4$, the plotted potential represents an expanding box.

**Fig. 1** Infinite square-well potential with a moving barrier, see (16). Plot of the probability densities, see (17), $|\phi_1|^2$ (blue), $|\phi_2|^2$ (purple), $|\phi_3|^2$ (yellow), at four different times: $t = 1/4$ (top left), $t = 1/2$ (top right), $t = 3/4$ (bottom left), $t = 1$ (bottom right), for the parameter $L = 1$. 
4 From the Infinite Well Potential with a Moving Barrier to a Pöschl-Teller Potential with a Moving Barrier

In this section we introduce our second tool, a time dependent SUSY transformation introduced in [8, 9], the notation is adopted from [10]. Then, we apply it to the infinite well potential with a moving barrier to generate a Pöschl-Teller potential with a moving barrier.

4.1 Time Dependent Supersymmetric Quantum Mechanics

We start out with a time dependent Schrödinger Eq. (7) where the potential $V_0$ is a real known function. Next, we propose the existence of an operator $L_1$ intertwining two Schrödinger operators

$$S_1 L_1 = L_1 S_0,$$

where the Schrödinger operators are defined as $S_j = i \partial_t + \partial_x^2 - V_j, j = 0, 1$. Now, if $L_1$ is a differential operator of the form $L_1 = A_1 \left( -\partial_x + \frac{u_x}{u} \right)$ where $A_1 = A_1(t)$, $u = u(x, t)$ and the subindex in $u_x$ represents partial derivation with respect to $x$, then the intertwining relationship (18) and the form of the Schrödinger operators impose the conditions:

$$V_1 = V_0 + i (\ln A_1)_t - 2(\ln u)_{xx}, \quad i \partial_t u + u_{xx} - V_0 u = c(t),$$

where $c(t)$ is an integration function. This function $c(t)$ can be absorbed in the potential term, and it will be reflected in the solution $u$ of the Schrödinger equation as a time dependent phase, in this work it will be set $c(t) = 0$. Note that now $u$ satisfies $S_0 u = 0$, i.e., it is a solution of the initial system. Furthermore, it can be seen from (19) that in order to avoid new singularities in $V_1$, the functions $A_1$ and $u$ must not vanish.

The potential $V_1$ in (19) is in general a complex function. Since we are interested in a Hermitian operator $S_1$, we must ask that the imaginary part of $V_1$ vanishes, $\text{Im}(V_1) = 0$. Taking (19) and considering $V_0$ as a real function, $A_1$ and $u$ must also satisfy $i \left( \ln |A_1|^2 \right)_t = 2 \ln(u/u^*)_{xx}$, since the left-hand side depends only on time we can say that

$$\frac{\partial^3}{\partial x^3} \ln \left( \frac{u}{u^*} \right) = 0$$

is a reality condition to generate a Hermitian operator $S_1$, and then $|A_1|$ is fixed to

$$|A_1| = \exp \left\{ 2 \int \text{Im} \left[ \frac{\partial^2}{\partial x^2} \ln u(x, t) \right] dt \right\}.$$
If this condition is inserted into (19) along with \( A_1 = |A_1| \), then the expression of the new potential simplifies to

\[
V_1 = V_0 - \frac{\partial^2}{\partial x^2} \ln |u|^2. \tag{22}
\]

The intertwining relation (18) ensures that if \( \phi \) solves the equation \( S_0 \phi = 0 \), then \( \chi = \mathcal{L}_1 \phi \) solves \( S_1 \chi = 0 \). Direct substitution shows that there is an extra function \( \chi_e = 1/A_1 u^* \), often called missing state, that also solves \( S_1 \chi_e = 0 \). Consult [8–11] for more details on this technique.

### 4.2 Trigonometric Pöschl-Teller Potential with a Moving Barrier

In order to apply a 1-SUSY transformation to the time dependent potential defined in (16), we need to select a transformation function \( u(x,t) \) fulfilling three conditions: (i) \( u(x,t) \) must satisfy the time dependent Schrödinger equation \( S_0 u = 0 \), (ii) \( u(x,t) \neq 0 \) to avoid new singularities inside the domain of the potential, and (iii) \( \partial^3_x \ln(u/u^*) = 0 \) to generate a Hermitian potential \( V_1 \). One function satisfying all three conditions is \( \phi_1(x,t) \) in (17), thus, we will use it as transformation function:

\[
u(x,t) = \sqrt{\frac{2}{\ell}} \sin \left( \frac{\pi \ell}{\ell} x \right) \exp \left\{ -i \frac{\ell}{2} \left[ x^2 + \left( \frac{\pi \ell}{2} \right)^2 \right] \right\}, \quad \ell = L(4t + 1). \tag{23}\]

Then, we need to calculate the function \( A_1 \), see (21), and the intertwining operator \( \mathcal{L}_1 = A_1 ( -\partial_x + \frac{u_x}{u} ) \):

\[
A_1(t) = 4t + 1, \quad \mathcal{L}_1 = -(4t + 1) \frac{\partial}{\partial x} + i2x + \frac{\pi}{L} \cot \left( \frac{\pi x}{\ell} \right). \tag{24}\]

The 1-SUSY partner \( V_1 \) of (16) can be obtained directly from (22) as

\[
V_1(x,t) = \begin{cases} 
2 \left( \frac{\pi}{L} \right)^2 \csc^2 \left( \frac{\pi x}{\ell} \right), & 0 < x < \ell(t), \\
\infty, & \text{otherwise},
\end{cases} \tag{25}
\]

it coincides with a trigonometric Pöschl-Teller potential at any fixed time [22], and it is a particular case of a class of potentials found in [19]. Solutions of the time dependent Schrödinger equation for this potential can be obtained applying the operator \( \mathcal{L}_1 \) onto solutions \( \phi_n \), see (17) and (24):

\[
\chi_n(x,t) = \mathcal{L}_1 \phi_n(x,t)
= \frac{\pi}{L} \sqrt{\frac{2}{\ell}} \left[ \cot \left( \frac{\pi x}{\ell} \right) \sin \left( \frac{n\pi x}{\ell} \right) - n \cos \left( \frac{n\pi x}{\ell} \right) \right] \exp \left\{ i \frac{L}{\ell} \left[ x^2 + \left( \frac{n\pi}{2L} \right)^2 \right] \right\}. \tag{26}\]
In gray a trigonometric Pöschl-Teller potential with a moving barrier, see (25). Moreover, normalized probability densities are also plotted, see (26), $|\chi_2|^2$ (blue), $|\chi_3|^2$ (purple), $|\chi_4|^2$ (yellow), at four different times: $t = 1/4$ (top left), $t = 1/2$ (top right), $t = 3/4$ (bottom left), $t = 1$ (bottom right), for the parameter $L = 1$.

where $n = 2, 3, 4, \ldots$. In this problem $\lim_{x \to 0} \chi_n(x, t) = \lim_{x \to \ell} \chi_n(x, t) = 0$. There is no square integrable missing state $\chi_\epsilon$. In Fig. 2 the Pöschl-Teller potential with a moving barrier and the normalized probability densities corresponding to $\chi_2$, $\chi_3$, and $\chi_4$ are shown at four different times $t = 1/4, 1/2, 3/4, 1$, for the parameter $L = 1$.

5 Confluent SUSY Partners: More Potentials with a Moving Barrier

The 1-SUSY technique introduced in Sect. 4 has a constraint, the transformation function $u$ must never vanish. To underpass this restriction a second iteration can be performed, the particular iteration we will use is known as confluent SUSY, see [10] for the time dependent version and [23] for the time independent case. This technique will be applied again to $V_0$ and will generate a new family of infinite potential wells with a moving barrier. A different approach to get around the mentioned restriction was followed in [19], leading to different potentials than the ones constructed in this section.
5.1 Time Dependent Confluent SUSY

Departing from $S_1$ we propose a second intertwining operator $L_2$ connecting $S_1$ with a new Schrödinger operator $S_2$

$$S_2 L_2 = L_2 S_1,$$  \hspace{1cm} (27)

where again $L_2$ is a differential operator on the form $L_2 = A_2 \left(-\partial_x + \frac{v}{v}\right)$, where $v$ solves $S_1 v = 0$. We would like to use a function $v$ written in terms of $u$. If the missing state $\chi = 1/A_1 u^*$ is used, then the generated potential $V_2$ is exactly the initial potential $V_0$. In order to generate a different potential we should use a more general solution $v$:

$$v = \frac{1}{A_1 u^*} \left(\omega + \int_{x_0}^{x} |u(s, t)|^2 ds\right),$$ \hspace{1cm} (28)

where $\omega$ is a real constant. It can be verified by direct substitution that this general expression for $v$ is indeed a solution of $S_1 v = 0$. We can also demand $S_2$ and $S_1$ to be Hermitian operators. This directly implies $\partial_x^3 \ln(v/v^*) = 0$, and substituting (28), the Hermiticity condition for the second potential is also $\partial_x^3 \ln(u/u^*) = 0$. Analogous to (21), since $\omega$ was chosen real, $A_2$ can be fixed as $A_2 = A_1$. Under these considerations the new potential is given by

$$V_2 = V_1 - 2 \partial_{xx} \ln |v| = V_0 - 2 \partial_{xx} \ln \left(\omega + \int_{x_0}^{x} |u(s, t)|^2 ds\right).$$ \hspace{1cm} (29)

From the intertwining relation (27) and using the functions $\chi_n$ (solving $S_1 \chi = 0$), we can see that functions $\xi_n = L_2 \chi_n = L_2 L_1 \phi_n$ will solve the equation $S_2 \xi_n = 0$. Finally, a missing solution can be found as

$$\xi = \frac{1}{A_2 v^*} = \frac{u}{\omega + \int_{x_0}^{x} |u(s, t)|^2 ds}.$$ \hspace{1cm} (30)

Confluent and 1-SUSY techniques present similarities. Indeed, both use only one transformation function $u$ fulfilling $S_0 u = 0$, both require $\partial_x^3 \ln(u/u^*) = 0$ to generate Hermitian potentials, but the regularity condition is different. In 1-SUSY $u$ must be nodeless, for confluent SUSY the transformation function satisfies a more relaxed condition: $\int_{x_0}^{x} |u(s, t)|^2 ds \neq \omega$, this last condition could be met, for example, by any square integrable solution.
5.2 More Potentials with a Moving Barrier

Departing from the infinite well potential with a moving barrier in (16), we can notice that solutions \( \phi_n(x,t) \) (see (17)), when \( n \geq 2 \) cannot be used as transformation function for a 1-SUSY transformation because they have at least one zero in the interval \((0, \ell)\). With the confluent SUSY algorithm presented in this section we can surpass this restriction.

By selecting \( u(x,t) = \phi_m(x,t) \) (see (17)), where \( m \in \mathbb{N} \) is a fixed number, a confluent SUSY partner of the infinite square-well potential with a moving barrier can be constructed. First we need to find the function \( A_2 = A_1 = |A_1| \), see (21), and the intertwining operators \( L_1 = A_1 ( -\partial_x + u_x/u ) \) and \( L_2 = A_1 ( -\partial_x + v_x/v ) \):

\[
A_2(t) = A_1(t) = 4t + 1,
\]

\[
L_1 = -(4t + 1) \frac{\partial}{\partial x} + i2x + \frac{m\pi}{\ell} \cot\left( \frac{m\pi x}{\ell} \right),
\]

\[
L_2 = -(4t + 1) \frac{\partial}{\partial x} + i2x - \frac{m\pi}{\ell} \cot\left( \frac{m\pi x}{\ell} \right)
+ \frac{4m\pi \ell \sin^2 \left( \frac{m\pi x}{\ell} \right)}{2m\pi L(x + \ell \omega) - L\ell \sin \left( \frac{2m\pi x}{\ell} \right)},
\]

where we fixed \( x_0 = 0 \) in the definition of \( v \), see (28), (29), and (30). Then, using (29) an expression for the potential \( V_2 \) can be obtained:

\[
V_2(x,t) = \begin{cases} 
32 \left( \frac{m\pi}{\ell} \right)^2 \frac{\sin \left( \frac{m\pi x}{\ell} \right) \sin \left( \frac{n\pi x}{\ell} \right) - \frac{m\pi}{\ell} \cos \left( \frac{m\pi x}{\ell} \right) (x + \omega t)}{\sin \left( \frac{2m\pi x}{\ell} \right) - 2 \frac{m\pi}{\ell} (x + \omega t)} \right] \exp \left\{ iL \left[ x^2 + \left( \frac{n\pi}{2L} \right)^2 \right] \right\}, & 0 < x < \ell(t), \\
\infty, & \text{otherwise},
\end{cases}
\]

where \( \omega \in (\infty, -1] \cup [0, \infty) \) is a constant introduced by confluent algorithm.

Solutions \( \xi_n(x,t) \) for these potentials can as well be found with help of intertwining operators \( L_1 \) and \( L_2 \), see (17) and (31), when \( n \neq m \):

\[
\xi_n(x,t) = L_2 L_1 \phi_n
= \left( \frac{\pi}{L} \right)^2 \sqrt{\frac{2}{\ell}} \sin \left( \frac{n\pi \ell}{L} x \right) \exp \left\{ iL \left[ x^2 + \left( \frac{n\pi}{2L} \right)^2 \right] \right\} \times
\left( \frac{m^2 + n^2 \sin \left( \frac{2m\pi x}{\ell} \right) + 2m\pi (m^2 - n^2)(x + \omega t)}{2m\pi (x + \omega t) - \sin \left( \frac{2m\pi x}{\ell} \right)} \right) - 4mn \ell \cot \left( \frac{m\pi x}{\ell} \right) \sin^2 \left( \frac{m\pi x}{\ell} \right).
\]
Fig. 3 In gray a confluent SUSY partner of the infinite square-well potential with a moving barrier, see (32). Moreover, normalized probability densities are also plotted, see (33) and (34), $|\xi_{1}|^2$ (blue), $|\xi_{\epsilon}|^2$ (purple), $|\xi_{3}|^2$ (yellow), at four different times: $t = 1/4$ (top left), $t = 1/2$ (top right), $t = 3/4$ (bottom left), $t = 1$ (bottom right), for the parameters $L = 1$, $\omega = 0.4$ and $m = 2$.

If $n = m$, then the corresponding solution is the missing state $\xi_{\epsilon}(x, t)$ (see (30)):

$$\xi_{\epsilon}(x, t) = \sqrt{\frac{2}{\ell}} \sin \left( \frac{m\pi}{\ell} x \right) \times \exp \left\{ i \frac{L}{\ell} \left[ x^2 + \left( \frac{m\pi}{2L} \right)^2 \right] \right\} \frac{2m\pi}{2m\pi \ell \left( x + \ell \omega \right) - \sin \left( \frac{2m\pi x}{\ell} \right)}. \quad (34)$$

Solutions $\xi_{n}$ satisfy $\lim_{x \to 0} \xi_{n}(x, t) = \lim_{x \to \ell} \xi_{n}(x, t) = 0$ whereas $\xi_{\epsilon}$ fulfills $\lim_{x \to 0} \xi_{\epsilon}(x, t) = \lim_{x \to \ell} \xi_{\epsilon}(x, t) = 0$ only if $\omega \neq -1, 0$. When $\omega$ is set equal to $-1$ or zero, the function $\xi_{\epsilon}$ is not square integrable. The confluent SUSY partner of the infinite square-well potential with fixed barriers $\tilde{V}(y)$, see (2), is reported in [24, 25], the potentials $V_2(x, t)$ are a dynamic version of them.

In Fig. 3 the potential $V_2$ in (32) is illustrated, the parameters used where $L = 1$, $\omega = 0.4$, and $m = 2$. This system has sharp edges at $x = 0$ and $x = \ell$. Normalized probability densities of three solutions are shown as well, corresponding to $\xi_{1}$, $\xi_{\epsilon}$, and $\xi_{3}$. For the special cases $\omega = -1$ and $\omega = 0$ one of the edges of $V_2$ is smooth while the other is sharp, as can be seen in Figs. 4 and 5, moreover these special situations do not present a square integrable missing state $\xi_{\epsilon}$. 
In gray a confluent SUSY partner of the infinite square-well potential with a moving barrier, see (32). Moreover, normalized probability densities are also plotted, see (33), $|\xi_1|^2$ (blue), $|\xi_3|^2$ (purple), $|\xi_4|^2$ (yellow), at four different times: $t = 1/4$ (top left), $t = 1/2$ (top right), $t = 3/4$ (bottom left), $t = 1$ (bottom right), for the parameters $L = 1$, $\omega = -1$ and $m = 2$

6 Conclusions

In this article we showed how to generate different infinite potential wells with a moving boundary condition. Through a series of transformations, we obtained the infinite square-well potential, a trigonometric Pöschl-Teller potential, and the confluent SUSY partners of the infinite square-well potential, where one of the barriers is fixed and the other is moving with a constant velocity. For all these systems, exact solutions of the time dependent Schrödinger equations fulfilling the moving boundary conditions were given in a closed form.

As a continuation of the present work, it would be interesting to study different sets of coherent and squeezed states for the constructed systems and the calculation of relevant physical quantities and mathematical properties of such states.
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Fig. 5 In gray a confluent SUSY partner of the infinite square-well potential with a moving barrier, see (32). Moreover, normalized probability densities are also plotted, see (33), $|\xi_1|^2$ (blue), $|\xi_3|^2$ (purple), $|\xi_4|^2$ (yellow), at four different times: $t = 1/4$ (top left), $t = 1/2$ (top right), $t = 3/4$ (bottom left), $t = 1$ (bottom right), for the parameters $L = 1, \omega = 0$ and $m = 2$
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Abstract In this work we propose to adapt the variational method to analyze a specific equation derived from a statistical model for the DNA molecule. The referred equation is a Schrödinger-like equation with an additional position-dependent function multiplying its second order derivative term. The use of the adapted variational approach is shown to be a suitable technique for the calculation of the ground state for two similar potential problems. In the first problem the additional function and the potential have an exponential position-dependence while for the second the additional function has a quadratic position-dependence and the potential has a quadratic and inverse quadratic position-dependence.
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1 Introduction

In this work we address the problem of solving analytically a linear second order differential equation that is formally equal to a Schrödinger equation with an additional function multiplying the second order derivative term. To do this we developed an adaptation of the usual variational method of quantum mechanics [1–6].
The main motivation to develop this methodology comes from the Peyrard–Bishop–Dauxois (PBD) model for the DNA molecule [7]. In this model a non-harmonic interaction is used to simulate the stacking interaction. The transfer integral formalism [8] used in this approach to deal the thermodynamical properties of the model leaves the system dominated by the ground state in the thermodynamic limit. It is described by a non-exactly solvable Schrödinger-like equation that has an additional function multiplying the second order derivative term that depends on the position, [7]

\[
- \frac{1}{m(x)} \frac{d^2 \Psi(x)}{dx^2} + V(x)\Psi(x) = E\Psi(x),
\]

where the function \( m(x) \) has position-dependence and is related with the stacking interaction, \( V(x) \) is the potential and represents the H-bond interaction, \( E \) is the energy eigenvalue of the system, and \( \Psi(x) \) is the eigenfunction. The functions \( m(x) \) and \( V(x) \) also depend on the parameters of the model, in particular the temperature [7]. In the thermodynamic limit, the ground state eigenfunction solution of Eq. (1) can be used to determine the thermodynamic properties of the studied system. For example, the phase transition curve can be calculated through the evaluation of mean stretching of the variable, \( \langle x \rangle \), in terms of the temperature by the expression:

\[
\langle x \rangle = \int_{-\infty}^{+\infty} x|\Psi(x)|^2dx .
\]

In general, it is not possible to determine its exact analytical solutions from Eq. (1) and results from computational simulations are used to analyze the process [9].

We introduce a semi-analytical method based on the variational method to determine the ground state solution of Eq. (1). We interpret here that the function \( m(x) \) plays a role similar to that of the mass that depends on the position. Thus, we call this function as a position-dependent mass. The physical system is a classical statistical one and we are only interested in its ground state solution. However, the equation in question shows similarity to the Schrödinger equation with position-dependent mass [10, 11].

It is opportune to emphasize that there are several problems related to the description of quantum systems with position-dependent mass as, for instance, the ordering ambiguity. It is also important to note that the operator on Eq. (1) is not formally self-adjoint, which could allow the existence of non-real eigenvalues \( E \). In this context, the mathematical structure of the quantum Hamiltonian depends on the so-called von Roos ambiguity parameters [10, 11]. However, although we analyze a Schrödinger-like equation, we are not analyzing a quantum system. The Roos parameters are fixed and we are only interested in the ground state solution of the equation. Thus there is no ambiguity and that is why the ordering ambiguity is not discussed here.
The applicability of the proposed methodology is tested for two particular potential problems. In the first problem the additional function and the potential have an exponential position-dependence. This problem has a solution in the literature [10], which enabled the comparison of the results obtained through the variational method and the analytical solution.

In the second one the additional function has a quadratic position-dependence and the potential has a quadratic and inverse quadratic position-dependence. The resulting equation does not present exact analytical solution. The adapted variational method suggested here is used to determine its ground state energy eigenvalue.

2 The Adapted Variational Method

We propose to adapt the variational method to obtain the approximate analytical ground state solution of Eq. (1). Usually, in quantum mechanics, this approach consists in the choice of a function \( \Psi_\mu(x) \), the trial function that depends on set of parameters \( \mu \). It is used to compute the energy eigenvalue. The variational principle guarantees that the mean energy obtained from this trial function is always an upper limit of the real ground state energy of the system \( (E_0) \). The mean value of energy is equal to \( E_0 \) if the trial function is the exact solution of the Schrödinger equation. The variational parameters in the trial eigenfunction are varied until the expectation value of the energy is minimum.

Equation (1) can be rewritten if we multiply all the terms of the equation by \( m(x) \). This procedure leads to the equation,

\[
- \frac{d^2 \Psi(x)}{dx^2} + \underbrace{m(x)(V(x) - E) \Psi(x)}_{\text{Veff} - \epsilon_f} = 0
\]

(3)

The term \( m(x)(V(x) - E) \Psi(x) \) can be separated in a term depending on the position and a constant term, namely \( -\epsilon_f \). Thus, Eq. (3) is rewritten as the following effective equation:

\[
H_{eff} \Psi(x) = \epsilon_f \Psi(x)
\]

(4)

where \( H_{eff} \) is the effective Hamiltonian, given by

\[
H_{eff} = -\frac{d^2}{dx^2} + V_{eff},
\]

(5)
which defines the effective potential $V_{\text{eff}}$, given by

$$V_{\text{eff}} - \epsilon_f = m(x)(V(x) - E). \quad (6)$$

The variational method should be adapted to solve Eq. (3) since the energy eigenvalue of the Schrödinger-like equation (1) is inserted in the effective potential $V_{\text{eff}}$. We notice that Eq. (5) with $V_{\text{eff}}$ defined in (6) has similar structure of the Schrödinger problems with energy-dependent potentials [12, 13]. The term that originally is interpreted as the energy eigenvalue is now a fixed constant $\epsilon_f$. Thus, the adopted procedure is to vary the energy eigenvalue $E$, and consequently to vary the effective potential in order to compute the mean energy, as usual in the variational method,

$$\langle H_{\text{eff}} \rangle = \int_V \Psi_{\mu}^* H_{\text{eff}} \Psi_{\mu} dV \int_V \Psi_{\mu}^* \Psi_{\mu} dV = \epsilon(E, \mu), \quad (7)$$

where $H_{\text{eff}}$ is the effective Hamiltonian given by (5), $\Psi_{\mu}$ is the trial function, and $\mu$ is the variational parameter. As indicated in (7), the value of the mean energy $\epsilon(E, \mu)$ depends on the energy eigenvalue $E$.

After integrating (7) the variational parameter is determined by the minimization of $\epsilon(E, \mu)$ with respect to this parameter. After the minimization process, the energy eigenvalue is determined when the calculated $\epsilon(E, \mu)$, Eq. (7), becomes equal to the fixed $\epsilon_f$. This value can be found, for instance, through a graphic representation of $\epsilon(E, \mu)$ versus $E$. The correct energy eigenvalue $E$ is obtained from the intersection point where $\epsilon(E, \mu) = \epsilon_f$.

In what follows we illustrate the approach with two different examples to show the applicability of this technique. We restrict the approach to one variational parameter; however, it can be extended to a larger number of parameters.

### 2.1 Mass and Potential with Exponential Position-Dependence

In this case we analyze Eq. (1) with the mass and the potential with an exponential position-dependence, given by

$$m(x) = m_0 e^{-cx}, \quad V(x) = V_0 e^{-cx} - \gamma e^{cx}. \quad (8)$$

The equivalent effective Schrödinger equation to be solved is

$$-\frac{1}{m_0} \frac{d^2\Psi(x)}{dx^2} + (V_0 e^{-2cx} - E e^{-cx})\Psi(x) = \gamma \Psi(x). \quad (9)$$

Adopting $V_0 = 1$ and $\gamma = -0.25$, we realize that Eq. (9) allows exact/analytical solution [10]; it is formally similar to the Schrödinger equation of a particle with
constant mass ($m_0$) under the influence of the Morse potential. Notice, however, that it is in a different format, since the energy eigenvalue ($E$) of the system is inserted in the potential. Moreover, the resulted equation is an equation of eigenfunctions with the constant eigenvalue $\gamma$. For this reason, the usual variational method is not applicable and should be restructured. In this case, it is necessary to vary the energy $E$ inserted in the potential, until obtaining the fixed value of $\gamma = -0.25$. The chosen trial function is the wave function of the Morse potential [2]:

$$\psi_\mu \propto e^{\frac{a_1}{c} e^{-c x}} e^{-b_1 x},$$

(10)

with $a_1 = -\sqrt{\bar{V}_0}$, $b_1 = -\frac{c}{2} + \frac{\mu}{2\sqrt{V_0}}$, $\bar{V}_0 = \frac{2m_0}{\hbar^2} V_0$ and $\mu$ is the variational parameter. With this trial function (10) the mean value of $H_{eff}$ obtained from (9) is determined by numerical integration of (7); the minimization is achieved graphically by plotting the mean value as a function of the variational parameter $\mu$. Thus, the variational parameter that minimizes the energy $\gamma$ is found as the global minimum of this curve. Figure 1 shows the graphic representation of different values of the eigenvalues, $E$, against the mean value of $H_{eff}$. It can be observed that the pursued value of $\gamma = -0.25$ is obtained when the energy inserted in the effective potential is $E = 2$. This energy, therefore, is the energy of the ground state for the original problem. The solution submitted in reference [10] shows that, using the equivalent parameters adopted in this work ($\hbar^2 = 2m_0 = 1$, $c = 1$, $V_0 = 1$ e $\gamma = -0.25$), the lowest energy calculated analytically is $E_0 = 2$, coinciding with the result found with the adapted variational method, as proposed here. From this result, we acquire confidence that the variational method can be adapted to obtain solutions of the Schrödinger-like equation (1).

**Fig. 1** Graphic representation of $\gamma$, the mean value of $H_{eff}$ obtained with the variational method, as a function of the energy $E$ for $m(x)$ and $V(x)$ given by Eq. (8). The continuum line represents the constant value $\gamma = -0.25$. The discrete points are the minimum mean values for the Hamiltonian $H_{eff}$ obtained by using the trial function, Eq. (10), for different values of $E$. 
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2.2 Mass with Quadratic Position-Dependence and Potential with Quadratic and Inverse Quadratic Position-Dependence

The second case used to evaluate the viability of the adapted variational method sets the mass and potential as given by

\[ m(x) = m_0 x^2, \quad V(x) = -\frac{\gamma}{x^2} + x^2. \]  

(11)

For this case, Eq. (3) is rewritten as,

\[- \frac{d^2 \Psi(x)}{dx^2} + (-Ex^2 + x^4)\Psi(x) = \gamma \Psi(x). \]  

(12)

As previously mentioned, the position-dependent mass Schrödinger equation (1) leads to an equation with the energy inserted in the effective potential \( V_{eff} = -Ex^2 + x^4 \) and the eigenvalue is given by a fixed constant, \( \gamma \). To apply the adapted variational method to this problem, the trial eigenfunction to be used is taken from the results presented in [14], based on the solution of a Schrödinger equation for a potential similar to the one used in Eq. (12), where the supersymmetric quantum mechanics technique was applied; it is given by

\[ \Psi_\mu \propto e^{-\frac{\gamma}{2} x^2 - \mu x^4}, \]  

(13)

where \( \mu \) is the variational parameter.

From the choice of the trial wave function, it is possible to follow the same procedure of the previous case to solve the Eq. (12) with the adapted variational method. Firstly the value of the energy \( E \) inserted in the potential is varied until the mean value is obtained, by integrating (7) and minimizing it with respect to \( \mu \), we find the value of \( E \) which is equal to the fixed constant \( \gamma \). To exemplify the obtained results, the energies for three different values of \( \gamma \) were fixed, \( \gamma = 0.5 \), \( \gamma = 0.87 \), and \( \gamma = 1.0 \). The integration and the minimization was performed in agreement with the description in the previous problem. The obtained results are shown in Fig. 2.

Figure 2 shows that it is possible to find the energy of the ground state for the problem by performing the proposed procedures. The obtained energies for \( \gamma = 0.5 \), \( \gamma = 0.87 \), and \( \gamma = 1.0 \) are, respectively, \( E = 1.3376 \), \( E = 0.5 \), and \( E = 0.1647 \). We observe that the value of the energy increases when the value of \( \gamma \) increases. This behavior can be understood since that the decrease of the value of \( E \) decreases the contribution of the harmonic part of the potential. This effect causes the potential to become narrower which causes an increase in the eigenvalue of \( \gamma \). Once the problem does not have an analytical exact solution, the use of the adapted variational method enabled us to analyze the problem by using an approximated solution.
Fig. 2  Graphics of the eigenvalue obtained with the variational method, \( \varepsilon(E, \mu) \), as a function of the energy \( E \) for \( m(x) \) and \( V(x) \) given by Eq. (11). The continuum line represents the constant value \( \gamma \). The points are the minimum mean values for the Hamiltonian \( H_{eff} \) obtained by using the trial function, Eq. (13), for different values of \( E \). (a) \( \gamma = 0.5 \), (b) \( \gamma = 0.87 \), and (c) \( \gamma = 1.0 \)

3 Conclusions

The main novelty of this paper is to present a semi-analytical method, the adapted variational method to solve a second order differential equation that looks like a Schrödinger equation with position-dependent mass, Eq. (1). The motivation to study this type of equation comes from a statistical mechanics model to describe the thermal and dynamic properties of DNA. The variational method, although it is commonly used in the context of quantum mechanics to study the Schrödinger equation, has not been yet applied to solve similar problems as the ones analyzed here.
The proposed methodology was tested in two particular cases. In the first case, in which the potential and the mass have exponential dependence with the position, it was possible to compare the result obtained with the adapted variational method with the exact energy eigenvalue obtained in the literature [10]. In the second case the mass is dependent on the square of the position and to the best of our knowledge it does not have an exact/analytical solution.

From the results obtained, it is possible to conclude that the adopted approach is a good alternative to study systems described by an equation similar to Eq. (1) and also systems with energy-dependent potentials [12]. In particular, the PBD model [7] can be analyzed by using the methodology suggested here and quantitative results can be obtained for the thermal denaturation of the molecule. This information is useful for testing and improving the model. The study of this DNA model is in progress.

Acknowledgement EDF would like to thank FAPESP (Proc. No. 2017/01757-9) for partial support.
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The Lippmann–Schwinger Formula and One Dimensional Models with Dirac Delta Interactions
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Abstract We show how a proper use of the Lippmann–Schwinger equation simplifies the calculations to obtain scattering states for one dimensional systems perturbed by $N$ Dirac delta equations. Here, we consider two situations. In the former, attractive Dirac deltas perturbed the free one dimensional Schrödinger Hamiltonian. We obtain explicit expressions for scattering and Gamow states. For completeness, we show that the method to obtain bound states use comparable formulas, although not based on the Lippmann–Schwinger equation. Then, the attractive $N$ deltas perturbed the one dimensional Salpeter equation. We also obtain explicit expressions for the scattering wave functions. Here, we need regularisation techniques that we implement via heat kernel regularisation.
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1 Introduction

One of the more used tools in order to understand quantum mechanics are the solvable models, in particular those which are one dimensional due to their simplicity [1–4]. The more often studied among these models is the free particle
Schrödinger Hamiltonian decorated with Dirac delta interactions. Relativistic one-dimensional approaches for the free particle Hamiltonian, such as those named after Salpeter or Dirac, have also been perturbed with contact interactions of delta type [5–7]. The purpose of the present article is to give a brief review of the recent work by the authors including the perturbation by $N$ Dirac deltas of the one-dimensional Schrödinger and Salpeter free Hamiltonians [6, 8, 9].

From the physics point of view, point potentials may represent interactions which are very localised in the space and strong and have a vast amount of applications for modelling real physical systems. A well-known model using Dirac delta potentials in non-relativistic quantum mechanics is the so-called Kronig–Penney model [10], and it is actually a reference model in describing the band gap structure of metals in solid state physics [11]. In addition, Dirac delta interactions in one or more dimensions serve as simple pedagogical toy models for the understanding of several quantum non-trivial concepts [12–19].

From the mathematical point of view, contact potentials are the result of the theory of self-adjoint extensions of symmetric operators with equal deficiency indices. In general, there are two methods to obtain these extensions. One is by defining some matching conditions at the nodes (points that support the contact potentials). Other uses the construction of the resolvent operator and often requires a renormalisation due to possible divergences in the construction of the resolvent of the self-adjoint extension. Still a third method relies on a theorem of von Neumann that characterises all self-adjoint extensions of a symmetric operator with equal deficiency indices, although this one has been less used.

We also want to show how the Lippmann–Schwinger formula is useful for this purpose as a simplifying computational tool. Here, we shall use the simplest form of this equation which acquires mathematical sense on Gelfand triplets. The Lippmann–Schwinger formula gives an equation satisfied by the incoming and outgoing plane waves after a scattering process due to a potential $V$. It has the following form:

$$|k^{\pm}\rangle = |k\rangle - R_0(E_k \pm i0) V |k^{\pm}\rangle,$$

where $|k^{\pm}\rangle$ refers to the full scattered incoming ($+$) and outgoing ($-$) plane waves, $|k\rangle$ is the free plane wave, $V$ the potential and $R_0(E_k \pm i0)$ is the free resolvent, also called the Green operator. Since it is a function of the complex variable $z$, $R(z)$, and has a branch cut at the spectrum of the free Hamiltonian (usually $\mathbb{R}^+ \equiv [0, \infty)$), we denote by $R_0(E_k \pm i0)$ the upper and lower limits of $R(z)$ as the imaginary part of $z$ goes to zero. Here, $E_k = (\hbar^2 k^2)/2m$.

This paper contains three more sections. In Sect. 2, we briefly discuss the consequences of adding $N$ Dirac delta perturbations to the one dimensional free Schrödinger Hamiltonian. In Sect. 3, we do the same with the one dimensional Salpeter Hamiltonian. The analysis of bound states is particularly relevant in both cases. We finish our discussion with the concluding remarks.
2 One Dimensional Schrödinger Hamiltonian with $N$ Dirac Delta Interactions

The objective of this section is to study the one dimensional Schrödinger Hamiltonian $H_0 = \frac{p^2}{2m}$ perturbed by $N$ Dirac deltas located at some points in the real axis. This study includes the search for bound states, scattering coefficients and resonances provided they exist. As is well known, this perturbed Hamiltonian has the form

$$ H := \frac{p^2}{2m} - \sum_{i=1}^{N} \lambda_i \delta(x - a_i), \quad V := -\sum_{i=1}^{N} \lambda_i \delta(x - a_i), \quad (2) $$

where $\lambda_i$ and $i = 1, 2, \ldots, N$, $i = 1, 2, \ldots, N$ are positive real numbers. The $a_i$ show the points supporting the deltas and are called nodes. Each of the $-\lambda_i$, with $\lambda_i > 0$, is the intensity of the delta located at $a_i$ for all value of $i$. These coefficients are chosen to be negative if we want to have bound states. The Schrödinger equation produced by (2) is

$$ -\frac{\hbar^2}{2m} \frac{d^2 \psi(x)}{dx^2} - \sum_{i=1}^{N} \lambda_i \delta(x - a_i) \psi(x) = E \psi(x). \quad (3) $$

It is interesting to rewrite the interaction $V$ in such a way that the calculations with the aid of the Lippmann–Schwinger equation become easy. For simplicity, let us assume that we have only one first. Then, the potential is $V = \lambda \delta(x - a)$ and the wave function is $\psi(x) = \langle x | \psi \rangle$ [20–24]. In this notation, $(V \psi)(x) = \langle x | V \psi \rangle$ and $\langle x | a \rangle = \delta(x - a)$. Thus,

$$ (V \psi)(x) = \lambda \delta(x - a) \psi(a). \quad (4) $$

Next, we note that the potential can be written as $V = \lambda \langle a | \langle a | \psi \rangle$, since then,

$$ \langle x | V \psi \rangle = \lambda \langle x | a \rangle \langle a | \psi \rangle = \lambda \delta(x - a) \psi(a) = (V \psi)(x). \quad (5) $$

The generalisation of the expression for the potential $V$ in the case of having $N$ nodes is the following:

$$ V = -\sum_{i=1}^{N} \lambda_i \langle a_i | \langle a_i | \psi \rangle. \quad (6) $$

This is the desired expression. Let us clarify the vectors $|x\rangle$ for any real number $x$ are the generalised eigenvalues of the position (multiplication) operator in one dimension with eigenvalue $x$. As is well known, these vectors do not belong to the
Hilbert space on which the multiplication operator acts, but instead to an extension of it endowed with a weak topology. We do not want to enter in these kind of details here, see [21–24]. Vectors $|a_i\rangle$ are precisely of this type with $x = a_i$.

The first objective is the search for scattering states. We are introducing the procedure in the sequel, although we shall skip some steps in order to reach the final result as straightforward as possible. Details may be found in [8, 9]. Let us use (6) in the Lippmann–Schwinger equation (1) and multiply the result from the left by the bra $\langle x |$. We have

$$\langle x | k^\pm \rangle = \langle x | k \rangle + \sum_{j=1}^{N} \lambda_j \langle x | G_0(E_k \pm i0)|a_j\rangle \langle a_j | k^\pm \rangle. \quad (7)$$

For convenience, we shall use the notation $G_0(x, y; E_k \pm i0) := \langle x | G_0(E_k \pm i0)|y\rangle$ in the sequel. Also, we recall that $\langle x | k \rangle$ is the free plane wave and $\psi^\pm_k(x) := \langle x | k^\pm \rangle$ the perturbed plane wave in the coordinate representation. In consequence, (7) can be written as (Henceforth we shall consider the sign plus in (7) only, for simplicity. Similar results would be obtained with the other choice.)

$$\psi^+_k(x) = e^{ikx} + \sum_{j=1}^{N} \lambda_j G_0(x, a_j; E_k + i0) \psi^+_k(a_j), \quad (8)$$

The goal is now to obtain the explicit form of $\psi^+_k(x)$, for which we have to find the explicit form of the terms under the sum in (8). First, let as choose as values of $x$ in (8) the $\{a_j\}$. We obtain the following linear system of $N$ equations for $N$ indeterminates:

$$e^{ika_i} = \psi^+(a_i) \left[ 1 - \lambda_i G_0(a_i, a_i; E_k + i0) \right] - \sum_{j \neq i}^{N} \lambda_j G_0(a_i, a_j; E_k + i0) \psi^+(a_j), \quad i = 1, 2, \ldots, N. \quad (9)$$

This system can be rewritten in matrix form. If $\Phi \equiv \{\Phi_{ij}\}$ is the $N \times N$ matrix with matrix elements

$$\Phi_{ij}(E_k + i0) = \begin{cases} 1 - \lambda_i G_0(a_i, a_i; E_k + i0) & \text{if } i = j, \\ \lambda_j G_0(a_i, a_j; E_k + i0) & \text{if } i \neq j. \end{cases} \quad (10)$$

Then, Eqs. (9) take the form,

$$\sum_{j=1}^{N} \Phi_{ij}(E_k + i0) \psi^+_k(a_j) = e^{ika_j}, \quad j = 1, 2, \ldots, N. \quad (11)$$
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with solution,

\[ \psi_k^+(a_j) = \sum_{j=1}^{N} \left[ \Phi^{-1}(E_k + i0) \right]_{ij} e^{ika_j}, \]  

(12)

where \( \Phi^{-1} \) is the inverse of the matrix \( \Phi \). In consequence, the final form of (8) is

\[ \psi_k^+(x) = e^{ikx} + \sum_{j=1}^{N} \lambda_j G_0(x, a_j; E_k + i0) \left[ \Phi^{-1}(E_k + i0) \right]_{ij} e^{ika_j}. \]  

(13)

Then, we have to find the Green function \( G_0(x, a_j; E_k + i0) \). We do not intend to describe the procedure here, which is explained in detail in [9]. Once we have obtained this Green function, using (10), we finally get all matrix elements of \( \Phi \). The final results are

\[ G_0(x, a_j; E_k + i0) = \frac{im}{\hbar^2 k} e^{k|x-a_i|} \]  

(14)

and

\[ \Phi_{ij}(E_k + i0) = \begin{cases} 
1 - \frac{im\lambda_i}{\hbar^2 k} & \text{if } i = j, \\
-\sqrt{\lambda_i \lambda_j} \frac{im}{\hbar^2 k} e^{k|a_i-a_j|} & \text{if } i \neq j.
\end{cases} \]

(15)

Then, we have determined all the perturbed plane waves \( \psi_k^+(x) \). For \( \psi_k^-(x) \), we follow a similar procedure. Always recall that \( E_k = (\hbar^2 k^2)/2m \).

### 2.1 Search for Bound States

So far, we have found the scattering states corresponding to the total (or perturbed) Hamiltonian, for which we have used the Lippmann–Schwinger equation as main tool. Next, we search for the possible existence of bound states, where the search could be carried out with similar tools to those used in the precedent discussion.

We proceed as follows: Let us use the simplified notation \( |f_i\rangle := \sqrt{\lambda_i} |a_i\rangle \), so that the total Hamiltonian (2) may be written as

\[ H = \frac{p^2}{2m} - \sum_{i=1}^{N} |f_i\rangle \langle f_i|. \]

(16)

The corresponding Schrödinger equation reads
\[
\langle x | \frac{p^2}{2m} | \psi \rangle - \sum_{i=1}^{N} \langle x | f_i \rangle \langle f_i | \psi \rangle = E \langle x | \psi \rangle .
\]  
(17)

Bound states correspond to solutions of (17) with negative \( E \) and square integrable wave function \( \psi(x) \equiv \langle x | \psi \rangle \).

Next, insert the completeness relation \( 1 = \frac{1}{2\pi\hbar} \int |p\rangle \langle p| dp \) in front of \( |\psi\rangle \) and \( |f_i\rangle \). Define \( \tilde{\psi}(p) := \langle p | \psi \rangle \), which is indeed the Fourier transform of \( \langle x | \psi \rangle \), and write \( \phi(a_i) := \langle f_i | \psi \rangle = \sqrt{\lambda_i} \langle a_i | \psi \rangle = \sqrt{\lambda_i} \psi(a_i) \). Recall that \( \langle x | p \rangle = e^{i\frac{\hbar}{\pi} px} \). Then, (17) becomes

\[
\int_{-\infty}^{\infty} \frac{dp}{2\pi\hbar} e^{i\frac{\hbar}{p} px} \tilde{\psi}(p) \left( \frac{p^2}{2m} - E \right) = \sum_{i=1}^{N} \sqrt{\lambda_i} \int_{-\infty}^{\infty} \frac{dp}{2\pi\hbar} e^{i\frac{\hbar}{p} p(x-a_i)} \phi(a_i) .
\]  
(18)

From (18) and the properties of the Fourier transform, we have that

\[
\tilde{\psi}(p) = \sum_{i=1}^{N} \sqrt{\lambda_i} \frac{e^{-i\frac{\hbar}{p} pa_i}}{p^2 - E} \phi(a_i) .
\]  
(19)

But \( \tilde{\psi}(p) \) is the Fourier transform of the solution \( \psi(x) \) of the Schrödinger equation (17). Let us use this idea to conclude that (take \( x = a_i \))

\[
\psi(a_i) = \sum_{i=1}^{N} \sqrt{\lambda_i} \int_{-\infty}^{\infty} \frac{dp}{2\pi\hbar} \frac{e^{-i\frac{\hbar}{p} pa_i}}{p^2 - E} \phi(a_i) .
\]  
(20)

Multiply both sides in (20) by \( \sqrt{\lambda_i} \) and recalling that \( \phi(a_i) = \sqrt{\lambda_i} \psi(a_i) \), we arrive to an equation of the form:

\[
\sum_{j=1}^{N} \Phi_{ij}(E) \phi(a_j) = 0 .
\]  
(21)

Find details in [8]. It is beyond a mere coincidence that the matrix elements \( \Phi \equiv \{ \Phi_{ij}(E) \} \) are identical to those of (15) with the replacement \( k = \sqrt{2m|E|} \), so that [8]

\[
\Phi_{ij}(E) = \begin{cases} 
1 - \frac{m\lambda_i}{\hbar\sqrt{2m|E|}} & \text{if } i = j , \\
-\frac{m\sqrt{\lambda_i\lambda_j}}{\hbar\sqrt{2m|E|}} \exp\left(-\sqrt{2m|E|}|a_i - a_j|/\hbar\right) & \text{if } i \neq j .
\end{cases}
\]  
(22)

Since Eq. (21) has come directly from (17), it is a necessary condition for the existence of solutions of (17) with the desired properties. This equation has non-
trivial solutions \( \{ \phi(a_j) \} \) if and only if \( \det \Phi(E) = 0 \). Therefore, the bound states energies are solutions of the transcendental equation \( \det \Phi(E) = 0 \).

For a systematic calculation of the bound states, let us consider the following eigenvalue problem:

\[
\Phi(E)A(E) = \omega(E)A(E),
\]

where \( \omega(E) \) are the eigenvalues of the \( N \times N \) matrix \( \Phi(E) \) and \( A(E) \) their corresponding eigenvectors. Equations (21) and (23) coincide if and only if \( \omega(E) = 0 \) and then, the bound states energies have to be the solutions of the transcendental equation \( \omega(E) = 0 \) its eigenvectors being those with components equal to \( \phi(a_j) \).

If we assume no degeneracy, the wave function corresponding to the energy value \( E_i \) with eigenvector \( A(E) \equiv (\phi(a_1), \ldots, \phi(a_N)) \) takes the form (19) with \( E = E_i \).

In the coordinate representation, the wave function is just its Fourier transform. For further comments, see [6, 8].

### 2.2 Resonances and Gamow States

The Lippmann–Schwinger equation is also useful for the construction of Gamow states, which are vector states for resonances. In a resonant scattering process [25] produced by a Hamiltonian pair, say \( \{H_0, H\} \), where \( H_0 \) is a free Hamiltonian and \( H = H_0 + V \), where \( V \) is the interaction, the Gamow vectors, \( \psi^\pm \), for a resonance with energy \( E_R \) and inverse of the mean life given by \( \Gamma \) are two eigenvectors of \( H \) with respective eigenvalues \( E_R \pm \Gamma/2 \), i.e., \( H \psi^\pm = (E_R \mp \Gamma/2) \psi^\pm \) [25]. This property shows that the Gamow vector \( \psi^+ \) decays exponentially as \( t \rightarrow -\infty \) (and \( \psi^- \) decays exponentially as \( t \rightarrow \infty \), they are time reversal of each other). This situation produces two problems, one from the point of view of physics and the other from the point of view of mathematics.

Although exponential decay for simple quantum unstable systems has been detected for essentially for all values of time, deviations for these exponential law have been detected for very short or very large times [26, 27]. Since these deviations certainly occur under these conditions only, they are very difficult to be detected. For most values of time, exponential decay serves as an excellent approximation. This is why Gamow vectors are useful as good approximations of decaying states.

A self-adjoint operator on Hilbert space, as is the case of the Hamiltonian \( H \), cannot have complex eigenvalues with corresponding eigenvectors in this Hilbert space. Thus, Gamow vectors are well-defined objects on some extensions of Hilbert spaces called rigged Hilbert spaces [25, 28–30].

---

1As a matter of fact, this also follows because \( \Phi(E) \) appears in the denominator of the resolvent of the total Hamiltonian \( H \).
Let us briefly sketch the use of (1) to obtain an explicit expression of the Gamow vectors as eigenvectors of $H$ with eigenvalue $E_R \pm \Gamma/2$. Details may be found in [9, 31]. If we multiply Eq. (1) to the right by the bra $\langle \psi |$, we obtain a complex function on the variable $k$. With adequate choices of the space of bras, this results on meromorphic functions of complex variable defined at least on a half plane [29, 30]. Let us assume that this is the case and omit the bra $\langle \psi |$. Then, if we define $k_R$ as

$$z_R := E_R - \Gamma/2 = \frac{k_R^2 \hbar^2}{2m},$$

we may consider the analytic extension of (1) to the value of $k$ given by $k_R$,

$$|k_R^+\rangle = |k_R\rangle - G_0(z_R) V |k_R^+\rangle.$$  \hspace{1cm} (25)

It is important to remark that $z_R$ is a pole of the Green function corresponding to the total Hamiltonian $H$, but not of the free Hamiltonian $H_0$, just by the characterisation of resonances using the resolvent [32]. Then, $G_0(z_R)$ is well defined and so is $|k_R^+\rangle$, which has the property [9, 31, 33]

$$H |k_R^+\rangle = z_R |k_R^+\rangle.$$ \hspace{1cm} (26)

Thus, $|k_R^+\rangle$ is one of the Gamow vectors with resonance pole $z_R$ (the other can be obtained exactly in the same way, just replacing $z_R$ by its complex conjugate $z_R^*$ and taking the minus sign in (1)). This Gamow vector in the coordinate representation is $\psi_R^+(x) := \langle x | k_R^+ \rangle$, so that

$$(H \psi_R^+)(x) = \langle x | H | k_R^+ \rangle = z_R \langle x | k_R^+ \rangle = z_R \psi_R^+(x).$$ \hspace{1cm} (27)

Now, let us go back to the $N$ Dirac deltas interaction and, consequently, take in (25) the form of the potential given by $V = -\sum_{i=1}^{N} \lambda_i |a_i\rangle \langle a_i|$. Multiply the result of this operation to the right by the bra $\langle x |$ and divide $k_R$ into real and imaginary parts, $k_R = k_r - ik_I$. We have that $\langle x | k_R \rangle = e^{ikRx} = e^{ik_r x} e^{-ik_I x}$ and

$$\psi_R^+(x) = \langle x | k_R^+ \rangle = \langle x | k_R \rangle + \sum_{i=1}^{N} \lambda_i \langle x | G_0(z_R) | a_i \rangle \langle a_i | k_R^+ \rangle$$

$$= e^{ik_rx} e^{k_I x} + \sum_{i=1}^{N} \lambda_i G_0(x, a_i; z_R) \psi_R^+(a_i) = e^{ik_r x} e^{k_I x}$$

$$+ \sum_{i=1}^{N} \lambda_i \sum_{j=1}^{N} \frac{im \sqrt{k_I} \lambda_I}{\hbar^2 (k_r - ik_I)} \left[ e^{i(k_r - ik_I)x - a_i} \Phi^{-1}(z_R) \right]_{ij} e^{i(k_r - ik_I)a_j}.$$ \hspace{1cm} (28)
A similar result can be obtained for the Gamow wave function $\psi^-(x)$. In principle, both Gamow functions will be equally suitable to play the role of wave function for the resonance state. The only technical difference is that one represents the time reversal of the other [30]. Observe that $\psi^+(x) \xrightarrow{x \to \infty} \infty$ as $x \xrightarrow{x \to \infty} \infty$. Gamow wave functions cannot be normalised in the usual sense of square integrable normalisation, but in sharp contrast with the plane waves (Dirac kets) which are not normalisable although bounded, Gamow functions show an exponential growing at the spatial infinite. This behaviour has been often called the exponential catastrophe. This is not such a problem with a proper interpretation of the Gamow wave function in terms of generalised functions in a suitable rigged Hilbert space. Still, this exponential behaviour creates some particular problems such as the difficulties arisen in order to fix a proper definition of averages of observables in Gamow states [34, 35].

3 One Dimensional Salpeter Hamiltonian with $N$ Deltas

The one dimensional Salpeter Hamiltonian decorated with $N$ Dirac deltas has the following form ($c = 1$):

$$H := \sqrt{p^2 + m^2} - \sum_{i=1}^{N} \lambda_i \delta(x - a_i), \quad H_0 := \sqrt{p^2 + m^2}. \quad (29)$$

Here, $H_0$ is the free Salpeter Hamiltonian. The definition of a self-adjoint version for $H$ in (29) is not as simple as is in the Schrödinger case, where it is sufficient to impose correct matching conditions at the nodes. This self-adjoint version is usually determined by a proper choice of the resolvent operator of $H$, which should be obtained from the resolvent operator of $H_0$ by the Krein formula. However, this procedure leads to divergences in our case, so that a regularisation procedure is in order here [5, 6]. We have chosen heat kernel regularisation for several reasons discussed in [6]. Let us sketch briefly the procedure. First of all, we write the Hamiltonian $H$ as in (29) as

$$H = \sqrt{p^2 + m^2} - \sum_{i=1}^{N} \lambda_i \langle a_i | a_i \rangle, \quad (30)$$

exactly as we did for the cases studied in the previous section. The next step is to write an $\epsilon$-regularised version of (30) as

$$H_{\epsilon} = \sqrt{p^2 + m^2} - \sum_{i=1}^{N} \lambda_i(\epsilon) \langle a_i^\epsilon | a_i^\epsilon \rangle, \quad (31)$$
where the new kets $|a_{\epsilon}^i\rangle$ are defined in such a way that $\langle x|a_{\epsilon}^i\rangle := K_{\epsilon/2}(x, a_i)$, where the function $K_t(x, y)$ is the so-called heat kernel, which is the fundamental solution of the heat equation of the form:

$$\sqrt{p^2 + m^2} K_t(x, y) = -\frac{\partial K_t(x, y)}{\partial t},$$

and the weights $\lambda(\epsilon)$ are also chosen as functions of the parameter $\epsilon$, such that $\lim_{\epsilon \to 0^+} \lambda_i(\epsilon) \mapsto \lambda_i$, $i = 1, 2, \ldots, N$. The interest of this choice for $\langle x|a_{\epsilon}^i\rangle$ comes after the limiting property $\langle x|a_{\epsilon}^i\rangle \mapsto \langle x|a_i\rangle = \delta(x - a_i)$ as $\epsilon \mapsto 0^+$.

Now, we go back to the Lippmann–Schwinger equation (1), where in the present case $E_k = \sqrt{p^2 + m^2}$ and $V$ is as in (31). This gives

$$|k^\pm(\epsilon)\rangle = |k\rangle + \sum_{j=1}^{N} \lambda_j(\epsilon) R_0(E_k \pm i0) |a_{\epsilon}^j\rangle \langle a_{\epsilon}^j|k^\pm\rangle.$$  \hfill (33)

Let us choose the plus sign in (33) and use for brevity the following notation: $|f_{\epsilon}^i\rangle := \sqrt{\lambda_i(\epsilon)} |a_{\epsilon}^i\rangle$. Then, we choose one subindex $i$ and isolate the corresponding term in (33):

$$|k^+(\epsilon)\rangle = |k\rangle + R_0(E_k + i0) |f_{\epsilon}^i\rangle \langle f_{\epsilon}^i|k^+(\epsilon)\rangle$$

$$+ \sum_{j\neq i}^{N} R_0(E_k + i0) |f_{\epsilon}^j\rangle \langle f_{\epsilon}^j|k^+(\epsilon)\rangle,$$ \hfill (34)

before multiplying (34) to the left by the ket $\langle f_{\epsilon}^i|$. This gives

$$\left[1 - \langle f_{\epsilon}^i| R_0(E_k + i0) |f_{\epsilon}^i\rangle \right] \langle f_{\epsilon}^i|k^+(\epsilon)\rangle$$

$$- \sum_{i \neq j}^{N} \left[\langle f_{\epsilon}^i| R_0(E_k + i0) |f_{\epsilon}^j\rangle \right] \langle f_{\epsilon}^j|k^+(\epsilon)\rangle = \langle f_{\epsilon}^i|k\rangle,$$ \hfill (35)

expression valid for $i = 1, 2, \ldots, N$. This may be written in the matrix form as

$$\sum_{j=1}^{N} T_{ij}(\epsilon, E_k + i0) \langle f_{\epsilon}^j|k^+(\epsilon)\rangle = \langle f_{\epsilon}^i|k\rangle, \quad j = 1, 2, \ldots, N,$$ \hfill (36)

with

$$T_{ij}(\epsilon, E_k + i0) = \begin{cases} 1 - \langle f_{\epsilon}^i| R_0(E_k + i0) |f_{\epsilon}^i\rangle & \text{if } i = j, \\
-\langle f_{\epsilon}^i| R_0(E_k + i0) |f_{\epsilon}^j\rangle & \text{if } i \neq j. \end{cases}$$ \hfill (37)
Therefore, we may write the solution of (36) as
\[
\langle f_\epsilon^i | k^+(\epsilon) \rangle = \sum_{j=1}^{N} \left[ T^{-1}(\epsilon, E_k + i0) \right]_{ij} \langle f_\epsilon^j | k \rangle .
\] (38)

We use (38) in (35) and, then, multiply the result to the left by the bra \( \langle x | \). This gives
\[
\psi^+(\epsilon, x) := \langle x | k^+(\epsilon) \rangle = \langle x | k \rangle + \sum_{i,j=1}^{N} \langle x | R_0(E_k + i0) | f_\epsilon^i \rangle \left[ T^{-1}(\epsilon, E_k + i0) \right]_{ij} \langle f_\epsilon^j | k \rangle = e^{ikx} + \sum_{i,j=1}^{N} \langle x | R_0(E_k + i0) | a_\epsilon^i \rangle \left[ \Phi^{-1}(\epsilon, E_k + i0) \right]_{ij} \langle a_\epsilon^j | k \rangle ,
\] (39)

with
\[
\Phi_{ij}(\epsilon, E_k + i0) = \begin{cases} 
\frac{1}{\lambda_i(\epsilon)} - \langle a_\epsilon^i | R_0(E_k + i0) | a_\epsilon^i \rangle & \text{if } i = j , \\
-\langle a_\epsilon^i | R_0(E_k + i0) | a_\epsilon^j \rangle & \text{if } i \neq j .
\end{cases}
\] (40)

The next step is to take the limit \( \epsilon \rightarrow 0 \), for which we need a determination of the functions \( \lambda_i(\epsilon) \) for all values of \( i = 1, 2, \ldots, N \). This has been motivated and determined in Section II in [6] and is
\[
\frac{1}{\lambda_i(\epsilon)} = \frac{1}{\lambda_i(M_i)} + \int_0^{\infty} dt K_{t+\epsilon}(a_i, a_i) e^{tM_i} ,
\] (41)

where \( K_t(x, y) \) is the heat kernel and \( M_i \) is an unphysical renormalisation scale that is chosen to be the energy of the bound state \( E_i^b \) corresponding to the bound state of the \( i \)-th delta [6]. This gives in the limit \( \epsilon \rightarrow 0 \),
\[
\psi_k^+(x) = e^{ikx} + \sum_{i,j=1}^{N} \langle x | R_0(E_k + i0) | a_i \rangle \left[ \Phi^{-1}(E_k + i0) \right]_{ij} e^{ika_j} .
\] (42)

Here,
\[
\langle x | R_0(E_k + i0) | a_i \rangle = \frac{i}{k} \sqrt{k^2 + m^2} e^{ik|x-a_i|} + \frac{1}{\pi} \int_m^{\infty} d\mu e^{-\mu |x-a_i|} \frac{\sqrt{\mu^2 - m^2}}{\mu^2 + k^2}
\]
and

\[
\Phi_{ij}(E_k + i0) = \begin{cases} 
- \frac{1}{\lambda(E_{\lambda}, E_i^B)} - \frac{iE_k}{\sqrt{E_k^2 - m^2}} \quad & \text{if } i = j, \\
- \frac{iE_k}{\sqrt{E_k^2 - m^2}} e^{i \sqrt{E_k^2 - m^2} |x - a_j|} - \frac{1}{\pi} \int_{m}^{\infty} d\mu \frac{e^{-\mu |x - a_i|} \sqrt{\mu^2 - m^2}}{\mu^2 + E_k^2 - m^2} \quad & \text{if } i \neq j,
\end{cases}
\]

where

\[
\frac{1}{\lambda (E_{\lambda}, E_i^B)} = \frac{-E_k}{\pi \sqrt{E_k^2 - m^2}} \arctanh \left( \frac{\sqrt{E_k^2 - m^2}}{E_k} \right) - \frac{E_i^B}{\pi \sqrt{m^2 - (E_i^B)^2}} \left( \frac{\pi}{2} + \arcsin \frac{E_i^B}{m} \right),
\]

where \( E_i^B \) has been defined before and \( \mu := \min_j E_i^B \). The conclusion is that the Lippmann–Schwinger equation gives in a rather straightforward manner the exact form of the scattering states in a rather cumbersome situation as the one discussed along the present section. Explicit expressions for transmission and reflection coefficients can be also derived from the above expressions.

## 4 Concluding Remarks

The Lippmann–Schwinger equation is a useful tool that permits to obtain explicit forms for the scattering states produced by some potential. When this potential is a finite set of Dirac delta interactions, one may find explicit expressions for these scattering states. We have shown that this is the case when perturbing the free Schrödinger one dimensional and the Salpeter Hamiltonians with \( N \) attractive deltas. In the first case, we have also shown that the Lippmann–Schwinger equation gives explicit expressions for Gamow wave functions which are the wave function for the purely exponential decay part of resonance states. The discussion on the search for bound states for the Schrödinger case includes similar methods.

The one dimensional Salpeter Hamiltonian with \( N \) attractive deltas is much more complicated as it requires of a regularisation procedure that we implement with the use of the heat kernel for the pseudo-differential operator \( \sqrt{-d^2/dx^2 + m^2} \). In this case, we also obtain the exact form of the scattering states.
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Hermite Coherent States for Quadratic Refractive Index Optical Media

Zulema Gress and Sara Cruz y Cruz

Abstract Ladder and shift operators are determined for the set of Hermite–Gaussian modes associated with an optical medium with quadratic refractive index profile. These operators allow to establish irreducible representations of the \( su(1, 1) \) and \( su(2) \) algebras. Glauber coherent states, as well as \( su(1, 1) \) and \( su(2) \) generalized coherent states, were constructed as solutions of differential equations admitting separation of variables. The dynamics of these coherent states along the optical axis is also evaluated.
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1 Introduction

The problem of addressing the construction, analysis, and possible applications of coherent states has been a very important issue in quantum physics. Yet, the concept of coherent state has also been considered within the framework of classical optics in the context of the quantum mechanics-classical optics analogy [1–3]. This analogy, based on the formal equivalence between the paraxial Helmholtz equation and the time-dependent Schrödinger equation [4–6], enables, for instance, the use of operatorial methods for the description of light propagation phenomena [7, 8]. In particular, diverse families of coherent states as linear combinations of

---

Z. Gress
Universidad Autónoma del Estado de Hidalgo, Ciudad del Conocimiento, Hidalgo, Mexico

S. Cruz y Cruz (✉)
Instituto Politécnico Nacional, UPIITA, Ciudad de México, Mexico
e-mail: sgcruzc@ipn.mx

© Springer Nature Switzerland AG 2019
Ş. Kuru et al. (eds.), Integrability, Supersymmetry and Coherent States, CRM Series in Mathematical Physics, https://doi.org/10.1007/978-3-030-20087-9_14
paraxial beams can be constructed from a pure algebraic point of view in the Barut–Girardello as well as in the Perelomov approaches (see the details in [9]).

In this work we deal with the construction of Glauber, \( SU(1, 1) \) and \( SU(2) \) coherent states for the set of Hermite–Gaussian modes in an optical medium with a quadratic refractive index profile, as solutions of differential equations admitting separation of variables. This approach leads us to wave-packet type expressions for these coherent states instead of the usual expressions defined algebraically as linear combinations of paraxial modes.

With this end we organize our work as follows. In Sect. 2 we briefly discuss on the Hermite–Gaussian modes and the functions featuring their behavior. In Sect. 3 we present the construction of ladder operators for the Hermite–Gaussian modes and their relation to the canonical variables of position and direction of propagation. This relation will be important in the statement of the differential equations defining the coherent states. Next, in Sect. 4, we construct the Hermite–Glauber coherent states as eigenfunctions of the annihilation operators. Sections 5 and 6 contain, respectively, the construction of Hermite-\( su(1, 1) \) and Hermite-\( su(2) \) coherent states in the Perelomov approach. Finally, we summarize our results in Sect. 7.

## 2 The Hermite–Gaussian Beams

We are interested in optical media with quadratic refractive index profiles of the form

\[
n^2(r) = n_0^2 \left( 1 - \Omega^2 r^2 \right),
\]

where \( r^2 = x^2 + y^2 \), \( n_0 \) is called reference or bulk refractive index, and \( \Omega \) is a constant that defines the confining properties of the medium. In the paraxial approximation it is assumed that \( \Omega^2 r^2 \ll 1 \) so that the refractive index is nearly constant in regions close to the optical axis (that is chosen as the \( z \)-axis). The paraxial Helmholtz equation takes the form of a time-dependent Schrödinger equation

\[
\frac{i}{k_0} \frac{\partial}{\partial z} U(r, z) = \left[ -\frac{1}{2k_0^2 n_0} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + \frac{n_0}{2} \Omega^2 r^2 \right] U(r, z) = \mathcal{H}U(r, z),
\]

where \( k_0 \) is the wave number in free space, \( r = (x, y) \) is the transversal radial vector, and the function \( U(r, z) \) is the amplitude of the electric field. It is well known that
this equation has wave-packet type solutions of the form [9]

\[
U_{n,m}(r, z) = \frac{1}{\sqrt{\pi 2^{n+m}n!m!}} \frac{\sqrt{2}}{w(z)} e^{-i(n+m+1)\chi(z)} e^{i\frac{k_0n_0r^2}{2R(z)}} e^{-\frac{r^2}{2w^2(z)}}
\times H_n\left(\frac{\sqrt{2}}{w(z)} x\right) H_m\left(\frac{\sqrt{2}}{w(z)} y\right),
\]

(3)

where \( H_p(x) \) stands for the Hermite polynomial of degree \( p \), and the functions \( \chi(z) \), \( R(z) \), and \( w(z) \) are given by

\[
w(z) = w_0 \left[ \cos^2(\Omega z) + \frac{1}{(\Omega z)^2} \sin^2(\Omega z) \right]^{1/2}, \quad w_0 = w(0), \quad z_R = \frac{k_0n_0w_0^2}{2},
\]

(4)

\[
\frac{1}{R(z)} = \frac{d}{dz} \ln w(z), \quad \chi(z) = \frac{2}{k_0n_0} \int^z dt \frac{1}{w^2(z)}.
\]

(5)

These modes are the Hermite–Gaussian beams associated with a parabolic medium and the functions \( w(z) \), \( R(z) \), \( \chi(z) \) are the width, the radius of curvature, and the Gouy phase shift of the beam (see [9]). The constants \( w_0 \) and \( z_R \) are called, respectively, the beam waist or waist radius and the Rayleigh range. In the limit \( \Omega \to 0 \) we recover the well-known beam width, radius of curvature, and Gouy phase shift of a Hermite–Gaussian mode in a homogeneous medium [10]

\[
w(z) = w_0 \sqrt{1 + \left(\frac{z}{z_R}\right)^2}, \quad R(z) = z \left[ 1 + \left(\frac{z_R}{z}\right)^2 \right], \quad \chi(z) = \arctan \left(\frac{z}{z_R}\right).
\]

(6)

In this case, the constants \( w_0 \) and \( z_R \) correspond to the minimum width of the beam and to the distance from the focus along the optical axis at which the beam doubles its transversal area. Due to this fact these parameters are considered, respectively, the transversal and longitudinal characteristic lengths of the system. In the general case \( \Omega > 0 \), the beam width is an oscillating function of period \( \frac{\pi}{\Omega} \) due to the confining properties of the medium.

### 2.1 Stationary Hermite–Gaussian Modes

Another interesting case occurs whenever \( \frac{1}{z_R} = \Omega \), i.e., when the beam waist \( w_0 \) and \( \Omega \) are related through

\[
w_0 = \sqrt{\frac{2}{k_0n_0\Omega}}.
\]
In this case the divergent nature of light is balanced with the focalization properties of the medium resulting in a beam that propagates with a constant width $w_0$. A simple inspection to (5) leads to the conclusion that, in this limit, the Hermite–Gaussian modes become plane waves, as their radii of curvature becomes infinite and their Gouy phase shifts $\chi(z) = \frac{\Omega z}{z_R}$ are proportional to $z$. The corresponding amplitudes

$$U_{n,m}^s(r, z) = \frac{1}{\sqrt{\pi 2^{n+m} n! m!}} \sqrt{\frac{2}{w_0}} e^{-i(n+m+1)\frac{z}{z_R}} e^{-\frac{r^2}{w_0^2}} H_n \left(\frac{\sqrt{2}}{w_0} x \right) H_m \left(\frac{\sqrt{2}}{w_0} y \right),$$

(7)

turn into (stationary) eigenmodes of the operator $\mathcal{H}$ with eigenvalues $\frac{\Omega}{\kappa_0} (n + m + 1)$ in complete analogy to the quantum harmonic oscillator potential. In this context, it is worthwhile to note that, as the function $w(z)$ in (4) fulfills the Ermakov equation (check [9])

$$\frac{d^2 w}{dz^2} + \Omega^2 w = \frac{w_0^4}{z_R^3 w^3},$$

the Hermite–Gaussian modes (3) can be obtained from the stationary ones (7) through the quantum Arnold–Ermakov transformation (see, e.g., [11–13]).

### 3 Ladder Operators for the Hermite–Gaussian Modes

The Hermite–Gaussian modes (3) can be written in the form

$$U_{n,m}(r, z) = \frac{\sqrt{2}}{w(z)} e^{-i\beta_{n,m} \chi(z)} e^{i\frac{\kappa_0 \eta_0 r^2}{2z_R^2}} \Psi_{n,m}(u(x, z), v(y, z)), \quad (8)$$

where

$$u(x, z) = \frac{\sqrt{2}}{w(z)} x, \quad v(x, z) = \frac{\sqrt{2}}{w(z)} y,$$

$\beta_{n,m} = n + m + 1$, and the functions $\Psi_{n,m}(u, v)$ are the square integrable solutions to the eigenvalue problem [9]

$$H \Psi(u, v) = \beta \Psi(u, v),$$

(9)
with
\[ H = -\frac{1}{2} \left( \frac{\partial^2}{\partial u^2} + \frac{\partial^2}{\partial v^2} \right) + \frac{1}{2} \left( u^2 + v^2 \right). \]  

(10)
The form of this operator suggests that we may write
\[ \Psi_{n,m}(u,v) = \frac{1}{\sqrt{n!m!}} \left( a^+ \right)^n \left( b^+ \right)^m \Psi_{0,0}(u,v), \quad \Psi_{0,0}(u,v) = \frac{1}{\sqrt{\pi}} e^{-\frac{1}{2}(u^2+v^2)}, \]

(11)
where \( a^\pm \) and \( b^\pm \) are the ladder operators of the harmonic oscillator
\[ a^\pm = \frac{1}{\sqrt{2}} \left( \mp \frac{\partial}{\partial u} + u \right) , \quad b^\pm = \frac{1}{\sqrt{2}} \left( \mp \frac{\partial}{\partial v} + v \right), \]

(12)
fulfilling the boson algebra
\[ [a^-, a^+] = [b^-, b^+] = \mathbb{I}, \quad [a^\pm, b^\pm] = 0. \]

(13)
The substitution of (11) into (8) leads us to
\[ U_{n,m}(r,z) = \frac{1}{\sqrt{n!m!}} e^{-i(n+m)\chi(z)} e^{i k_0 r^2 \frac{R(z)}{2 R(z)}} \left( a^+ \right)^n \left( b^+ \right)^m e^{-i k_0 r^2 \frac{R(z)}{2 R(z)}} U_{0,0}(r,z), \]

which, in turn, allows us to write
\[ U_{n,m}(r,z) = \frac{1}{\sqrt{n!m!}} \left( A^+ \right)^n \left( B^+ \right)^m U_{0,0}(r,z), \]

(14)
with the identification of the non-autonomous invariant operators [9]
\[ A^+ = e^{-i \chi(z)} e^{i k_0 r^2 \frac{R(z)}{2 R(z)}} a^+ e^{-i k_0 r^2 \frac{R(z)}{2 R(z)}}, \quad A^- = (A^+)\dagger, \]
\[ B^+ = e^{-i \chi(z)} e^{i k_0 r^2 \frac{R(z)}{2 R(z)}} b^+ e^{-i k_0 r^2 \frac{R(z)}{2 R(z)}}, \quad B^- = (B^+)\dagger. \]

(15)
The algebraic structure of the operators \( A^\pm, B^\pm \) is inherited from that of \( a^\pm \) and \( b^\pm \). If \( N_x = A^+ A^- \) and \( N_y = B^+ B^- \), we have
\[ [A^-, A^+] = \mathbb{I}, \quad [B^-, B^+] = \mathbb{I}, \quad [A^\pm, B^\pm] = 0, \]

(16)
\[ [N_x, A^\pm] = \pm A^\pm, \quad [N_y, B^\pm] = \pm B^\pm. \]

(17)
Also, the action of $A^\pm$, $B^\pm$ on the Hermite–Gaussian beams can be readily stated

\[
A^+ U_{n,m}(\mathbf{r}, z) = \sqrt{n + 1} U_{n+1,m}(\mathbf{r}, z), \quad A^- U_{n,m}(\mathbf{r}, z) = \sqrt{n} U_{n-1,m}(\mathbf{r}, z),
\]

\[
B^+ U_{n,m}(\mathbf{r}, z) = \sqrt{m + 1} U_{n,m+1}(\mathbf{r}, z), \quad B^- U_{n,m}(\mathbf{r}, z) = \sqrt{m} U_{n,m-1}(\mathbf{r}, z),
\]

\[
N_x U_{n,m}(\mathbf{r}, z) = u U_{n,m}(\mathbf{r}, z), \quad N_y U_{n,m}(\mathbf{r}, z) = m U_{n,m}(\mathbf{r}, z).
\] \hspace{1cm} (18)

It can be also shown that, in terms of the canonical variables of position $\mathbf{r}$ and propagation direction $\mathbf{p} = -\frac{i}{k_0} \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right)$

\[
A^+ = -ie^{-i\chi w} \left[ \frac{k_0 p_x}{2} - \bar{S}_x \right], \quad A^- = ie^{i\chi w} \left[ \frac{k_0 p_x}{2} - S_x \right],
\]

\[
B^+ = -ie^{-i\chi w} \left[ \frac{k_0 p_y}{2} - \bar{S}_y \right], \quad B^- = ie^{i\chi w} \left[ \frac{k_0 p_y}{2} - S_y \right], \hspace{1cm} (19)
\]

where the bar stands for complex conjugation and

\[
S(z) = \frac{k_0 n_0}{2R(z)} + \frac{i}{w^2(z)}.
\]

At this stage, it is important to stress that the form of the Hermite–Gaussian modes (8), as well as that of the operators $A^\pm$, and $B^\pm$, depends strongly on the beam width $w(z)$. This is due to the fact that, according to Eqs. (3)–(5), this function encodes all the information about the beam propagation along the longitudinal axis. In turn, the behavior of $w(z)$ is determined by the choice of its initial value $w_0$.

This means that, for a fixed value of $\Omega$ defining a particular optical medium, the form of the Hermite–Gaussian modes and the corresponding ladder operators will be intrinsically dependent on the parameter $w_0$.

To close this section, let us note that the paraxial Helmholtz equation (2) defines the $z$-variation of the field amplitude $U(\mathbf{r}, z)$ through

\[
U(\mathbf{r}, z) = \mathcal{W}(z) U(\mathbf{r}, 0),
\] \hspace{1cm} (20)

where

\[
\mathcal{W}(z) = e^{-ik_0 H z}, \quad \text{with} \quad H = \frac{\mathbf{p}^2}{2n_0} + \frac{n_0}{2} \Omega^2 r^2,
\]

can be interpreted as the evolution operator of the electromagnetic modes. Note also that

\[
U_{n,m}(\mathbf{r}, 0) = \frac{\sqrt{2}}{w_0} \Psi_{n,m}(u(x, 0), v(y, 0))
\]
is an eigenfunction of the operator $H$ for the fixed value $z = 0$. In this way, combining (20) and (8) we have

$$\mathcal{W}(z)U_{n,m}(r, 0) = \frac{\sqrt{2}}{w(z)} e^{-i\beta_{n,m}\chi(z)} e^{ik_0r^2/2R(z)} \Psi_{n,m}(u(x, z), v(y, z)).$$

This means that if $\Psi_{n,m}(u(x, 0), v(y, 0))$ is an eigenfunction of $H$ at $z = 0$, corresponding to the eigenvalue $\beta_{n,m}$, we have

$$\mathcal{W}(z)\Psi_{n,m}(u(x, 0), v(y, 0)) = \frac{w_0}{w(z)} e^{-i\beta_{n,m}\chi(z)} e^{ik_0r^2/2R(z)} \Psi_{n,m}(u(x, z), v(y, z)).$$

(21)

4 Hermite–Glauber Coherent States

The Glauber coherent states $U_{\alpha_x, \alpha_y}(r, z)$ of the Hermite type are constructed as eigenstates of the annihilation operators $A^-$ and $B^-$. Thus, they must fulfill the differential equations

$$A^-U_{\alpha_x, \alpha_y}(r, z) = \frac{1}{2} we^{i\chi} \left( \frac{\partial}{\partial x} - 2iSx \right) U_{\alpha_x, \alpha_y}(r, z) = \alpha_x U_{\alpha_x, \alpha_y}(r, z),$$

$$B^-U_{\alpha_x, \alpha_y}(r, z) = \frac{1}{2} we^{i\chi} \left( \frac{\partial}{\partial y} - 2iSy \right) U_{\alpha_x, \alpha_y}(r, z) = \alpha_y U_{\alpha_x, \alpha_y}(r, z).$$

(22)

The normalized solution is given by

$$U_{\alpha_x, \alpha_y}(r, z) = \frac{1}{\sqrt{\pi} w(z)} \exp \left\{ \frac{1}{2} \left( e^{-2i\chi(z)} (\alpha_x^2 + \alpha_y^2) - (|\alpha_x|^2 + |\alpha_y|^2) \right) \right\} \times e^{ik_0r^2/2R(z)} \exp \left[ -\left( \frac{x}{w(z)} - e^{-i\chi(z)} \alpha_x \right)^2 - \left( \frac{y}{w(z)} - e^{-i\chi(z)} \alpha_y \right)^2 \right].$$

(23)

In Fig. 1 we present some plots concerning Hermite–Glauber coherent states (23). They are Gaussian wave-packets (left) that remain Gaussian as they propagate along the optical axis with oscillating width, given by (4), of period $\pi/\Omega$ (center). The center of the wave-packet follows an elliptic trajectory given by the parametric equations (see Fig. 1 (right))

$$x(z) = w(z) \text{Re} \left( e^{-i\chi(z)} \alpha_x \right), \quad y(z) = w(z) \text{Re} \left( e^{-i\chi(z)} \alpha_y \right).$$
Fig. 1 Hermite–Glauber coherent state for \( \alpha_x = \frac{1}{\sqrt{2}}(1 + i) \), \( \alpha_y = \frac{1}{\sqrt{2}}(1 - i) \), and \( z_R = 0.7/\Omega \): (Left) Intensity distribution in the \( xy \)-plane. (Center) Dynamics of the coherent beam as it propagates along the \( z \)-axis. (Right) The trajectory of the center of the wave-packet in the transversal plane. The transversal variables \( x, y \) are measured in units of \( w_0 \) while the longitudinal one \( z \) is measured in units of \( z_R \).

From the geometrical optics point of view, this trajectory would correspond to the projection on the transversal plane of the path that follows a light ray that propagates in this medium. The corresponding components of the propagation direction \( \mathbf{p} \) are defined by

\[
p_x(z) = \frac{w(z)}{k_0} \text{Re}\left(e^{-i\chi(z)} \tilde{S}(z) \alpha_x\right), \quad p_y(z) = \frac{w(z)}{k_0} \text{Re}\left(e^{-i\chi(z)} \tilde{S}(z) \alpha_y\right).
\]

5 Hermite-\( su(1, 1) \) Coherent States

It is well known that the generators of the \( su(1, 1) \) and \( su(2) \) algebras can be realized as higher order compositions of single mode boson operators \([14–18]\). In the non-degenerate case these realizations correspond to the Schwinger representation of those algebras \([19]\). Indeed the operators

\[
K_- = B^- A^-, \quad K_+ = B^+ A^+, \quad K_0 = \frac{1}{2} H,
\]

fulfill the commutation rules of the \( su(1, 1) \) algebra

\[
[K_-, K_+] = 2K_0, \quad [K_0, K_\pm] = \pm K_\pm.
\]

From its definition, it is clear that the operator \( K_- \) (\( K_+ \)) lows (raises) both labels \( n, m \) of the Hermite–Gaussian modes, meaning that, under the action of these operators the Hermite–Gaussian modes are transformed in such a way that the number \( |n - m| \) is left invariant. Hence, the set of Hermite–Gaussian modes can be classified into hierarchies defined by the number \( N = |n - m| \). The complete
space of modes is, thus, decomposed as the direct sum of subspaces $\mathcal{H}^N_{\pm}$ which are the span of each $N$-hierarchy and correspond to a particular representation of the $su(1, 1)$ algebra. Here the $\pm$ signs stand for the cases $n - m > 0$ and $n - m < 0$, respectively.

On the other hand, it is well known that the $su(1, 1)$ coherent states of the Perelomov type can be obtained as eigenvectors of the operator [14]

$$ (nK) = n_0K_0 - n_1K_1 - n_2K_2, \quad (26) $$

where $n = (n_0, n_1, n_2)$ is a vector fulfilling $n^2 = n_0^2 - n_1^2 - n_2^2 = 1$, $n_0 > 0$, that can be parametrized as

$$ (n_0, n_1, n_2) = (\cosh \tau_0, \sinh \tau_0 \cos \phi_0, \sinh \tau_0 \sin \phi_0), \quad (28) $$

and the operators $K_1, K_2$ are the quadratures of the $su(1, 1)$ algebra given by

$$ K_1 = \frac{1}{2} (K_+ + K_-), \quad K_2 = \frac{1}{2i} (K_+ - K_-). \quad (27) $$

Hence, the construction of Perelomov coherent states $U^N_\xi(\mathbf{r}, z)$ involves the solution of two eigenvalue equations. The first one will select the corresponding $N$-subspace from the space of modes. For the choice $n - m > 0$ (the case $n - m < 0$ can be constructed by interchanging the roles of $n$ and $m$) we have

$$ (N_x - N_y) U^N_\xi(\mathbf{r}, z) = N U^N_\xi(\mathbf{r}, z). \quad (28) $$

The second equation will define the coherent state in this particular subspace:

$$ (nK) U^N_\xi(\mathbf{r}, z) = k U^N_\xi(\mathbf{r}, z), \quad (29) $$

where $k$ is the Bargmann parameter given by $k = \frac{1}{2} (n - m + 1)$. The complex number $\xi$ labeling the coherent state is fixed by the parameters $\tau_0$ and $\phi_0$ in the form

$$ \frac{\xi}{|\xi|} = e^{-i\phi_0}, \quad \tanh |\xi| = \tanh \frac{\tau_0}{2}. $$

In the coordinate representation the operators $\hat{N} = N_x - N_y, \hat{K}_0, \hat{K}_1,$ and $\hat{K}_2$ have the forms

$$ \hat{N} = \frac{w^2}{4} \left[ -\left( \frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} \right) + 2i\text{Re}(S) \left( x \frac{\partial}{\partial x} - y \frac{\partial}{\partial y} \right) + 4|S|^2 \left( x^2 - y^2 \right) \right], $$

$$ \hat{K}_0 = \frac{w^2}{8} \left[ -\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + 2i\text{Re}(S) \left( x \frac{\partial}{\partial x} + y \frac{\partial}{\partial y} \right) + 4|S|^2 \left( x^2 + y^2 \right) \right] $$

$$ + \frac{i}{2} w^2 \text{Re}(S), $$

$$ \hat{K}_1 = \frac{1}{2} (\hat{K}_+ + \hat{K}_-), \quad \hat{K}_2 = \frac{1}{2i} (\hat{K}_+ - \hat{K}_-). $$

Hence, the construction of Perelomov coherent states $U^N_\xi(\mathbf{r}, z)$ involves the solution of two eigenvalue equations. The first one will select the corresponding $N$-subspace from the space of modes. For the choice $n - m > 0$ (the case $n - m < 0$ can be constructed by interchanging the roles of $n$ and $m$) we have

$$ (N_x - N_y) U^N_\xi(\mathbf{r}, z) = N U^N_\xi(\mathbf{r}, z). \quad (28) $$

The second equation will define the coherent state in this particular subspace:

$$ (nK) U^N_\xi(\mathbf{r}, z) = k U^N_\xi(\mathbf{r}, z), \quad (29) $$

where $k$ is the Bargmann parameter given by $k = \frac{1}{2} (n - m + 1)$. The complex number $\xi$ labeling the coherent state is fixed by the parameters $\tau_0$ and $\phi_0$ in the form

$$ \frac{\xi}{|\xi|} = e^{-i\phi_0}, \quad \tanh |\xi| = \tanh \frac{\tau_0}{2}. $$

In the coordinate representation the operators $\hat{N} = N_x - N_y, \hat{K}_0, \hat{K}_1,$ and $\hat{K}_2$ have the forms

$$ \hat{N} = \frac{w^2}{4} \left[ -\left( \frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} \right) + 2i\text{Re}(S) \left( x \frac{\partial}{\partial x} - y \frac{\partial}{\partial y} \right) + 4|S|^2 \left( x^2 - y^2 \right) \right], $$

$$ \hat{K}_0 = \frac{w^2}{8} \left[ -\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + 2i\text{Re}(S) \left( x \frac{\partial}{\partial x} + y \frac{\partial}{\partial y} \right) + 4|S|^2 \left( x^2 + y^2 \right) \right] $$

$$ + \frac{i}{2} w^2 \text{Re}(S), $$

$$ \hat{K}_1 = \frac{1}{2} (\hat{K}_+ + \hat{K}_-), \quad \hat{K}_2 = \frac{1}{2i} (\hat{K}_+ - \hat{K}_-). $$

This completes the construction of Perelomov coherent states in the $su(1, 1)$ algebra.
\[ \mathcal{K}_1 = \frac{w^2}{4} \left[ \cos 2\chi \frac{\partial^2}{\partial x \partial y} - 2i \text{Re} \left( e^{2i\chi S} \right) \left( y \frac{\partial}{\partial x} + x \frac{\partial}{\partial y} \right) - 4 \text{Re} \left( e^{2i\chi S^2} \right) xy \right], \]

\[ \mathcal{K}_2 = \frac{w^2}{4} \left[ -\sin 2\chi \frac{\partial^2}{\partial x \partial y} + 2i \text{Im} \left( e^{2i\chi S} \right) \left( y \frac{\partial}{\partial x} + x \frac{\partial}{\partial y} \right) + 4 \text{Im} \left( e^{2i\chi S^2} \right) xy \right]. \]

From these expressions it is clear that the operators \( \hat{N} \) and \( n_K \) will contain first as well as second order symmetries for an arbitrary value of \( z \). However, for \( z = 0 \) the operators \( \hat{N}, K_0 \), and \( K_1 \) only contain second order symmetries, as \( \chi(0) = 0 \) and \( S(0) = \frac{i}{w_0} \). In this case the set of Eqs. (28)–(29) can be solved using separation of variables by setting \( \tau_0 = 0 \). As the coherent states will not depend on the parameter \( \phi_0 \) we may choose \( \phi_0 = 0 \) without loss of generality. For these choices of the parameter we have \( \xi = 0 \). The set (28)–(29) now have the form

\[ \hat{N} U_0^N(r, 0) = -\frac{w_0^2}{4} \left[ \frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} + \frac{4}{w_0^2} \left( x^2 - y^2 \right) \right] U_0^N(r, 0) = N U_0^N(r, 0), \]

\[ K_0 U_0^N(r, 0) = -\frac{w_0^2}{8} \left[ \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{4}{w_0^2} \left( x^2 + y^2 \right) \right] U_0^N(r, 0) \]

\[ = \frac{1}{2} (N + 1) U_0^N(r, 0). \]

The normalized solution fulfilling both equations reads

\[ U_0^N(r, 0) = \frac{1}{\sqrt{\pi^2 N!}} \sqrt{\frac{2}{w_0}} e^{-\frac{r^2}{w_0^2}} H_N \left( \frac{\sqrt{2}}{w_0} x \right). \quad (30) \]

Now, in order to determine the evolution of this coherent state in the longitudinal coordinate, consider the fact that \( U_0^N(r, 0) \) is an eigenfunction of \( H \) at \( z = 0 \) with eigenvalue \( \beta = N + 1 \), therefore

\[ U_0^N(r, z) = \frac{1}{\sqrt{\pi^2 N!}} \frac{\sqrt{2}}{w(z)} e^{-i(N+1)\chi(z)} e^{i \frac{k_{\perp} z^2}{w(z)}} e^{-\frac{r^2}{w(z)^2}} H_N \left( \frac{\sqrt{2}}{w(z)} x \right). \quad (31) \]

In Fig. 2 we present some plots showing the behavior of this coherent state for \( N = 4 \) and \( z_R = 0.5/\Omega \). The intensity distribution exhibits the rectangular symmetry characteristic of the Hermite–Gaussian modes, being \( N \) the number of nodes in the \( x \) direction. As \( z \) grows, the width of the beam oscillates with a period defined by the value of \( z_R \).
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Fig. 2 Hermite-$su(1, 1)$ coherent state for $N = 4$ and $z_R = 0.5/\Omega$: (Left, Center) Intensity distribution as a function of $x$ and $y$. (Right) Dynamics of the coherent beam as it propagates along the $z$-axis. The width of the beam oscillates with a period $2\pi z_R$. The transversal variables $x$, $y$ are measured in units of $w_0$ while the longitudinal one $z$ is measured in units of $z_R$.

6 Hermite-$su(2)$ Coherent States

Now let us consider the second order operators

$$\mathcal{J}_- = A^- B^+, \quad \mathcal{J}_+ = A^+ B^-, \quad \mathcal{J}_0 = \frac{1}{2} (N_x - N_y),$$

fulfilling the $su(2)$ commutation relations

$$[\mathcal{J}_-, \mathcal{J}_+] = -2\mathcal{J}_0, \quad [\mathcal{J}_0, \mathcal{J}_\pm] = \pm \mathcal{J}_\pm.$$  \hfill (33)

In this case it is possible to see that the operators $\mathcal{J}_\pm$ induce transformations on the Hermite–Gaussian modes leaving the number $n + m$ invariant. The Hermite–Gaussian modes are classified now into hierarchies defined by the number $j = \frac{1}{2} (n + m)$. This means that the space of modes can be decomposed as the direct sum of subspaces $\mathcal{H}_j$ spanned by the corresponding $j$-hierarchies.

Following the Perelomov approach, we construct the $su(2)$ coherent states $U^j_\xi (r, z)$ as the simultaneous solutions of two equations: the first one selects a particular $j$-subspace

$$\mathcal{H} U^j_\xi (r, z) = (2j + 1) U^j_\xi (r, z),$$

while the second one will define the coherent state

$$(\mathbf{n} \cdot \mathbf{J}) U^j_\xi (r, z) = -j U^j_\xi (r, z),$$

where

$$(\mathbf{n} \cdot \mathbf{J}) = n_0 \mathcal{J}_0 + n_1 \mathcal{J}_1 + n_2 \mathcal{J}_2,$$
with \( \mathbf{n} = (n_0, n_1, n_2) \) a unitary vector that can be parametrized as
\[
(n_0, n_1, n_2) = (\cos \theta_0, \sin \theta_0 \cos \phi_0, \sin \theta_0 \sin \phi_0) ,
\]
and \( \mathcal{J}_1, \mathcal{J}_2 \) the quadratures of the \( su(2) \) algebra given by
\[
\mathcal{J}_1 = \frac{1}{2} (\mathcal{J}_+ + \mathcal{J}_-), \quad \mathcal{J}_2 = \frac{1}{2i} (\mathcal{J}_+ - \mathcal{J}_-). \tag{36}
\]
The complex parameter \( \xi \) labeling the coherent state is now defined in terms of \( \theta_0 \) and \( \phi_0 \) by
\[
\frac{\xi}{|\xi|} = e^{-i\phi_0}, \quad \tan |\xi| = \tan \frac{\theta_0}{2}.
\]
The expressions for the quadratures in the coordinate representation are
\[
\mathcal{J}_1 = \frac{w^2}{4} \left[ -\frac{\partial^2}{\partial x \partial y} + 2i \text{Re}(S) \left( y \frac{\partial}{\partial x} + x \frac{\partial}{\partial y} \right) + 4|S|^2 xy \right], \tag{37}
\]
\[
\mathcal{J}_2 = -\frac{i}{2} \left( x \frac{\partial}{\partial y} - y \frac{\partial}{\partial x} \right). \tag{38}
\]
In this case it is possible to see that for \( z = 0 \) and \( \phi_0 = 0, \pi \) the differential operator \( \mathbf{n} \cdot \mathbf{J} \) contains only second order symmetries, while for \( z = 0, \theta_0 = \frac{\pi}{2} \) and \( \phi_0 = \pm \frac{\pi}{2} \) it only contains first order symmetries.

In the first case, for the choice \( \phi_0 = 0 \), we have \( \xi = \frac{\theta_0}{2} \) and the set of Eqs. (34)–(35) reduces to
\[
-\frac{w_0^2}{4} \left[ \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} - \frac{4}{w_0^4} \left( x^2 + y^2 \right) \right] U_\xi^j (r, 0) = (2j + 1) U_\xi^j (r, 0),
\]
\[
-\frac{w_0^2}{8} \left[ \cos \theta_0 \left( \frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} \right) + 2 \sin \theta_0 \frac{\partial^2}{\partial x \partial y} \right] U_\xi^j (r, 0)
+ \frac{1}{2w_0^2} \left[ \cos \theta_0 \left( x^2 - y^2 \right) + 2 \sin \theta_0 xy \right] U_\xi^j (r, 0) = -j U_\xi^j (r, 0).
\]
The normalized solution reads
\[
U_\xi^j (r, 0) = \frac{1}{\sqrt{\pi} 2^j (2j)!} \frac{\sqrt{2}}{w_0} e^{-\frac{r^2}{w_0^2}} H_{2j} \left( \frac{\sqrt{2}}{w_0} \left[ y \cos \frac{\theta_0}{2} - x \sin \frac{\theta_0}{2} \right] \right). \tag{39}
\]
As this function is an eigenstate of $H$ for $z = 0$ with eigenvalue $\beta = 2j + 1$, its dynamics in $z$ can be readily obtained:

$$U_{j}^{(z)}(r, z) = \frac{1}{\sqrt{\pi 2^{2j} (2j)!}} \frac{\sqrt{2}}{w(z)} e^{-i(2j+1)\chi(z)} e^{\frac{k_0 n_0 r^2}{2R(z)}} e^{-\frac{r^2}{w^2(z)}} \times$$

$$\times H_{2j} \left( \frac{\sqrt{2}}{w(z)} \left[ y \cos \frac{\theta_0}{2} - x \sin \frac{\theta_0}{2} \right] \right).$$

In Figs. 3 and 4 we show the intensity distributions associated with these states for $z_R = 0.5/\Omega$. The coherent state exhibits the typical rectangular symmetry of Hermite–Gaussian states, where the parameter $j$ defines the number of nodes of the field intensity. The variation of the parameter $\theta_0$ induces rotations of the distribution.
around the optical axis with period $4\pi z_R$ according to the argument of the Hermite polynomial in expression (40). In Fig. 4 we show the intensity distribution as a function of $z$ (left) and as a function of $\theta_0$ (right). For this particular value of $z_R$ the periods of self-focusing and rotation around the optical axis coincide.

For the choice $\phi_0 = \pi$ we have $\xi = -\frac{\theta_0}{2}$ and the corresponding coherent state can be easily constructed from (40) with the substitution $\theta_0 \to -\theta_0$.

On the other hand, for the choice $z = 0$, $\theta_0 = \frac{\pi}{2}$, and $\phi_0 = \mp \frac{\pi}{2}$, we have $\xi = \pm i \frac{\pi}{4}$. Let us denote the corresponding coherent state by $U^i_{\pm}(r, 0)$. Equation (35) reduces to

$$\pm i \left( x \frac{\partial}{\partial y} - y \frac{\partial}{\partial x} \right) U^j_{\pm}(r, 0) = -2j U^j_{\pm}(r, 0).$$

(41)

This equation can be identified with the eigenvalue equation for the orbital angular momentum in the $z$-direction

$$\mp k_0 L_z U^j_{\pm}(r, 0) = \pm i \frac{\partial}{\partial \theta} U^j_{\pm}(r, 0) = -2j U^j_{\pm}(r, 0),$$

(42)

with $\theta$ the polar coordinate. This means that the coherent state $U^j_{\pm}(r, 0)$ is a mode of definite orbital angular momentum $\ell = \pm 2j$ so that it can be written as

$$U^j_{\pm}(r, 0) = \psi^j(r)e^{\pm i2j\theta}.$$

Now, in order to determine the function $\psi^j(r)$, it is convenient to express the Eq. (34) in polar coordinates. We have

$$-\frac{w_0^2}{4} \left( \frac{d^2}{dr^2} + \frac{1}{r} \frac{d}{dr} - \frac{4j^2}{r^2} \right) \psi^j(r) + \frac{1}{w_0^2} r^2 \psi^j(r) = (2j + 1) \psi^j(r).$$

This equation can be transformed into a confluent hypergeometric one [20, 21]. Indeed, with the substitution

$$\psi^j(r) = \varphi^j e^{-\frac{\varphi}{2}} \phi(\varphi), \quad \varphi = \frac{2}{w_0^2} r^2,$$

we get

$$\left[ \varphi \frac{d^2}{d\varphi^2} + (2j + 1 - \varphi) \frac{d}{d\varphi} \right] \phi(\varphi) = 0.$$
The solution to this equation that leads to a well-behaved function $\psi^j(r)$ is a constant, and, hence, the normalized coherent state has the form

$$U^j_{\pm}(r, 0) = \frac{1}{\sqrt{\pi(2j)!}} \frac{\sqrt{2}}{w_0} \left( \frac{\sqrt{2}}{w_0} r \right)^j e^{-\frac{r^2}{2w_0^2}} e^{\mp i2j\theta},$$

(43)

while its evolved version reads

$$U^j_{\pm}(r, z) = \frac{1}{\sqrt{\pi(2j)!}} \frac{\sqrt{2}}{w(z)} \left( \frac{\sqrt{2}}{w(z)} r \right)^j e^{-i\left(j+1\right)\chi(z)} e^{i \frac{kw^2}{2R(z)}} e^{-\frac{r^2}{2w(z)^2}} e^{\mp i2j\theta}.$$  

(44)

As these coherent states are eigenvectors of the orbital angular momentum operator, they exhibit axial symmetry. Indeed, they correspond to the Laguerre–Gaussian modes of degree $p = 0$ and order $\ell = \pm 2j$ (see [10]). In Fig. 5 we show the behavior of the intensity distribution for $j = 3/2$ as a function of the transversal coordinates, as well as its evolution along the optical axis.

### 7 Summary

We addressed the construction of ladder operators for the set of Hermite–Gaussian modes associated with an optical medium with quadratic refractive index. The case of the homogeneous medium is recovered in the limit as the parabolicity parameter of the medium $\Omega \rightarrow 0$. In this limit the ladder operators coincide with the creation and annihilation operators for the Hermite–Gaussian modes in free space [1], with the creation and annihilation operators for the harmonic states of the free particle [11], and with the invariant generalized ladder operators of
the parametric harmonic oscillator [22]. Next, the $z$-dependent Glauber coherent states were determined as eigenstates of the annihilation operators. These coherent states turn out to be Gaussian wave-packets for which their centers follow classical trajectories associated with the paths of the corresponding rays in the geometrical optics limit. Second order operators satisfying $su(1, 1)$ and $su(2)$ commutation rules were defined as compositions of the Hermite–Gaussian modes ladder operators. These allowed us to construct $su(1, 1)$ and $su(2)$ Hermite coherent states, in the Perelomov approach, as solutions of differential equations admitting separation of variables for $z = 0$. Finally, the dynamics of these coherent states as they propagate along the optical axis were determined by the means of the corresponding evolution operator $W(z)$.
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Analysis of $\mathbb{C}P^{N-1}$ Sigma Models via Soliton Surfaces

Piotr P. Goldstein and Alfred M. Grundland

Abstract In this paper we present results obtained from the study of an invariant formulation of completely integrable $\mathbb{C}P^{N-1}$ Euclidean sigma models in two dimensions defined on the Riemann sphere, having finite actions. Surfaces connected with the $\mathbb{C}P^{N-1}$ models, invariant recurrence relations linking the successive projection operators, and immersion functions of the surfaces are discussed in detail. We show that immersion functions of 2D-surfaces associated with the $\mathbb{C}P^{N-1}$ model are contained in 2D-spheres in the $\text{su}(N)$ algebra. Making use of the fact that the immersion functions of the surfaces satisfy the same Euler–Lagrange equations as the original projector variables, we derive surfaces induced by surfaces and prove that the stacked surfaces coincide with each other, which demonstrates the idempotency of the recurrent procedure. We also demonstrate that the $\mathbb{C}P^{N-1}$ model equations admit larger classes of solutions than the ones corresponding to rank-1 Hermitian projectors. This fact allows us to generalize the Weierstrass formula for the immersion of 2D-surfaces in the $\text{su}(N)$ algebra and to show that, in general, these surfaces cannot be conformally parametrized. Finally, we consider the connection between the structure of the projective formalism and the possibility of spin representations of the $\text{su}(2)$ algebra in quantum mechanics.

Keywords Spin matrices · Sigma models · Soliton surfaces · Integrable systems · Weierstrass formula for immersion
1 Introduction

Integrable models and their continuous deformations under various types of dynamics have produced a great deal of interest and activity in several branches of mathematics, physics, and biology. Soliton surfaces associated with integrable models, and with the $\mathbb{C}P^{N-1}$ sigma model in particular, have been shown to play an essential role in many problems with physical applications (see, e.g., [2, 11, 16, 17, 19, 20]). The possibility of using a rank-1 projector formalism associated with the $\mathbb{C}P^{N-1}$ model to construct soliton surfaces has yielded many new results concerning the intrinsic geometric properties of such surfaces (see, e.g., [1]). In this vein, it has recently proved fruitful to extend such characterizations of soliton surfaces via their immersion functions in Lie algebras, based on projectors of rank higher than one. The construction of such surfaces related to the completely integrable $\mathbb{C}P^{N-1}$ sigma model in two dimensions has been accomplished by representing the equation of motion for the model as a conservation law which in turn provides a closed differential for the surface. This is the so-called generalized Weierstrass formula for immersion [15]. The results obtained [7, 9, 10, 12–14, 18] proved to be fruitful from the point of view of constructing multileaf soliton surfaces immersed in Lie algebras. This paper contains a survey of these results for the immersion of soliton surfaces, particularly as applied to the integrable $\mathbb{C}P^{N-1}$ sigma model, and its link to the quantum mechanics of spin representations of the $\text{su}(2)$ algebra.

2 The Projector Formalism and Solitons Obtained via $\mathbb{C}P^{N-1}$ Sigma Models

The description of the $\mathbb{C}P^{N-1}$ model in terms of projection operators and the properties of the orthogonal projection matrices $P$ (mapping onto one-dimensional subspaces of $\mathbb{C}^N$) can be summarized as follows.

The $\mathbb{C}P^{N-1}$ models are defined by their action integral and can be defined in terms of the homogeneous variables (see, e.g., [25] and the references therein)

$$\mathbb{C} \ni \Omega \ni \xi = \xi^1 + i \xi^2 \mapsto f = (f^0, f^1, \ldots, f^{N-1}) \in \mathbb{C}^N \setminus \{0\}. \quad (2.1)$$

The action integral for a $\mathbb{C}P^{N-1}$ model on a Riemann surface $\mathcal{R}$ having domain in $\Omega \subset \mathbb{C}$ can be written in terms of the homogeneous variables

$$\mathcal{A}(f) = \frac{1}{4} \int_{\Omega} \frac{1}{f^\dagger f} \left( \partial_+ f^\dagger P \partial_- f + \partial_- f^\dagger P \partial_+ f \right) d\xi d\bar{\xi}, \quad (2.2)$$
where $P$ is a rank-1 Hermitian projector

$$P = \frac{f \otimes f^\dagger}{f^\dagger f},$$

\[(2.3)\]

and the complex derivatives $\partial_+$ and $\partial_-$ with respect to $\xi$ and $\bar{\xi}$ are given by

$$\partial_+ = \frac{1}{2} (\partial_1 - i \partial_2), \quad \partial_- = \frac{1}{2} (\partial_1 + i \partial_2), \quad \partial_1 = \frac{\partial}{\partial \xi}, \quad \partial_2 = \frac{\partial}{\partial \bar{\xi}}.$$  

\[(2.4)\]

In this formulation the action integral (2.2) can be expressed in a more compact way in terms of the projectors $P$, which are explicitly scaling-invariant, namely

$$A(P) = \hat{\Omega} \text{tr} (\partial_+ P \cdot \partial_- P) d\xi d\bar{\xi},$$

\[(2.5)\]

and its extremum is subject to the algebraic constraints (2.3).

The Euler–Lagrange (EL) equations corresponding to the action integral (2.5) with these constraints take the simple form \[7, 13\]

$$[\partial_+ P, P] = \emptyset,$$

\[(2.6)\]

or equivalently can be written as the conservation law (CL)

$$\partial_+ [\partial_- P, P] + \partial_- [\partial_+ P, P] = \emptyset.$$  

\[(2.7)\]

In what follows we assume that the model (2.7) is defined on the Riemann sphere $S^2 = \mathbb{C} \cup \{\infty\}$ and that its action functional (2.5) is finite. According to \[5, 6, 21\], for finite action integrals, all rank-1 projectors $P(\xi, \bar{\xi})$ as well as the corresponding homogeneous vectors

$$f^0_0 = (f^0_1, f^1_1, \ldots, f^{N-1}_0) \in \mathbb{C}^N \setminus \{0\}$$

\[(2.8)\]

can be obtained by acting on the holomorphic (or antiholomorphic) solution $f_0$ (or $f^{N-1}_0$) with raising (creation) and lowering (annihilation) operators. In terms of $f$, the recurrence relations are given by \[5, 6\]

$$f_{k+1} = P_+(f_k) = (I_N - P_k) \partial_+ f_k, \quad f_{k-1} = P_-(f_k) = (I_N - P_k) \partial_- f_k,$$

$$P^0_\pm = I_N, \quad P^N_\pm f_k = 0, \quad k = 0, 1, \ldots, N - 1,$$

\[(2.9)\]

where $P_+$ is the creation operator and $P_-$ is the annihilation operator.
The equations satisfied by \( f_k, \ k = 0, \ldots N - 1 \) are invariant under multiplication of the \( f \)'s by any scalar function of \((\xi, \bar{\xi})\). Therefore “holomorphic” (or “antiholomorphic”) means that there exists a solution (2.8) whose all components are holomorphic (or similarly \( f_{N-1}^0 \) with all antiholomorphic components). The holomorphic or antiholomorphic property of \( f \) can easily be checked by dividing all components of \( f \) by the first one \( f_0^0 \) (or \( f_{N-1}^0 \)) and thus setting the first component equal to 1.

In terms of the projectors \( P_k \) the raising and lowering operators are given by Goldstein and Grundland [7]

\[
P_{\pm 1} = \Pi_{\pm} (P),
\]

\[
\Pi_+ (P) = \begin{cases} \frac{\partial_+ PP\partial_+ P}{\det(\partial_+ PP\partial_+ P)} & \text{for } \partial_+ PP\partial_+ P \neq \emptyset, \\
\emptyset & \text{for } \partial_+ PP\partial_+ P = \emptyset, \end{cases}
\]

\[
\Pi_- (P) = \begin{cases} \frac{\partial_- PP\partial_- P}{\det(\partial_- PP\partial_- P)} & \text{for } \partial_- PP\partial_- P \neq \emptyset, \\
\emptyset & \text{for } \partial_- PP\partial_- P = \emptyset, \end{cases}
\]

(2.10)

where \( P \) stands for one of the projectors \( \{P_0, P_1, \ldots, P_{N-1}\} \). Note that Eq. (2.10) are nonlinear and the objects on which they act have to remain normalized to retain their projective character.

The set of \( N \) rank-1 projectors \( \{P_0, P_1, \ldots, P_{N-1}\} \) satisfies the orthogonality and completeness relations

\[
P_j P_k = \delta_{jk} P_j \quad \text{(no summation),}
\]

\[
\sum_{j=0}^{N-1} P_j = I_N.
\]

(2.11)

The first vector \( f_0 \) is holomorphic and the last one \( f_{N-1} \) is antiholomorphic [5]

\[
\partial_- f_0 = 0, \quad \partial_+ f_{N-1} = 0.
\]

(2.12)

Therefore the annihilation operator acting on \( f_0 \) and the creation operator acting on \( f_{N-1} \) yield zero. Thus the sequence of solutions in the \( \mathbb{C}P^{N-1} \) model consists of \( N \) vectors \( f_k \) or \( N \) rank-1 projectors \( P_k, 0 \leq k \leq N - 1 \). The procedure given in [5, 6], for \( N > 2 \), allows us to construct three classes of solutions: holomorphic \( f_0 \), antiholomorphic \( f_{N-1} \), and mixed solutions \( f_k, 1 \leq k \leq N-2 \).

Note that if the target space \( f \) of \( P \) is a direction of a holomorphic or an antiholomorphic function \( f(\xi) \) or \( f(\bar{\xi}) \) (i.e., if it depends on only one of the two
independent variables \( \xi \) or \( \bar{\xi} \) then we obtain an analogue of the first Frenet formula [8],

\[
\partial_+ P \, P = \frac{1}{f^{\dagger} f} \left( \mathbb{I}_N - P \right) \partial_+ f \otimes f^{\dagger},
\]

\[
P \partial_- P = \frac{1}{f^{\dagger} f} f \otimes \partial_- f^{\dagger} \left( \mathbb{I}_N - P \right).
\]

(2.13)

For a given set of \( N \) rank-1 projector solutions \( P_k \) of the EL equations (2.7) written as conservation laws

\[
\partial_+ \left[ \partial_- P_k, P_k \right] + \partial_- \left[ \partial_+ P_k, P_k \right] = \emptyset,
\]

(2.14)

the generalized Weierstrass formula for the immersion (GWFI) of two-dimensional surfaces is defined by the contour integral \([12, 15]\) of the \( \text{su}(N) \) matrix-valued 1-form

\[
X_k(\xi, \bar{\xi}) = i \int_{\gamma_k} \left( -\left[ \partial_+ P_k, P_k \right] d\xi + \left[ \partial_- P_k, P_k \right] d\bar{\xi} \right) \in \text{su}(N) \cong \mathbb{R}^{N^2-1},
\]

(2.15)

where \( \gamma_k \) is a trajectory in \( \mathbb{C} \). The CLs ensure that the contour integral is locally independent on the trajectory \( \gamma_k \) and can be explicitly integrated [12]

\[
X_k(\xi, \bar{\xi}) = -i \left( P_k + 2 \sum_{j=0}^{k-1} P_j \right) + i c_k \mathbb{I}_N \in \text{su}(N),
\]

(2.16)

\[
c_k = \frac{1}{N} (1 + 2k).
\]

For each index \( k \), the projectors \( P_k \) satisfy the eigenvalue equations

\[
(X_k - i \lambda_k \mathbb{I}_N) P_k = \emptyset
\]

(2.17)

with

\[
\lambda_k = \begin{cases} 
c_k - 2 & j < k, \\
c_k - 1 & j = k, \\
c_k & j > k.
\end{cases}
\]

(2.18)

Note that

\[
[X_k, P_j] = 0, \quad 0 \leq k, j \leq N - 1,
\]

(2.19)
whence the immersion functions $X_k$ span a Cartan subalgebra of $\mathfrak{su}(N)$

$$\left[ X_k, X_j \right] = 0, \quad 0 \leq k, j \leq N - 1. \quad (2.20)$$

The matrix-valued immersion functions $X_k(\xi, \bar{\xi})$ satisfy the following minimal polynomial identities [7]:

1. For any mixed solution of the EL equations (2.14), $1 \leq k \leq N - 2$, the minimal polynomial is cubic

$$X_k - i c_k \mathbb{I}_N \left[ X_k - i (c_k - 1) \mathbb{I}_N \right] \left[ X_k - i (c_k - 2) \mathbb{I}_N \right] = \emptyset, \quad 1 \leq k \leq N - 2. \quad (2.21)$$

2. For any holomorphic ($k = 0$) or antiholomorphic ($k = N - 1$) solutions of EL equations (2.14), the minimal polynomial is quadratic

$$k = 0 : \left[ X_0 - i c_0 \mathbb{I}_N \right] \left[ X_0 - i (c_0 - 1) \mathbb{I}_N \right] = \emptyset, \quad c_0 + c_N = 2,$n$$

$$k = N - 1 : \left[ X_{N-1} + i c_0 \mathbb{I}_N \right] \left[ X_{N-1} + i (c_0 - 1) \mathbb{I}_N \right] = \emptyset. \quad (2.22)$$

For the sake of uniformity, the inner product is defined by

$$(A, B) = -\frac{1}{2} \text{tr} (A \cdot B), \quad A, B \in \mathfrak{su}(N). \quad (2.23)$$

The quadratic expressions for the immersion functions $X_k$ are given by

$$(X_k, X_k) = \frac{1}{2} \left[ N c_k (2 - c_k) - 1 \right] = \text{const.} \quad (2.24)$$

This means that the surfaces described by (2.21) and (2.22) are submanifolds of the compact sphere with the radius $\left[ \frac{N}{2} c_k \left( 2 - c_k \right) - \frac{1}{2} \right]^{1/2}$ immersed in $\mathbb{R}^{N^2-1} \simeq \mathfrak{su}(N)$.

The projectors $P_k$ fulfill the completeness relation (2.11) which implies in turn that the immersion functions $X_k$ satisfy the linear relation

$$\sum_{k=0}^{N-1} (-1)^k X_k = \emptyset. \quad (2.25)$$

We can reconstruct all projectors $P_k$ using the immersion functions $X_k$ and the unit matrix $\mathbb{I}_N$. The inverse formulae are given by Goldstein and Grundland [7]

$$P_k = X_k^2 - 2 i (c_k - 1) X_k - c_k (c_k - 2) \mathbb{I}_N, \quad (2.26)$$

but these formulae are nonlinear.
For the $\mathbb{C}P^{N-1}$ models, the spectral problem is closely related to the immersion functions of 2D soliton surfaces. The $\mathbb{C}P^{N-1}$ models with finite action integrals (2.5) are completely integrable. The linear spectral problem (LSP) associated with the CL (2.7) is given by Zakharov and Mikhailov [24]

\[
\begin{align*}
\partial_+ \Phi_k &= U_1^k \Phi_k = \frac{2}{1 + \lambda} [\partial_+ P_k, P_k] \Phi_k, \\
\partial_- \Phi_k &= U_2^k \Phi_k = \frac{2}{1 - \lambda} [\partial_- P_k, P_k] \Phi_k,
\end{align*}
\] (2.27)

where $\lambda \in \mathbb{C}$ is the spectral parameter. An explicit solution of the LSP (2.6) for which the wavefunctions $\Phi_k$ tend to the unit matrix $I_N$ as $\lambda \to \infty$ [6]

\[
\begin{align*}
\Phi_k &= I_N + \frac{4\lambda}{(1 - \lambda)^2} \sum_{j=0}^{k-1} P_j - \frac{2}{1 - \lambda} P_k \in SU(N), \quad \lambda = i t, \quad t \in \mathbb{R}, \\
\Phi_k^{-1} &= I_N - \frac{4\lambda}{(1 + \lambda)^2} \sum_{j=0}^{k-1} P_j - \frac{2}{1 + \lambda} P_k,
\end{align*}
\] (2.28)

and the zero-curvature condition (ZCC) takes the form

\[
\partial_- U_1^k - \partial_+ U_2^k + \left[ U_1^k, U_2^k \right] \approx [\partial_+ \partial_- P_k, P_k] = 0. \tag{2.29}
\]

The relation between the wavefunctions $\Phi_k$ and the immersion functions $X_k$ is given by the Sym-Tafel (ST) formulas [23] yielding soliton surfaces

\[
X_k^{ST} (\xi, \bar{\xi}, \lambda) = -i \Phi_k^{-1} \frac{\partial}{\partial \lambda} \Phi_k + i c_k I_N
\]

\[
= \frac{-2i}{(1 - \lambda)^2} \left[ P_k + 2 \sum_{j=0}^{k-1} P_j - c_k I_N \right] \in \text{su}(N). \tag{2.30}
\]

These formulae are identical to the generalized Weierstrass immersion functions $X_k$ given in the expression (2.16), up to a multiplicative constant. Therefore in conformal coordinates we obtain, as a result, a sequence of surfaces $X_k$ whose structural equations are identical to the EL equations (2.6) for the $\mathbb{C}P^{N-1}$ model

\[
[\partial_+ \partial_- X_k, X_k] = 0, \quad X_k^\dagger = -X_k \in \text{su}(N), \quad 0 \leq k \leq N - 1 \tag{2.31}
\]

and thus they are the soliton surfaces for the $\mathbb{C}P^{N-1}$ model. The corresponding creation and annihilation operators for the immersion functions $X_k$ were found in
They are defined by

\[ X_{\pm} = \mathcal{X}_{\pm}(P), \quad (2.32) \]

and their explicit forms are [18]

\[
\mathcal{X}_{\pm}(X) = \begin{cases} 
\frac{\partial_\pm XX \partial_\mp X}{\text{tr}(\partial_\pm XX \partial_\mp X)} & \text{if } \partial_\pm XX \partial_\mp X \neq \emptyset, \\
\emptyset & \text{if } \partial_\pm XX \partial_\mp X = \emptyset,
\end{cases}
\quad (2.33)
\]

where \( X \) stands for one of the immersion functions \( \{X_0, X_1, \ldots, X_{N-1}\} \). Note that \( X \) is orthogonal to \( \mathcal{X}_{\pm}(X) \), i.e.,

\[
(X, \mathcal{X}_{\pm}(X)) = 0. \quad (2.34)
\]

Note that in view of the linear dependence of the immersion function \( X_k \), i.e., Eq. (2.25), the ST formula (2.30) leads us to the following differential constraint on the wavefunctions \( \Phi_k \):

\[
\sum_{j=0}^{N-1} (-1)^j X_j^{ST} = \left( 1 - \lambda^2 \right) \partial_\lambda \ln \prod_{j=0}^{N-1} \Phi_j (-1)^j = 0.
\]

This implies that the expression

\[
\prod_{2l < N} \Phi_{2l} \prod_{2l+1 < N} \Phi_{2l+1}^{-1}
\]

is independent of the spectral parameter \( \lambda \), but it may depend on the coordinates \( \xi, \bar{\xi} \in \mathbb{C} \).

Let us now explore certain geometrical aspects of surfaces immersed in the \( \text{su}(N) \) algebra. The complex tangent vectors are

\[
\partial_\pm X_k = -i \partial_\pm P_k - 2i \sum_{j=0}^{k-1} \partial_\pm P_j, \quad (2.35)
\]

and the corresponding metric tensors defined on these surfaces \( X_k \) are conformally parametrized

\[
(g_k)_{\pm\pm} = -\frac{1}{2} \text{tr}(\partial_\pm P_k \cdot \partial_\pm P_k) = 0, \quad (g_k)_{\pm\mp} = -\frac{1}{2} \text{tr}(\partial_+ P_k \cdot \partial_- P_k) = \frac{1}{2} [N c_k (2 - c_k) + 1]. \quad (2.36)
\]
This gives us the following expressions for the first and the second fundamental forms [7]

\[ I_k = \text{tr} \left( \partial_+ P_k \cdot \partial_- P_k \right) d\xi d\bar{\xi}, \]  

\[ I_2 = -\text{tr} \left( \partial_+ P_k \cdot \partial_- P_k \right) \partial_+ \left( \frac{[\partial_+ P_k, P_k]}{\text{tr} (\partial_+ P_k \cdot \partial_- P_k)} \right) d\xi^2 + 2i [\partial_- P_k, \partial_+ P_k] d\xi d\bar{\xi} + \text{tr} \left( \partial_+ P_k \cdot \partial_- P_k \right) \partial_- \left( \frac{[\partial_- P_k, P_k]}{\text{tr} (\partial_+ P_k \cdot \partial_- P_k)} \right) d\bar{\xi}^2. \]  

The Gaussian curvature \( K_k \) and the mean curvatures \( \mathcal{H}_k \) (written in matrix form) take the forms

\[ K_k = -\frac{\partial_+ \partial_- \ln |\text{tr} (\partial_+ P_k \cdot \partial_- P_k)|}{\text{tr} (\partial_+ P_k \cdot \partial_- P_k)}, \]  

\[ \mathcal{H}_k = -\frac{4i}{\text{tr} (\partial_+ P_k \cdot \partial_- P_k)} [\partial_+ P_k, \partial_- P_k] \in \text{su}(N), \]  

where

\[ \text{tr} (\mathcal{H}_k) = 0, \quad (\mathcal{H}_k, \partial_{\pm} X_k) = 0. \]  

This result allows us to compute the Willmore functionals [7]

\[ W_k = \iint_{S^2} \text{tr} \left( [\partial_+ P_k, \partial_- P_k] \right)^2 d\xi^1 d\xi^2, \]  

where the integration is over the whole Riemann sphere \( S^2 \cong \mathbb{C} \cup \{\infty\} \). The topological charges \( Q_k \) associated with these surfaces are [7]

\[ Q_k = \frac{2}{\pi} \iint_{S^2} \text{tr} (P_k \cdot [\partial_+ P_k, \partial_- P_k]) d\xi^1 d\xi^2. \]  

The Euler–Poincaré characters associated with these surfaces are given by Goldstein and Grundland [7]

\[ \Delta_k = -\frac{1}{\pi} \iint_{S^2} \partial_+ \partial_- \ln |\text{tr} (\partial_+ P_k \cdot \partial_- P_k)| d\xi^1 d\xi^2. \]  

The integrals (2.40)–(2.42) exist and provide global characterization of these surfaces. The fact that all soliton surfaces \( X_k \) possess the same value of the Euler–Poincaré character, equal to 2, and positive Gaussian curvature \( K_k > 0 \) means that all surfaces are homeomorphic to spheres.
It is easy to prove [8] that for \( k \neq l \) the surfaces \( X_k \) and \( X_l \) do not have common points, with the exception of \( X_0 \) and \( X_1 \) in the \( \mathbb{C}P^1 \) model, where according to (2.25) \( X_0 \) coincides with \( X_1 \).

**Proof** Indeed, let \( X_k \) coincide with \( X_l \) at some point \((\xi, \bar{\xi}) \in \mathbb{C}\). In view of (2.16), subtracting \( X_l \) from \( X_k \) for \( l > k \), we get

\[
P_l - P_k + 2 \sum_{j=k}^{l-1} P_j - \frac{2}{N} (l - k) \mathbb{I}_N = \emptyset.
\] (2.43)

This relation implies that

\[
\left( 1 - \frac{2}{N} (l - k) \right) P_k = \emptyset,
\]

\[
\left( 1 - \frac{1}{N} (l - k) \right) P_{l-1} = \emptyset, \text{ for } k < l - 1,
\] (2.44)

\[
\left( 1 - \frac{2}{N} \right) P_k = \emptyset, \text{ for } k = l - 1.
\]

Equations (2.44) can only be satisfied when \( N = 2, l = 1, k = 0 \). Hence \( X_1 = X_0 \). This equality holds for all points due to the fact that (2.25) holds.

The interesting case of surfaces having constant Gaussian curvature was discussed in detail by Delisle, Hussin, and Zakrzewski, also for higher-rank Grassmannians, in [3, 4].

### 3 Stack of Conformally Parametrized Surfaces

The immersion functions \( X_k \) of the 2D-soliton surfaces satisfy the same EL equations (2.31) as the original rank-1 projectors \( P_k \) (2.6). This suggests a possibility of further construction of surfaces induced by surfaces, etc., up to a whole stack of surfaces. An unexpected result comes from the fact that the surfaces \( Y_k \) over the surfaces \( X_k \) prove to be identical to the original surfaces \( X_k \) up to a factor of \((-1)\) if we require that the induced surfaces be elements of the \( \mathfrak{su}(N) \) algebra. The surfaces over surfaces are defined by the contour integrals

\[
Y_k (\xi, \bar{\xi}) = i \int_{y_k} \left( -[\partial_+ X_k, X_k] d\xi + [\partial_- X_k, X_k] d\bar{\xi} \right) \in \mathfrak{su}(N).
\] (3.1)

The integrals in (3.1) are also contour-independent because the EL equations (2.31) written in terms of the \( \mathfrak{su}(N) \)-valued immersion functions \( X_k \) can be written as the CLs

\[
\partial_+ [\partial_- X_k, X_k] + \partial_- [\partial_+ X_k, X_k] = 0.
\] (3.2)
The complex tangent vectors $\partial_+ Y_k$ and $\partial_- Y_k$ are obviously

$$
\partial_+ Y_k = -i [\partial_+ X_k, X_k], \quad \partial_- Y_k = i [\partial_- X_k, X_k].
$$

We now derive surfaces obtained from rank-1 projectors induced by surfaces and show that the surfaces within the stack of surfaces coincide with each other, which demonstrates the idempotency of the recurrence procedure.

**Proposition 1 ([9])** Let the $\mathbb{C}P^{N-1}$ model be defined on the Riemann sphere and have a finite action functional. Then the surfaces $Y_k$ over the surfaces $X_k$ defined by the contour integral (expressed in terms of the rank-1 projectors $P_k$ and the identity matrix) (3.1) are identical to the initial surface (2.16) from which the surfaces were derived, up to a factor of $(-1)$.

Outline of the proof. By direct computation of the complex tangent vectors of $\partial_+ Y_k$ and $\partial_- Y_k$ from the projector properties we obtain

$$
\partial_+ Y_k = -\partial_+ X_k, \quad \partial_- Y_k = -\partial_- X_k,
$$

which implies

$$
Y_k = -X_k
$$

if we require that both $Y_k$ and $X_k$ be elements of the algebra $\mathfrak{su}(N)$. This means that the process of building the stack in which each next step is a surface over the previous step becomes idempotent.

4 Higher-Rank Projectors and Superposition Formula for Immersions

The EL equations (2.6) with the property $P^2 = P$ admit a larger class of solutions than the rank-1 Hermitian projectors $P_k$. We show that any linear combination of rank-1 projectors $P_k$ satisfying the EL equations is itself a projector which satisfies the EL equations.

**Proposition 2 ([9])** Let $P$ be any linear combination of rank-1 Hermitian projectors $P_k$ where not all $\lambda_k$ are necessarily zero

$$
P = \sum_{k=0}^{N-1} \lambda_k P_k, \quad \lambda_k \in \mathbb{R},
$$

which have been obtained from $P_0$ by raising operators (2.10) and each $P_k$ satisfies the EL equations (2.6). Then $P$ also satisfies the EL equations (2.6). If in addition,
for all indices \( i, j \in \{0, \ldots, N - 1\} \) we have
\[
\lambda_i = 0 \quad \text{or} \quad \lambda_j = 1,
\]
(4.2)
then \( P \) is a higher-rank projector satisfying the idempotency condition
\[
P^2 = P.
\]
(4.3)
In this case \( P \) maps the \( \mathbb{C}^N \) space onto \( \mathbb{C}^m \), where
\[
m = \sum_{i=0}^{N-1} \lambda_i.
\]

**Proof** The proof is based on the Clebsch–Gordan decompositions. Namely, if \( P_k \) satisfies the EL equations (2.6), then the second mixed derivatives of \( P_k \) can be represented as a combination of at most three rank-1 neighboring projectors [9]
\[
\partial_+ \partial_- P_k = \hat{\alpha}_k P_{k-1} + (\hat{\alpha}_k + \hat{\alpha}_k) P_k + \tilde{\alpha}_k P_{k+1},
\]
(4.4)
where the coefficients
\[
\begin{align*}
\hat{\alpha}_k &= \text{tr} (\partial_- P_k P_0 \partial_+ P_k), \\
\tilde{\alpha}_k &= \text{tr} (\partial_+ P_k P_0 \partial_- P_k), \\
\hat{\alpha}_k + \tilde{\alpha}_k &= \text{tr} (\partial_+ P_k \partial_- P_k).
\end{align*}
\]
(4.5)
are real-valued functions. The rank-1 projectors \( P_k \) are mutually orthogonal and they commute with each other. This implies that \( \partial_+ \partial_- P \) commutes with \( P \), i.e.,
\[
[\partial_+ \partial_- P, P] = \left[ \partial_+ \partial_- \sum_{i=0}^{N-1} \lambda_i P_i, \sum_{j=0}^{N-1} \lambda_j P_j \right]
\]
\[
= \sum_{i,j=0}^{N-1} \lambda_i \lambda_j \left\{ \hat{\alpha}_i \left[ P_{i-1}, P_j \right] + \hat{\alpha}_i \left[ P_{i+1}, P_j \right] - (\hat{\alpha}_i + \hat{\alpha}_j) \left[ P_i, P_j \right] \right\}
\]
\[
= 0.
\]
(4.6)
The linear combination of rank-1 projectors \( P_k \) is a projector of higher rank. If \( P \) satisfies the condition (4.3), then this implies that for all \( i, j \in \{0, \ldots, N - 1\} \), the coefficients \( \lambda_i \) satisfy (4.2).

Note that the coefficients \( \hat{\alpha}_k \) and \( \tilde{\alpha}_k \) have physical and geometrical interpretations. The coefficients \( (\hat{\alpha}_k + \tilde{\alpha}_k) \) constitute the Lagrangian density in the action functional (2.5). Moreover, we have shown that
\[
\text{tr} (\partial_+ X_k \partial_- X_k) = -\text{tr} (\partial_+ P_k \partial_- P_k), \quad 0 \leq k \leq N - 1,
\]
which is also the Lagrange density for the 2D-surface immersion functions. It is also the non-diagonal element of the metric tensor $(g_k)_{\pm\mp}$ on the surface $X_k$ (see Eq. (2.36)), which is also an element of the area of the surface $X_k$. In this way $\partial_\alpha_k + \partial_\beta_k$ determines the metric properties of the surfaces and hence all surfaces of the stack.

Note that the inverse theorem is not true. For $r > 1$, there exist decompositions of rank-$r$ projectors which satisfy the EL equations (2.6) into rank-1 projectors which do not satisfy them. For example, the $2 \times 2$ identity matrix $I_2$ obviously satisfies the EL equations (2.6), whereas it may be decomposed into $P_1 + (I_2 - P_1)$ where $P_1$ can be any rank-1 projector function including those which do not satisfy the EL equations (2.6).

We now show that any linear combination of immersion functions $X_k$ satisfying the EL equations is itself an immersion function which satisfies the EL equations.

**Proposition 3 ([9])** Let a matrix function $X$ be a linear combination of immersion functions $X_k$ of 2D-surfaces in the $\mathfrak{su}(N)$ algebra

$$X = \sum_{k=0}^{N-1} \lambda_k X_k,$$

where $\lambda_k$ are complex-valued constants. Let the $X_k$ satisfy the EL equations (2.6). Then $X$ also satisfies the EL equations $[\partial_+, \partial_-, X, X] = 0$. If, in addition, all $\lambda_k$ are real-valued constants, then the immersion function of the multileaf $X$ is also an element of the $\mathfrak{su}(N)$ algebra.

**Proof** The proof is straightforward, based on the fact that the 2D-surface immersion functions $X_k$ are linear combinations of rank-1 projectors $P_k$ and the identity matrix $I_N$ (see Eq. (2.16)). Hence, $\partial_+, \partial_- X$ commute with $X$. Note that if all $\lambda_k$ are 0 or 1 then the surface is represented by the multileaf immersion function $X$ which is a union of the 2D-surfaces $X_k$ represented by those $X_k$ for which $\lambda_k = 1$, which are immersed in the $N^2 - 1$ dimensional $\mathfrak{su}(N)$ algebra.

For $m > k$, the immersion functions $X_k$ and $X_m$ make a constant angle $\phi_{km}$ between them which does not depend on the choice of the $P_0$ solution of the EL equations (2.6), nor on the coordinates $(\xi, \bar{\xi}) \in \mathbb{C}$

$$\cos \phi_{km} = \frac{c_k(2 - c_m)}{\left[\frac{c_k(2 - c_k)}{N} - \frac{1}{N}\right]\left[\frac{c_m(2 - c_m)}{N} - \frac{1}{N}\right]}^{1/2} \in (0, 1),$$

since

$$(X_k, X_m) = \frac{N}{2} c_k(2 - c_m)$$

holds and $(X_k, X_k)$ is given by (2.24). The fact that the angles $\phi_{km}$ between $X_k$ and $X_m$ remain the same does not imply anything about the mutual inclination of the
surfaces (whose angle is not well defined). It means that given \( N, k, \) and \( m \), we can simultaneously plot both surfaces \( X_k, X_m \in \mathfrak{su}(N) \) with a compass whose legs are at a constant angle dependent on these three integers only. Obviously, the angle between the legs \( \phi_{km} \in [0, \pi] \) is uniquely defined by its cosine. For example, in the \( \mathbb{C}P^3 \) case the cosines of \( \phi_{km} \) for \( N = 4, k = 0, 1, 2 \), and \( m = 1, 2, 3 \) are given by

<table>
<thead>
<tr>
<th>( k \backslash m )</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5/\sqrt{33}</td>
<td>\sqrt{3}/11</td>
<td>1/3</td>
</tr>
<tr>
<td>1</td>
<td>9/11</td>
<td>\sqrt{3}/11</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5/\sqrt{33}</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A question arises: does the idempotency stated in Proposition 2 hold for the surfaces corresponding to higher-rank projectors?

Let \( P \) be a projector of rank \( r > 1 \) satisfying the EL equations (2.6) which have the projective property \( P^2 = P \). Let the immersion function \( X \) be obtained from \( P \) by the contour integral (2.15) and the “surface over the surface.” Will this \( Y \) prove to be the same immersion function as \( X \) up to a constant factor? The answer is negative, even if the projector \( P \) is a linear combination of rank-1 projectors (4.1) where the coefficients \( \lambda_k \) are 0 or 1. Direct computation shows that the complex tangent vectors \( \partial_+ Y \) and \( \partial_- Y \) have a nonzero remainder. Namely, we have

\[
\partial_+ Y = -\sum_{k=0}^{N-1} \lambda^2 \partial_+ X_k + 2i \sum_{l=0}^{N-1} \sum_{k=0}^{N-1} \lambda_k \lambda_l \left\{ \partial_+ P_k P_k - P_l \partial_+ P_l \right\} + (\partial_+ P_k + \partial_+ P_l) \sum_{j=k}^{l-1} P_j + \sum_{j=k}^{l-1} P_j (\partial_+ P_k + \partial_+ P_l)
\]

and its respective complex conjugate. The first sum in (4.9) implies that \( Y = -X \) provided that the \( \lambda_k \) are 0 or 1 but the remainder in (4.9) may be nonzero. The same holds for \( \partial_- Y \). This means that the idempotency in the stack of surfaces does not hold if we start from projectors of rank-\( r > 1 \).

5 Spin Matrices Obtained via \( \mathfrak{su}(2) \) Projective Structures

The matrices \( S \) which represent spins or isospins generate subalgebras of \( \mathfrak{su}(2) \) in the subspace \( \mathbb{C}^2 \), which is linked with the \( \mathbb{C}P^1 \) model \( (N = 2) \) and can be expressed in terms of linear combination of rank-1 projectors [10]

\[
S = s_0 P_0 + s_1 P_1, \quad S^\dagger = S, \quad s_k = k - \frac{1}{2}, \quad k = 0, 1.
\]

The eigenvalues of the matrix \( S \) representing particles of spin are \(-\frac{1}{2}\) and \(\frac{1}{2}\).
Proposition 4 The matrices $S$ which represent spins are conjugate to

$$\left(-\frac{i}{2}\right) (X_0 + X_1) = -i X_0. \quad (5.2)$$

This means that every spin field is conjugate, up to a factor of $\left(-\frac{i}{2}\right)$ to the surface $X_0$. Expressing $X_0$ in terms of the rank-1 projectors $P_k$, we get (5.1). Note that the expression on the right-hand side is conjugate to any $su(2)$ matrix whose eigenvalues are given by $s_0 = -\frac{1}{2}$ and $s_1 = \frac{1}{2}$.

Proposition 5 There is a one-to-one correspondence of the surface $-i X_0$ immersed in $su(2)$ algebra with the quantum spin fields, provided that the Killing form which determines the length of the spin matrix $S$ is defined as

$$(S, S) = \frac{3}{2} \text{tr} (S \cdot S). \quad (5.3)$$

Remark 1 The absence of the minus sign in the expression (5.3), in contrast to the classical Killing form (2.23), arises from the fact that the spin matrices $S$ are Hermitian while elements of the $su(2)$ algebra are anti-Hermitian.

Proof The spin matrices $S$ have to satisfy the two conditions:

1. The eigenvalues of a spin $z$-component (or those of the projection of the spin in any direction) assume the half integer values $s_0 = -\frac{1}{2}$ and $s_1 = \frac{1}{2}$.
2. The length of a spin field $S$ has to be [17, 22]

$$[s(s + 1)]^{1/2} = \frac{\sqrt{3}}{2}. \quad (5.4)$$

On the other hand, the square of the length has to be determined as a multiplier of the scalar product, i.e., the Killing form

$$s(s + 1) = c \text{ tr} (S \cdot S),$$

where $c$ is a real constant. From (5.1), we get

$$s(s + 1) = c \text{ tr} \left( \sum_{k=0}^{1} \left( k - \frac{1}{2} \right) P_k \right)^2.$$

Substituting $s = \frac{1}{2}$ and making use of the orthogonality relation (2.11) for rank-1 projectors, we obtain $c = \frac{3}{2}$. 
6 Final Remarks

The technique presented above for constructing an increasing number of surfaces associated with $\mathbb{C}P^{N-1}$ sigma models on Euclidean spaces provides us with an effective tool for finding them without requiring any additional consideration, but proceeding directly from the given $\mathbb{C}P^{N-1}$ model.

In the next stage of this research, it would be worthwhile to identify the general solution of the EL equations (2.6), a result which, up to now, remains an open problem. It would also be interesting to extend this technique to different types of Grassmannian manifolds, such as

$$Gr_{p,q}(\mathcal{C}) = SU(p+q)/[S(U(p) \times U(q))],$$

and also their symplectic analogue defined over the quaternionic field, e.g.,

$$Gr_{p,q}(\mathbb{H}) = Sp(p+q)/[Sp(p) \times Sp(q)]$$

in the compact case. Their important common properties are that the EL equations can be written in terms of higher-rank projectors. These equations share many properties such as an infinite number of local or nonlocal conserved quantities, infinite-dimensional symmetry algebras, Hamiltonian structures, complete integrability, and the existence of multisoliton solutions. Investigating these manifolds can provide us with much more diverse types of surfaces than those discussed here. It would also be pertinent to further develop these models via the $SU(2)$ coherent states approach [14]. This task will be undertaken in a future work.
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On the Equivalence Between Type I Liouville Dynamical Systems in the Plane and the Sphere
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Abstract Separable Hamiltonian systems either in sphero-conical coordinates on an $S^2$ sphere or in elliptic coordinates on a $\mathbb{R}^2$ plane are described in a unified way. A back and forth route connecting these Liouville Type I separable systems is unveiled. It is shown how the gnomonic projection and its inverse map allow us to pass from a Liouville Type I separable system with a spherical configuration space to its Liouville Type I partners where the configuration space is a plane and back. Several selected spherical separable systems and their planar cousins are discussed in a classical context.
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1 Introduction

Hamiltonian systems in $\mathbb{R}^2$ that admit separation of variables were completely determined by Liouville [1] and Morera [2], and can be classified, see [3], in four different types according to the system of coordinates where the separability is manifested: elliptic, polar, parabolic, and Cartesian, respectively. Thus Type I Liouville systems in $\mathbb{R}^2$ are defined by natural Hamiltonians: $H = K + U$, $K = \frac{m}{2} \left( \frac{d^2x_1}{dt^2} + \frac{d^2x_2}{dt^2} \right)$, that are separable in elliptic coordinates [3].
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In this work we shall establish an isomorphism between this kind of mechanical systems and Liouville systems in $S^2$ that are separable in spherico-conical coordinates that, correspondingly, we shall call Type I Liouville systems in $S^2$.

This isomorphism will be constructed by mapping the configuration space $S^2$ by means of two gnomonic projections from the two $S^2$-hemispheres into two $\mathbb{R}^2$ planes, together with a redefinition of the physical time and the application of a linear transformation in the projecting planes. This procedure is a generalization of the method used in [4], where the orbits of the two fixed center problem on $S^2$ [5, 6] were determined by inverting these transformations. The inspiration was taken from the work of Borisov and Mamaev [7], based itself on the ideas of Albouy [8] and Albouy and Stuchi [9]. The main novelty of [4] was the simultaneous consideration of two gnomonic projections in order to study the complete set of orbits, identifying each trajectory crossing the equator of $S^2$ with the conjunction of two planar unbounded orbits: one of the two attractive center problem and another corresponding to the system of the two associated repulsive centers.

The idea of projecting dynamical systems in constant positive curvature surfaces to planar ones goes back to Appell [10, 11] in the nineteenth century. Higgs and Leemon [12] have studied the Kepler problem in $S^2$ using this kind of techniques. In modern times projective dynamics has been developed by Albouy [8, 13–15] and Albouy and Stuchi [9], see also [16] for a detailed historical review and references on problems defined in spaces of constant curvature.

The structure of this paper is as follows: In Sect. 2 the gnomonic projections will be constructed. Section 3 is devoted to describe the properties of Liouville type I systems, both in $S^2$ and $\mathbb{R}^2$. In Sect. 4 the isomorphism is established. Section 5 contains several selected examples and finally some comments and future perspectives are showed in the final section.

## 2 Gnomonic Projections from $S^2$ to $\mathbb{R}^2$

Let us consider the $S^2$ sphere embedded in $\mathbb{R}^3$, i.e., $(X, Y, Z) \in \mathbb{R}^3$, such that $X^2 + Y^2 + Z^2 = R^2$. Standard spherical coordinates in $S^2$:

$$X = R \sin \theta \cos \varphi, \quad Y = R \sin \theta \sin \varphi, \quad Z = R \cos \theta$$

$\theta \in [0, \pi], \varphi \in [0, 2\pi)$, allow us to write the metric tensor in $TS^2$ (i.e., the restriction of Euclidean metric in $T\mathbb{R}^3$ to the sphere) in standard form:

$$ds^2 = R^2\left(d\theta^2 + \sin^2 \theta \, d\varphi^2\right)$$

The gnomonic projections from the North/South hemispheres: $S^2_+ = \{(X, Y, Z) \in S^2 / Z > 0\}, S^2_- = \{(X, Y, Z) \in S^2 / Z < 0\},$ to the $\mathbb{R}^2$ plane, with respect to the
points \((0, 0, \pm R)\), see Fig. 1, are defined by the change of variables

\[
\Pi_\pm : S^2_\pm \rightarrow \mathbb{R}^2 \Rightarrow \begin{cases} 
  x = \frac{R}{Z} X = R \tan \theta \cos \varphi \\
  y = \frac{R}{Z} Y = R \tan \theta \sin \varphi 
\end{cases}, \quad \varphi \in [0, 2\pi)
\]

where \(\theta \in [0, \frac{\pi}{2}]\) in the case of \(\Pi_+\) and \(\theta \in \left(\frac{\pi}{2}, \pi\right]\) for \(\Pi_-\). The inverse maps \(\Pi^{-1}_\pm : \mathbb{R}^2 \rightarrow S^2_\pm\), read:

\[
X = \frac{R x}{\sqrt{R^2 + x^2 + y^2}}, \quad Y = \frac{R y}{\sqrt{R^2 + x^2 + y^2}}, \quad Z = \frac{\pm R^2}{\sqrt{R^2 + x^2 + y^2}}
\]

The projections \(\Pi_\pm\) define two copies of the Riemannian manifold \((\mathbb{R}^2, g)\) where the metric tensor \(g\) in each copy is given by:

\[
ds^2 = \frac{R^2}{(R^2 + x^2 + y^2)^2} \left( (R^2 + y^2) dx^2 - 2xy \, dx \, dy + (R^2 + x^2) dy^2 \right) \tag{1}
\]

with associated Christoffel symbols: \(\Gamma^1_{22} = \Gamma^2_{11} = 0\),

\[
\Gamma^1_{11} = 2\Gamma^2_{12} = 2\Gamma^2_{21} = \frac{-2x}{R^2 + x^2 + y^2}, \quad \Gamma^2_{22} = 2\Gamma^1_{12} = 2\Gamma^1_{21} = \frac{-2y}{R^2 + x^2 + y^2}.
\]
Gnomonic projections map geodesics in $S^2$ into straight lines in $\mathbb{R}^2$. In fact the geodesic equations for the metric (1):

$$\nabla \dot{x} \dot{y} = 0 \Rightarrow \begin{cases} \ddot{x} + \Gamma_{11}^{1} \dot{x}^2 + 2 \Gamma_{12}^{1} \dot{x} \dot{y} + \Gamma_{22}^{1} \dot{y}^2 = 0 \\ \ddot{y} + \Gamma_{11}^{2} \dot{x}^2 + 2 \Gamma_{12}^{2} \dot{x} \dot{y} + \Gamma_{22}^{2} \dot{y}^2 = 0 \end{cases}$$

where $x \equiv (x(t), y(t)) \in \mathbb{R}^2$ and dots represent derivative with respect to $t$, can be converted, by changing from physical to local (or projected) time, into trivial standard form:

$$d \tau = \frac{R^2 + x^2 + y^2}{R^2} dt \Rightarrow x'' = 0, \quad y'' = 0$$

where primes denote derivation with respect to $\tau$.

Given a mechanical problem in $S^2$ defined by a potential function $U$, the projection of Newton equations in $S^2_+$ or $S^2_-$ to $(\mathbb{R}^2, g)$ can be written as:

$$\nabla \dot{x} \dot{y} = -\text{grad}U(x) \quad \text{(2)}$$

where $x \equiv (x, y)$, and covariant derivatives and the gradient are associated with the $g$ metric (1). Changing to projected time, Eq. (2) will be written as:

$$x'' = -\text{grad}U(x) \Rightarrow \begin{cases} x'' = -g^{11} \frac{\partial U}{\partial x} - g^{12} \frac{\partial U}{\partial y} \\ y'' = -g^{21} \frac{\partial U}{\partial x} - g^{22} \frac{\partial U}{\partial y} \end{cases} \quad \text{(3)}$$

where $g^{ij}$ denote the components of $g^{-1}$, the inverse of the metric $g$.

We now pose the following question: Is it possible to understand Eq. (3) as Newton equations for a mechanical system in the Euclidean $\mathbb{R}^2$ plane with time $\tau$?, in other words: Would it exists a function $V(x_1, x_2)$ such that equations

$$x_1'' = -\frac{\partial V}{\partial x_1}, \quad x_2'' = -\frac{\partial V}{\partial x_2} \quad \text{(4)}$$

are equivalent to (3)?

The answer was given by Albouy [8] and developed explicitly by Borisov and Mamaev [7] for the case of the Killing problem restricted to the North hemisphere, i.e., the problem of two Kepler centers in $S^2_+$. The equivalence (trajectory isomorphism) was achieved in this concrete case via the linear transformation $x_1 = x$, $x_2 = \frac{1}{\sigma} y$, for an adequate value of $\sigma$ parameter, in Eq. (3). Moreover, in [7] this isomorphism was extended to other mechanical systems and in general to systems admitting separation of variables in sphero-conical coordinates in $S^2_+$. In [4] the equivalence for the Killing problem was applied to the complete sphere considering the two projections $\Pi_+$ and $\Pi_-$ simultaneously. A delicate point is the gluing of the inverse projections at the equator of the sphere. Orbits crossing the equator have to be described by the differentiable gluing of two pieces coming from unbounded orbits in each of the two planes, respectively.
In this work, following [7], we shall show that these results are valid for the class of Type I Liouville systems in the whole $S^2$, i.e., separable system in spherocentric coordinates in $S^2$, that are transformed by gnomonic projections and the linear transformation into Liouville systems of Type I in $\mathbb{R}^2$ (separable in elliptic coordinates) with respect to the “non-physical” time $\tau$.

3 Liouville Type I Systems in $S^2$ and $\mathbb{R}^2$

We shall refer to Hamilton–Jacobi separable spherical systems in spherocentric coordinate as Liouville dynamical systems of Type I in $S^2$, in analogy with the planar case for elliptic coordinates, see [3],

Sphero-conical coordinates $U \in (\bar{\sigma}, 1), V \in (-\bar{\sigma}, \bar{\sigma})$ describe points in an $S^2$-sphere by means of the geodesic distances $R\theta_1$ and $R\theta_2$ from the particle position to two fixed points that we choose without losing generality as: $F_1 = (R\bar{\sigma}, 0, R\sigma), F_2 = (-R\bar{\sigma}, 0, R\sigma), \sigma = \cos \theta_f, \bar{\sigma} = \sin \theta_f$, see Fig. 2, in the form:

$$\theta_1 = \arccos(\sigma \cos \theta + \bar{\sigma} \sin \theta \cos \varphi), \quad \theta_2 = \arccos(\sigma \cos \theta - \bar{\sigma} \sin \theta \cos \varphi)$$

Sphero-conical coordinates are thus defined by replicating on the sphere the “gardener” construction which allowed Euler to define elliptic coordinates in $\mathbb{R}^2$:

$$U = \sin \frac{\theta_1 + \theta_2}{2}, \quad V = \sin \frac{\theta_2 - \theta_1}{2}$$

and the change of coordinates is the following:

$$X = \frac{R}{\bar{\sigma}}U V, \quad Y^2 = \frac{R^2}{\sigma^2\bar{\sigma}^2}(U^2 - \bar{\sigma}^2)(\sigma^2 - V^2), \quad Z^2 = \frac{R^2}{\sigma^2}(1 - U^2)(1 - V^2).$$

Fig. 2 Position of the particle in the sphere relative to two fixed points or foci
The kinetic energy of a particle moving on one $S^2$ sphere as configuration space expressed in sphero-conical coordinates reads

$$K = \frac{mR^2}{2} \left[ \frac{U^2 - V^2}{(1 - U^2)(U^2 - \bar{\sigma}^2)} \left( \frac{dU}{dt} \right)^2 + \frac{U^2 - V^2}{(1 - V^2)(\bar{\sigma}^2 - V^2)} \left( \frac{dV}{dt} \right)^2 \right] ,$$

where $t$ is the physical time and we stress that $K$ is singular in the equator, i.e., in the circle: $Z = 0 \equiv U = 1$. Changing from physical to local time, $d\varsigma = \frac{dt}{U^2 - V^2}$, the kinetic energy is rewritten as:

$$K = \frac{mR^2}{2(U^2 - V^2)} \left[ \frac{1}{(1 - U^2)(U^2 - \bar{\sigma}^2)} \left( \frac{dU}{d\varsigma} \right)^2 + \frac{1}{(1 - V^2)(\bar{\sigma}^2 - V^2)} \left( \frac{dV}{d\varsigma} \right)^2 \right] .$$

We define a natural dynamical system as Liouville of Type I in $S^2$ if the potential energy is a function of the form:

$$\mathcal{U}(U, V) = \frac{1}{U^2 - V^2} (F(U) + G(V)) .$$

This kind of potentials where the functions $F(U)$ and $G(V)$ are regular enough give rise to motion equations which are separable in the $U$ and $V$ evolutions.

Systems of this type are automatically completely integrable. The first integral of motion, the mechanical energy $E = K + \mathcal{U}$, leads to the separated expressions:

$$- \frac{mR^2}{2(1 - V^2)(\bar{\sigma}^2 - V^2)} G(V) - EV^2 = \frac{mR^2}{2(1 - U^2)(U^2 - \bar{\sigma}^2)} \frac{dU}{d\varsigma}^2 + F(U) - EU^2$$

which necessarily must be equal to a constant $-\Omega$, a second invariant in involution with the energy. Rearranging these expressions we finally reduce the equations of motion to the uncoupled first-order ODEs system:

$$\left( \frac{dU}{d\varsigma} \right)^2 = \frac{2}{mR^2} (1 - U^2)(U^2 - \bar{\sigma}^2) (-\Omega + EU^2 - F(U)) \quad (6)$$

$$\left( \frac{dV}{d\varsigma} \right)^2 = \frac{2}{mR^2} (1 - V^2)(\bar{\sigma}^2 - V^2) (\Omega - EV^2 - G(V)) . \quad (7)$$

that is immediately integrated via the quadratures:

$$\varsigma - \varsigma_0 = \pm R \sqrt{\frac{m}{2}} \int_{\hat{U}}^{U} \frac{d\hat{U}}{\sqrt{(1 - \hat{U}^2)(\hat{U}^2 - \bar{\sigma}^2)} (-\Omega + E \hat{U}^2 - F(\hat{U}))}$$

$$\quad (8)$$
Equivalence Between Type I Liouville Dynamical Systems in $\mathbb{R}^2$ and $S^2$

$$\varsigma - \varsigma_0 = \pm R \sqrt{\frac{m}{2}} \int_{-\tilde{\sigma}}^{\tilde{V}} \frac{d\tilde{V}}{\sqrt{1 - \tilde{V}^2} (\tilde{\sigma}^2 - \tilde{V}^2) (\Omega - E \tilde{V} - G(\tilde{V}))}. \quad (9)$$

and the orbits are found by inversion, if possible, of these integrals. The physical time can be recovered by integration of the expression:

$$t = \int_{\varsigma_0}^{\varsigma} (U(\tilde{\varsigma})^2 - V(\tilde{\varsigma})^2) d\tilde{\varsigma}$$

Liouville Type I systems in $\mathbb{R}^2$ are separable in elliptic coordinates [3]. Recall that Euler elliptic coordinates in $\mathbb{R}^2$ relative to the foci: $f_1 = (a, 0)$, $f_2 = (-a, 0)$ are defined as half the sum and half the difference of the distances from the particle position to the foci:

$$u = \frac{r_1 + r_2}{2a}, \quad v = \frac{r_2 - r_1}{2a} ; \quad r_1 = \sqrt{(x_1 - a)^2 + x_2^2}, \quad r_2 = \sqrt{(x_1 + a)^2 + x_2^2}. \quad (10)$$

The new coordinates vary in the intervals: $-1 < v < 1, 1 < u < \infty$. In terms of these coordinates the particle position is defined to be

$$x_1 = auv, \quad x_2^2 = a^2 (u^2 - 1)(1 - v^2), \quad (11)$$

implying a two-to-one map from $\mathbb{R}^2$ to the infinite “rectangle”: $(-1, 1) \times (1, +\infty)$. The kinetic energy with respect to the local time $d\xi = \frac{dt}{u^2 - v^2}$ in this coordinate system reads

$$K = \frac{ma^2}{2(u^2 - v^2)} \left( \frac{u}{u^2 - 1} \left( \frac{du}{d\xi} \right)^2 + \frac{1}{1 - v^2} \left( \frac{dv}{d\xi} \right)^2 \right)$$

and the potential provides a Liouville Type I system in $\mathbb{R}^2$ if is of the form

$$V(u, v) = \frac{1}{u^2 - v^2} (f(u) + g(v)), \quad (12)$$

for arbitrary but sufficiently regular functions $f(u)$ and $g(v)$. A standard separability process leads to the uncoupled first-order ODEs:

$$\left( \frac{du}{d\xi} \right)^2 = \frac{2}{ma^2} (u^2 - 1) (-\lambda + hu^2 - f(u)) \quad (13)$$

$$\left( \frac{dv}{d\xi} \right)^2 = \frac{2}{ma^2} (1 - v^2) (\lambda - hv^2 - g(v)) \quad (14)$$

depending on the energy $h$ and the second constant of motion $\lambda$. 
4 Trajectory Isomorphism Between Liouville Type I Systems in $S^2$ and $\mathbb{R}^2$

The gnomonic projection $\Pi_+$ from $S^2_+$ to $\mathbb{R}^2$ allows us to write the Cartesian coordinates $(x, y)$ in terms of the sphero-conical ones:

$$x = \frac{R\sigma}{\overline{\sigma}} \frac{U V}{\sqrt{1-U^2}\sqrt{1-V^2}}, \quad y^2 = \frac{R^2}{\overline{\sigma}^2} \frac{(U^2 - \overline{\sigma}^2)(\overline{\sigma}^2 - V^2)}{(1-U^2)(1-V^2)}$$

The re-scaling $x_1 = x, x_2 = \frac{y}{\overline{\sigma}}$ permits us to re-write these expressions in terms of Euler elliptic coordinates in the form (11) for $a = \frac{R\overline{\sigma}}{\overline{\sigma}}$. Note that with this choice we have that $\Pi_+(F_1) = (a, 0) = f_1$ and $\Pi_+(F_2) = (-a, 0) = f_2$. Thus the $\mathbb{R}^2$ plane with coordinates $(x_1, x_2)$ is equivalently described in terms of the sphero-conical coordinates or in the elliptic form (11) via the identifications:

$$u = \frac{\sigma U}{\overline{\sigma} \sqrt{1-U^2}}, \quad v = \frac{\sigma V}{\overline{\sigma} \sqrt{1-V^2}}$$ (15)

It is interesting to remark that Eq. (15) do not explicitly depend on the radius $R$ of the sphere that only appears in the inter-foci distance $a$. This is thus a way to link sphero-conical and elliptic coordinates completely different to the well-known limiting process that identifies elliptic coordinates in the plane as the limiting case of sphero-conical coordinates in the sphere as the radius tends to infinity.

Let us consider a Liouville Type I system in $S^2$ with potential (5) and the corresponding separated first-order equations (6) and (7) with respect to the local time $\varsigma$ in $S^2$. The chain of changes from this local time $\varsigma$ to the elliptic local time $\zeta$, via going back to the physical time $t$, changing to the projected time $\tau$ and finally defining $\zeta$ in terms of $\tau$: $d\zeta = \frac{d\tau}{w^2 - v^2}$, can be simply summarized in the form:

$$d\zeta = \overline{\sigma} \ d\varsigma$$

Using this expression and the identification (15) one easily realizes that Eqs. (6) and (7) are equivalent to Eqs. (13) and (14), and reciprocally, if the respective constants of motion are related through the equation:

$$h = \frac{E - \Omega}{\sigma^2}, \quad \lambda = \frac{\Omega}{\overline{\sigma}}.$$ 

and the potential energy in $\mathbb{R}^2$ is obtained from the potential energy in $S^2$, and vice versa, via the identities:

$$f(u) = \frac{\overline{\sigma}^2 u^2 + \sigma^2}{\sigma^2 \overline{\sigma}^2} F(U(u)), \quad g(v) = \frac{\overline{\sigma}^2 v^2 + \sigma^2}{\sigma^2 \overline{\sigma}^2} G(V(v))$$ (16)
Equivalence Between Type I Liouville Dynamical Systems in $\mathbb{R}^2$ and $S^2$

It is thus established the prescription to pass back and forth between a Liouville Type I separable systems in $S^2_+$ with a given physical time $t$ and a Liouville Type I system in $\mathbb{R}^2$ with respect to a “non-physical” time $\tau$.

An analogous procedure relative to the projection $\Pi_-$ can be developed for $S^2_-$, and thus Newton equations on $S^2_\pm$ are equivalent to Newton equations (4) in the Euclidean planes. The orbits of a system with $S^2$ as configuration space require the determination of the orbits of two planar systems to be completely described in this projected picture.

In order to clarify the relationship between local times needed for separability in $S^2$ and $\mathbb{R}^2$ we include in Fig. 3 a diagram showing all the changes of time schedules.

5 Gallery of Selected Examples

5.1 The Neumann System

The Neumann system [17] consists of a particle constrained to move in an $S^2$ sphere of radius $R$ subjected to maximally anisotropic linear attraction towards the center.
of the sphere. The potential energy is

$$\mathcal{U}(X, Y, Z) = aX^2 + bY^2 + cZ^2, \quad a > b > c > 0,$$

(17)

where the couplings $a, b, c$ may be redefined as $\frac{m\omega^2}{2} = a - c$, $0 < \sigma^2 = \frac{b-c}{a-c} < 1$, to easily show that the Neumann problem is a Liouville Type I system in $S^2$ since the potential energy in spherico-conical coordinates is of the standard form (5) with:

$$F(U) = \frac{m\omega^2}{2} R^2 \left(U^2 - \tilde{\sigma}^2\right) U^2, \quad G(V) = \frac{m\omega^2}{2} R^2 \left(\tilde{\sigma}^2 - V^2\right) V^2.$$

The sigma parameter fixing the position of the foci measures in this case the asymmetry between the intensity of the elastic forces in the $X$ and $Y$ directions. Consequently, the orbits of a particle in the Neumann problem are determined by evaluating the quadratures (8) and (9) with this choice of $F(U)$ and $G(V)$. Both integrals can be written in the compact form:

$$\varsigma - \varsigma_0 = \pm \sqrt{mR} \int_{\mathcal{X}_0}^{\mathcal{X}} \frac{d\tilde{\mathcal{X}}}{\sqrt{P_5(\tilde{\mathcal{X}})}}$$

(18)

$$P_5(\mathcal{X}) = -\mathcal{X}(1 - \mathcal{X})(\mathcal{X} - \tilde{\sigma}^2) \left(m\omega^2 R^2 \mathcal{X}^2 - (2E - m\omega^2 R^2 \tilde{\sigma}^2) \mathcal{X} + 2\Omega\right)$$

where a new integration variable: $\mathcal{X}$ has been introduced: $U = \mathcal{X}^2$ for quadrature (8) and $V = \mathcal{X}^2$ for (9). Equation (18) is a hyperelliptic integral of genus 2, and obviously to obtain explicit expressions for these orbits requires the use of rank 2 theta functions, see [18, 19].

Taking into account the symmetry of the Neumann potential (17), the corresponding planar potentials $\mathcal{V}(x_1, x_2)$ will have identical expressions in both $\mathcal{\Pi}_+(S^2)$ and $\mathcal{\Pi}_-(S^2)$ planes. Applying (16) we obtain potential (12) with:

$$f(u) = \frac{m\omega^2 R^2 \sigma^2}{2} \frac{u^2(u^2 - 1)}{\sigma^2 u^2 + \sigma^2}, \quad g(v) = \frac{m\omega^2 R^2 \sigma^2}{2} \frac{v^2(1 - v^2)}{\sigma^2 v^2 + \sigma^2}$$

that in Cartesian coordinates corresponds to the potential function:

$$\mathcal{V}(x_1, x_2) = \frac{m\omega^2 R^2}{2} \left(\frac{x_1^2 + \sigma^2 x_2^2}{R^2 + x_1^2 + \sigma^2 x_2^2}\right)$$

(19)

Thus orbits for (17) lying in $S^2_+$ or $S^2_-$ are in one-to-one correspondence with bounded orbits of the planar system (19), see Fig. 4, whereas orbits that cross the equator have to be recovered from the projected pictures as the gluing of unbounded orbits of the two planar copies.
5.2 The Killing System

In the Killing system [5, 6], see also [4] and the references therein, one massive particle is forced to move on an $S^2$-sphere of radius $R$ under the action of a gravitational field created by two (e.g., attractive, $\gamma_1 > 0$, $\gamma_2 > 0$) Keplerian centers. Fixing the centers in the above defined $F_1$ and $F_2$ points the potential energy reads

$$U(\theta_1, \theta_2) = -\frac{\gamma_1}{R} \cot \theta_1 - \frac{\gamma_2}{R} \cot \theta_2,$$

and thus the test mass feels the presence of two attractive centers in the North hemisphere and two (repulsive) ones located at the antipodal points in the South hemisphere with identical strengths. In sphero-conical coordinates the potential energy is written in two different expressions depending on the hemisphere that it is considered. In both cases $U_{\pm}(U, V)$ is of Liouville Type I in $S^2$ form (5), with:

$$F_{\pm}(U) = \pm \frac{\gamma_1 + \gamma_2}{R} U \sqrt{1 - U^2}, \quad G(V) = -\frac{\gamma_1 - \gamma_2}{R} V \sqrt{1 - V^2}.$$

Applying the general procedure explained above the dynamics in the $S^2_+$ hemisphere can be described by the planar potential:

$$V_+(x_1, x_2) = -\frac{\gamma_1}{\sigma^2 \sqrt{(x_1 - \frac{R\bar{\sigma}}{\sigma})^2 + x_2^2}} - \frac{\gamma_2}{\sigma^2 \sqrt{(x_1 + \frac{R\bar{\sigma}}{\sigma})^2 + x_2^2}}$$

that corresponds to the problem of two attractive centers in $\mathbb{R}^2$. In a parallel way, the problem in the South hemisphere is orbitally equivalent to the planar problem:

$$V_-(x_1, x_2) = \frac{\gamma_2}{\sigma^2 \sqrt{(x_1 - \frac{R\bar{\sigma}}{\sigma})^2 + x_2^2}} + \frac{\gamma_1}{\sigma^2 \sqrt{(x_1 + \frac{R\bar{\sigma}}{\sigma})^2 + x_2^2}}.$$
i.e., the planar potential of two repulsive centers where the roles of the points $(\pm \frac{R\bar{\sigma}}{\sigma}, 0)$, and thus the strengths of the centers in modulus, are interchanged with respect to the attractive potential $V_+(x_1, x_2)$ in $\Pi_+(S^2_+)$.

In [4] a complete analysis of the different types of orbits for this problem is performed, including the integration and inversion of the involved elliptic integrals that lead to explicit expressions in terms of Jacobi elliptic functions for all the available regimes in the bifurcation diagram. Two examples of planetary type orbits are represented in Fig. 5. In Fig. 6 we can see their corresponding orbits in the projected planar systems.

### 5.3 Inverse Gnomonic Projection of the Garnier System from $\mathbb{R}^2$ to $S^2$

The Garnier system [3, 20] corresponds to a planar anharmonic oscillator which is isotropic in the quartic power of the distance to the center but anisotropic in the quadratic term. Using non-dimensional coordinates and couplings the potential energy is defined to be:

$$V(x_1, x_2) = \frac{1}{2} \left( x_1^2 + x_2^2 - 1 \right)^2 + \frac{a^2}{2} x_2^2, \quad 0 < a < 1.$$
Changing to Euler elliptic variables (11) it is easily seen that it is a Liouville Type I system in $\mathbb{R}^2$ since the potential energy takes the form (12) where
\[
f(u) = \frac{a^4}{2}(u^2 - 1)^2, \quad g(v) = \frac{a^4}{2}(1 - v^2)^2.
\]
The quadratures are thus
\[
\varsigma - \varsigma_0 = \mp a \int_{1}^{u} \frac{dz}{\sqrt{(z^2 - 1)P_6(z)}}, \quad \varsigma - \varsigma_0 = \mp a \int_{-1}^{v} \frac{dz}{\sqrt{(1 - z^2)\tilde{P}_6(z)}},
\]
where the sixth order polynomials read:
\[
P_6(u) = -f(u) + hu^2 - \lambda, \quad \tilde{P}_6(v) = -g(v) - hv^2 + \lambda.
\]
The change of integration variable: $z^2 = \tilde{z}$, renders both integrals to identical canonical form:
\[
\int \frac{d\tilde{z}}{\sqrt{2\tilde{z}(1 - \tilde{z})(a^4\tilde{z}^3 - a^2(a^2 + 2)\tilde{z}^2 + (1 + 2a^2 - 2h)\tilde{z} + 2\lambda - 1)}}
\]
i.e., they are hyperelliptic integrals of genus 2.

The inverse gnomonic projection leads us to the Liouville Type I separable system in $S^2_+$ characterized by the rational functions:
\[
F(U) = \frac{(U^2 - \tilde{\sigma}^2)(1 - 2U^2)^2}{2(1 - U^2)^2}, \quad G(V) = \frac{(\tilde{\sigma}^2 - V^2)(1 - 2V^2)^2}{2(1 - V^2)^2}
\]
where, in this non-dimensional setting, we have identified the parameters in the form: $a = \frac{\tilde{\sigma}}{\sigma}$.

The corresponding potential in terms of $(X, Y, Z) \in S^2_+$ is
\[
\mathcal{U}(X, Y, Z) = \frac{1}{2\sigma^2} \left( \frac{1 - \tilde{\sigma}^2X^2}{Z^4} - \frac{1 + 3\sigma^2}{Z^2} \right)
\]
that is singular in the equator. Thus in this case, even if we extend $\mathcal{U}(X, Y, Z)$ to the whole $S^2_+$ sphere, the orbits cannot cross the equator, and unbounded planar orbits are mapped into spherical trajectories that approach the equator asymptotically.

6 Summary and Further Comments

In this report we have analyzed separable classical Hamiltonian systems in a unified way. We have focused in systems of two degrees of freedom for which the configuration space is either an $S^2$ sphere or the Euclidean plane $\mathbb{R}^2$. In the first
In this case that we denote as Liouville Type I in $S^2$, we have selected those systems for which the Hamilton–Jacobi equation is separable in spherico-conical coordinates. In the planar case the separability of the HJ equation is demanded in Euler elliptic coordinates, thus restricting ourselves to Liouville Type I systems in $\mathbb{R}^2$.

The main contribution in this essay is the construction of a bridge between Liouville Type I systems, respectively, in $S^2$ and $\mathbb{R}^2$. The path is traced following the gnomonic projection from both the North and South hemispheres to the plane.

The idea is inspired by the connection between the two Keplerian center problem, respectively, in $S^2$ and $\mathbb{R}^2$ established in [7–9]. We provide a geometric structure to the Borisov–Mamaev map which allows to extend the idea to any Liouville Type I system. As particular cases we construct the bridge between the Neumann problem and its partner in the plane, besides reconstructing the Borisov–Mamaev map between the Killing problem, two Keplerian centers in $S^2$, and the Euler problem, two Keplerian centers in $\mathbb{R}^2$, in this geometric setting. Moreover, we also consider a distinguished Liouville Type I system in $\mathbb{R}^2$, the Garnier system, and its mapping back in $S^2$ by using the inverse of the gnomonic projection. A remarkable fact emerges: the two center problems in $S^2$ and $\mathbb{R}^2$ exhibit separable potentials in terms of either trigonometric or polynomial functions but identical, up to a constant, strengths: in both manifolds Keplerian potentials arise.

Having established this equivalence for Liouville Type I systems, the idea of extending this relation to other types of Liouville systems in the plane and the sphere is very promising. The results of this work can be also extended to the quantum framework. It would be very interesting to analyze the relation between separable Schrödinger equations in $S^2$ and the corresponding projected equations in $\mathbb{R}^2$. Connecting paths between the classical and quantum worlds are provided by the WKB quantization procedure. Separable quantum systems in elliptic coordinates, for instance, [21, 22] or [23] would be analyzed in the spherical case.

Finally, it is adequate to remind that the search for solitary waves arising in $(1+1)$-dimensional relativistic scalar field theories is tantamount to solve an analogue mechanical system. In this framework, the application of the equivalence between separable systems in $S^2$ and $\mathbb{R}^2$ could be a fruitful source of information about the links between solitary waves in non-linear and linear sigma models, [24–26].
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Construction of Partial Differential Equations with Conditional Symmetries

Decio Levi, Miguel A. Rodríguez, and Zora Thomova

Abstract Nonlinear PDEs having given conditional symmetries are constructed. They are obtained starting from the invariants of the conditional symmetry generator and imposing the extra condition given by the characteristic of the symmetry. Series of examples of new equations, constructed starting from the conditional symmetries of Boussinesq, are presented and discussed thoroughly to show and clarify the methodology introduced.
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1 Introduction

Our capability of solving complicated physical problems described by mathematical formulas (say equations) is based on the existence of symmetries, i.e., transformations which leave the equations invariant. Towards the end of the nineteenth century, Sophus Lie introduced the notion of Lie group of symmetries in order to study the solutions of differential equations. He showed the following main property: if an
equation is invariant under a one-parameter Lie group of point transformations, then we can reduce the equation and possibly construct an invariant solution. This observation unified and extended the available integration techniques such as separation of variables or integrating factors.

A partial differential equation (PDE) \( \mathcal{E} = 0 \) in the independent variables \( x_i \) and dependent variables \( u_j \) is invariant under a continuous group of Lie point transformations if the corresponding infinitesimal symmetry generator \( \hat{X} \) satisfies

\[
\left. \text{pr}\hat{X}\mathcal{E} \right|_{\mathcal{E}=0} = 0, \tag{1}
\]

\[
\hat{X} = \sum_i \xi_i \partial_{x_i} + \sum_j \phi_j \partial_{u_j}, \tag{2}
\]

where \( \xi_i \) and \( \phi_j \) are functions of the independent and dependent variables appearing in \( \mathcal{E} = 0 \). By the symbol pr we mean the prolongation of the infinitesimal generator to all derivatives appearing in \( \mathcal{E} = 0 \). See, for example, the references [6, 26] for this construction.

Given an infinitesimal generator of a symmetry \( \hat{X} \) a function \( I \) is an invariant if it is such that

\[
\text{pr}\hat{X}I = 0. \tag{3}
\]

Equation (3) is a first order PDE which can be solved on the characteristic and provide the set of invariants and differential invariants \( I_k, k = 0, 1, \cdots \) depending on \( x_i, u_j \), and their partial derivatives up to arbitrary order. Then the PDEs invariant with respect to the infinitesimal generator (2) can be written as

\[
\mathcal{E} = \mathcal{E}(\{I_k\}) = 0, \quad k = 0, 1, \cdots. \tag{4}
\]

Lie method is a well-established technique to search for exact solutions of differential or difference equations of any type, integrable or non-integrable, linear or nonlinear. However, many equations may have no symmetries and there is no simple algorithm to prove the existence of symmetries other than looking for them. Moreover, the obtained solutions do not always fulfill the conditions imposed by the physical requests (boundary conditions, asymptotic behavior, etc.). So one looks for extension or modification of the construction which could overcome some of these problems. One looks for more symmetries,

- not always expressed in local form in terms of the dependent variable of the differential equations,
- not satisfying all the properties of a Lie group but just providing solutions.

In the first class are the potential symmetries introduced by Bluman [4] and Bluman et al. [7], the nonlocal symmetries by Krasil’shchik and Vinogradov [21], Vinogradov and Krasil’shchik [36], Hernández-Hereder and Reyes [19], Reyes
In this paper we will be interested in showing how one can construct equations having given conditional symmetries.

In Sect. 2 we will provide the theory behind the construction of the conditional symmetries clarifying in this way the difference between symmetries and conditional symmetries. Then in Sect. 3 we will verify the proposed construction in the case of a few of the conditional symmetries of the Boussinesq equation (9) and, in correspondence with these conditional symmetries, construct new conditionally invariant equations which may have physical significance. Section 4 is devoted to the summary of the result, some concluding remarks, and prospects of future works.

2 What Is a Conditional Symmetry?

For simplicity of the presentation we will consider PDEs in only one dependent variable. The extension to systems is straightforward.

Bluman and Cole [5] introduced the method for finding conditional symmetries, the non-classical method. The non-classical method adds an auxiliary first order equation build up in terms of the coefficients of the infinitesimal generator \( \hat{X} \) to \( \mathcal{E} = 0 \), namely

\[
C = C(x_i, u, u_{x_i}) = \sum_i \xi_i u_{x_i} - \phi = 0. \tag{5}
\]

Equation (5) is the infinitesimal symmetry generator (2) written in characteristic form [26] set equal to zero. Equation (5) is as yet unspecified and it will be determined together with the vector field \( \hat{X} \), as it involves the same functions \( \xi_i \) and \( \phi \).

It is easy to prove that (5) is invariant under the first prolongation of (2)

\[
\text{pr}\hat{X}C = - \left( \sum_i \xi_{i,u} u_{x_i} - \phi_u \right) C = 0, \tag{6}
\]

without imposing any conditions on the functions \( \xi_i \) and \( \phi \). Consequently, to get the conditional symmetries of \( \mathcal{E} = 0 \) we need just to apply the following invariance condition:

\[
\text{pr}\hat{X}\mathcal{E} \bigg|_{\mathcal{E}=0} = 0. \tag{7}
\]

Equation (7) gives nonlinear determining equations for \( \xi_i \) and \( \phi \) which provide at the same time classical and non-classical symmetries.
As $C = 0$ appears in (7) as a condition imposed on the determining equations the resulting symmetries are called \emph{conditional symmetries}.

There are several works devoted to using the non-classical method to construct solutions of PDEs that are different from the ones obtained by the classical method using the Lie point symmetries, for example \cite{2, 14, 17, 18, 20, 27, 31}. Moreover, we can find programs \cite{3} to compute them and algorithms \cite{11} for showing the existence of nontrivial non-classical symmetries for given PDEs. In the case of integrable equations let us mention the works of Sergyeyev \cite{33, 34} where he considered the classification of all $(1 + 1)$-dimensional evolution systems that admit a generalized (Lie–Bäcklund) vector field as a generalized conditional symmetry.

In this paper we want to look at the conditional symmetries from a different perspective. Given an infinitesimal group generator characterized by a vector field $\hat{X}$ with specific values of the functions $\xi_i$ and $\phi$, we want to construct equations $\mathcal{E} = 0$ which have this symmetry as a \emph{conditional symmetry} and not as a Lie point symmetry. Taking into account that an equation invariant under a given symmetry is written in terms of its invariants (4), a PDE invariant under a conditional symmetry will be given by

$$\mathcal{E}([I_j])_{|C=0} = 0, \quad j = 0, 1, \ldots$$

(8)

The constraint $\{C = 0\}$ in (8) is to be interpreted as the differential equation (5) and its consequences (see Sect. 3 for details when constructing explicit examples).

3 \hspace{1em} A Few Examples from the Conditional Symmetries of the Boussinesq Equation

The Boussinesq equation

$$u_{yy} + uu_{xx} + (u_x)^2 + u_{xxxx} = 0$$

(9)

was introduced in 1871 by Boussinesq to describe the propagation of long waves in shallow water \cite{8, 9} and it is of considerable physical and mathematical interest. It also arises in several other physical applications including one-dimensional nonlinear lattice waves \cite{35, 37}, vibrations in a nonlinear string \cite{38}, and ion sound waves in a plasma \cite{32}. It has two independent variables $x_1 = x$ and $x_2 = y$, consequently $i = 1, 2$ in (2). For simplicity we will call $\xi_1 = \xi$ and $\xi_2 = \eta$. If $\eta$ in (2) is different from zero, the resulting determining equations for conditional symmetries do not fix it and we can always put $\eta = 1$. If $\eta = 0$ and $\xi \neq 0$, we can put $\xi = 1$ for the same reason. Consequently the condition is the same if we consider $\hat{X}$ or $f(x, y, u)\hat{X}$, although the invariants in the two cases are different.

The conditional symmetries of the Boussinesq equation for $\eta \neq 0$ were obtained in \cite{22}, and in \cite{13} by non-group techniques. The case $\eta = 0$ has been considered
later and can be found in [12]. In [12, 22] we find the following generators of the conditional symmetries for (9):

$$\hat{X}_1 = \partial_y + y\partial_x - 2y\partial_u$$  \hspace{1cm} (10)

$$\hat{X}_2 = \partial_y - \frac{x}{y}\partial_x + \left(\frac{2}{y}u + \frac{6}{y^3}x^2\right)\partial_u$$  \hspace{1cm} (11)

$$\hat{X}_3 = \partial_y + \left(-\frac{x}{y} + y^4\right)\partial_x + \left(\frac{2}{y}u + \frac{6}{y^3}x^2 - 2y^2x - 4y^3\right)\partial_u$$  \hspace{1cm} (12)

$$\hat{X}_4 = \partial_y + \left(\frac{x}{2y} + y\right)\partial_x - \frac{1}{y}(u + 2x + 4y^2)\partial_u$$  \hspace{1cm} (13)

$$\hat{X}_5 = \partial_y + \frac{\wp'(x + c_1W)}{2\wp}\partial_x - \left[\frac{\wp'}{\wp}u + 3\wp'x^2 + c_1\left(\frac{1}{2\wp} + 6\wp'W\right)\right]\partial_u,$$  \hspace{1cm} (14)

$$\hat{X}_6 = \partial_x + \left(\frac{2}{x}u + \frac{48}{x^3}\right)\partial_u,$$  \hspace{1cm} (15)

$$\hat{X}_7 = \partial_x + \left[-2x\wp + c_2\wp\int_0^y \frac{ds}{\wp'(s)^2}\right]\partial_u,$$  \hspace{1cm} (16)

where $\wp$ is a special case of the Weierstrass P function, $\wp(y, g_2, g_3)$ [1] with $g_2 = 0$ satisfying the differential equations $\wp'^2 = 4\wp^3 - g_3$, and $g_3$, $c_1$, $c_2$ are arbitrary constants.

The generators $\hat{X}_1, \cdots, \hat{X}_5$ were obtained assuming $\eta = 1$, thus are defined in (10)–(14) up to an arbitrary function $\eta(x, y, u)$, while $\hat{X}_6$ and $\hat{X}_7$ were obtained assuming $\eta = 0$ and $\xi = 1$, thus are defined in (15) and (16) up to an arbitrary function $\xi(x, y, u)$.

In the following we will not go through all the generators presented above but we will just consider as particular examples, $\hat{X}_1$, $\hat{X}_2$ and $\hat{X}_6$.

### 3.1 Conditional Invariant Equations Associated to $\hat{X}_1$

For the infinitesimal generator $\hat{X}_1$ and its prolongation up to fourth order we obtain the following invariants:

$$I_0 = -2x + y^2, \quad I_1 = 2x + u, \quad I_2 = u_x, \quad I_3 = 2y + yu_x + u_y, \quad I_4 = u_{xx},$$

$$I_5 = yu_{xx} + u_{xy}, \quad I_6 = u_{yy} + 2yu_{xy} + 2(y^2 - x)u_{xx}, \quad I_7 = u_{xxx}$$

$$\cdots, \quad I_{11} = u_{xxxx}.$$  \hspace{1cm} (17)
The condition is given by $I_3 = 0$, i.e., $C = 2y + yu_x + uy = 0$. As a verification of the correctness of the procedure proposed in the previous section we construct the Boussinesq equation in terms of the invariants (17). It is

$$\mathcal{I}_4 \mathcal{I}_6 + \mathcal{I}_{11} + \mathcal{I}_2^2 \bigg|_{C_x=0} = u_{yy} + 2y(u_{xy} + yu_{xx}) + uu_{xx} + u_{xxx}$$

$$+ (u_x)^2 \bigg|_{u_{xy} + yu_{xx}=0} = u_{yy} + uu_{xx} + u_{xxx} + (u_x)^2 = 0.$$  \hfill (18)

Now, we want to construct a new nonlinear PDE which has as a conditional symmetry the infinitesimal generator $\hat{X}_1$. Let us consider the following combination of the invariants $I_1, I_4, I_6,$ and $I_7$ given in (17):

$$\mathcal{I}_4 \mathcal{I}_6 + \mathcal{I}_7 \bigg|_{C_x=0} = u_{yy} + 2y(u_{xy} + yu_{xx}) + uu_{xx} + u_{xxx} \bigg|_{u_{xy} + yu_{xx}=0} = 0.$$  

So we have

$$u_{xxx} + uu_{xx} + u_{yy} = 0,$$  \hfill (19)

a nonlinear dispersive Laplace equation.

The point symmetries of (19) are

$$\hat{H}_1 = \partial_x, \quad \hat{H}_2 = \partial_y, \quad \hat{H}_3 = 2x\partial_x + 3y\partial_y - 2u\partial_u.$$  \hfill (20)

Equation (19) has a conditional symmetry ($\hat{K}_1$) with $\eta = 1$ (which is the chosen conditional symmetry to construct the equation) and three conditional symmetries ($\hat{L}_1, \hat{L}_2,$ and $\hat{L}_3$) with $\eta = 0, \xi = 1$ (after removing the Lie point symmetries previously computed (20) and using these points symmetries to remove inessential parameters):

$$\hat{K}_1 = \partial_y + y\partial_x - 2y\partial_u$$  \hfill (21)

$$\hat{L}_1 = \partial_x + \frac{2xu}{x^2 + c_1}\partial_u$$  \hfill (22)

$$\hat{L}_2 = \partial_x - \varphi (y; 0, g_3) \left[ 6x - c_2 \int_0^y \frac{1}{\varphi (s; 0, g_3)^2} ds \right] \partial_u$$  \hfill (23)

$$\hat{L}_3 = \partial_x + \left[ \frac{u}{x} - \varphi (y; 0, g_3) \left( 3x + \frac{c_3}{x} \int_0^y \frac{1}{\varphi (s; 0, g_3)^2} ds \right) \right] \partial_u,$$  \hfill (24)

where $c_i, i = 1, 2, 3$ and $g_3$ are arbitrary constants.
3.2 **Conditional Invariant Equations Associated to \( \hat{X}_2 \)**

For the infinitesimal generator \( \hat{X}_2 \) and its prolongation up to derivatives of fourth order we obtain the following invariants:

\[
\mathcal{I}_0 = xy, \quad \mathcal{I}_1 = x^2 u + \frac{x^4}{y^2}, \quad \mathcal{I}_2 = x^3 u_x + 2 \frac{x^4}{y^2}, \quad \mathcal{I}_3 = \frac{x^3}{y} (y u_y - x u_x - 2u - 6 \frac{x^2}{y^2}), \quad \mathcal{I}_4 = x^4 u_{xx} + 2 \frac{x^4}{y^2},
\]

\[
\mathcal{I}_5 = \frac{x^3}{y} (y u_{xy} - x u_{xx} - 3u_x - 12 \frac{x}{y^2}), \quad \mathcal{I}_6 = \frac{x^2}{y} (y u_{yy} - 2x u_{xy} + \frac{x^2}{y} u_{xx} - 4u_y + 6 \frac{x}{y} u_x + 6 \frac{u}{y} + 42 \frac{x^2}{y^3}),
\]

\[
\mathcal{I}_7 = x^5 u_{xxx}, \ldots, \quad \mathcal{I}_{11} = x^6 u_{xxxx}.
\]

The condition is given by \( \mathcal{I}_3 = 0 \) which in this case we choose to be

\[
\mathcal{C} = y u_y - x u_x - 2u - 6 \frac{x^2}{y^2} = 0.
\]

We can easily check that the Boussinesq equation can be constructed in terms of the invariants (25). It is

\[
\mathcal{I}_1 \mathcal{I}_4 + \mathcal{I}_0 \mathcal{I}_7 + (\mathcal{I}_2)^2 \bigg|_{\mathcal{C}=0} = x^6 \left[ u_{yy} + uu_{xx} + u_{xxxx} + (u_x)^2 \right].
\]

A new nonlinear dispersive Laplace equation can be written by considering the invariants \( \mathcal{I}_0, \mathcal{I}_1, \mathcal{I}_2, \mathcal{I}_4, \) and \( \mathcal{I}_7 \), i.e.,

\[
\mathcal{I}_1 \mathcal{I}_4 + \mathcal{I}_0 \mathcal{I}_7 + (\mathcal{I}_2)^2 \bigg|_{\mathcal{C}=0} = x^6 \left[ u_{yy} + uu_{xx} + (u_x)^2 + y u_{xxx} \right] = 0.
\]

The equation

\[
u_{yy} + uu_{xx} + (u_x)^2 + y u_{xxx} = 0
\]

has point symmetries

\[
\hat{H}_1 = \partial_x, \quad \hat{H}_2 = x \partial_x + y \partial_y,
\]
and conditional symmetries with $\eta = 1$:

$$
\hat{K}_1 = \partial_y + \left(c_1 y^4 - \frac{x}{y}\right) \partial_x + \left(2u - \frac{2(u y^5 - x)}{y^3} \left(2c_1 y^5 + 3x\right)\right) \partial_u,
$$

$$
\hat{K}_2 = \partial_y + c_2 y^2 \partial_x + \left(\frac{u}{y} - 3c_2^2 y^3\right) \partial_u,
$$

(31)

where $\hat{X}_2$ is recovered from $\hat{K}_1$ by setting $c_1 = 0$. $\hat{K}_2$ is a genuine new conditional symmetry of (29) for any value of $c_2$. Also $\hat{K}_1$ with $c_1 \neq 1$ is a new conditional symmetry of (29).

When $\eta = 0$, $\xi = 1$ we have

$$
\hat{L} = \partial_x + [f(x)u + g(x, y)] \partial_u,
$$

(32)

where $f(x)$ satisfy the ODE:

$$
f'' + 5ff' + 2f^3 = 0,
$$

(33)

while the overdetermined system of equations for $g(x, y)$, depending explicitly of $f(x)$, is given in the Appendix in (45) and (46). Equation (33) can be solved completely but the solution we find by the use of Lie point symmetries is implicit, i.e., we have $x$ as an integral function of $f(x)$. So we cannot use it to solve the overdetermined system (45) and (46). We are able to present, however, three explicit solutions for $f(x)$

$$
\chi_1 = 0, \quad \chi_2 = \frac{2}{x}, \quad \chi_3 = \frac{1}{2x},
$$

(34)

Solving (45) and (46) with $f(x)$ given by $\chi_1$ we get

$$
\hat{L}_1 = \partial_x + \varphi(y + c_1; 0, g_3) \left(-2x + c_2 \int_0^y \frac{1}{\varphi(s + c_1; 0, g_3)^2} ds\right) \partial_u,
$$

(35)

where $c_1, c_2$ are integration constants, while for $\chi_2$ we get $g(x, y) = 0$ and then

$$
\hat{L}_2 = \partial_x + \frac{2u}{x} \partial_u.
$$

(36)

Finally, for $\chi_3$ the overdetermined system, solved using the differential Grobner bases [28], is incompatible.
3.3 Conditional Invariant Equations Associated to $\hat{X}_6$

For the infinitesimal generator $\hat{X}_6$ and its prolongation up to third order we obtain the following invariants:

$$\mathcal{I}_0 = y, \quad \mathcal{I}_1 = \frac{1}{x^3}(12 + x^2 u), \quad \mathcal{I}_2 = \frac{u_y}{x^2}, \quad \mathcal{I}_3 = \frac{1}{x^5}(x^3 u_x - 2x^2 u - 48), \quad \mathcal{I}_4 = \frac{u_{yy}}{x^2}, \cdots,$$

$$\mathcal{I}_{10} = \frac{1}{x^7}(-1440 - 24x^2 u + 18x^3 u + x^5 u_{xxx} - 6x^4 u_{xx}).$$

The condition is given by $\mathcal{I}_3 = 0$ which in this case we choose to be

$$C = u_x - \frac{2u}{x} - \frac{48}{x^3} = 0.$$  

(38)

As in the previous case, the Boussinesq equation can be written in terms of the invariants (37):

$$6(\mathcal{I}_1)^2 + \mathcal{I}_4 \bigg|_{\{ C = 0 \}} = \frac{1}{x^2} \left[ u_{yy} + uu_{xx} + u_{xxxx} + (u_x)^2 \right].$$

(39)

In correspondence with $\hat{X}_6$ we may also have

$$6(\mathcal{I}_1)^2 + \mathcal{I}_2 \bigg|_{\{ C = 0 \}} = \frac{1}{x^2} [u_y + uu_{xx} + u_{xxxx} + (u_x)^2] = 0.$$  

(40)

The equation

$$u_y + uu_{xx} + u_{xxxx} + (u_x)^2 = 0$$

(41)

has the point symmetries

$$\hat{H}_1 = \partial_x, \quad \hat{H}_2 = \partial_y, \quad \hat{H}_3 = x\partial_x + 4y\partial_y - 2u\partial_u.$$  

(42)

The only conditional symmetry of (37) with $\eta = 1$ turns out to be, after multiplication by $4(y + c)$, a linear combination of the Lie point symmetries (42). When $\eta = 0$, $\xi = 1$ we have

$$\hat{L} = \partial_x + \phi(x, y, u)\partial_u,$$

(43)

where the function $\phi(x, y, u)$ is defined by just one PDE which we present in the Appendix in (47). For any entire function $\phi(x, y, u)$ in $u$ (47) has, apart from the
solution $\hat{X}_6$, the following conditional symmetries:

$$\hat{L}_1 = \partial_x + \frac{2u}{x} \partial_u, \quad \hat{L}_2 = \partial_x + \frac{x}{3y} \partial_u.$$  \hspace{1cm} (44)

## 4 Conclusions

In this article we presented a construction of nonlinear PDEs having given conditional symmetries. They are obtained starting from the invariants of the symmetry and imposing the extra condition obtained by equating to zero the characteristic and its differential consequences. Starting from the conditional symmetries of the Boussinesq equation we reconstructed the Boussinesq equation itself as well as other nonlinear equations (19), (29), and (41). The obtained equations have Lie point symmetries and conditional symmetries.

An important point not touched in this work but on which we are presently working is understanding a priori when we can construct a conditionally invariant equation. Moreover work is also in progress on solving by symmetry reduction the obtained conditionally invariant equations and on the construction of conditional symmetry preserving discretizations of the Boussinesq equation.
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### Appendix: Determining Equations for $\hat{X}_2$ and $\hat{X}_6$

For completeness we present here the determining equation of the conditional symmetries when $\xi = 1$ and $\eta = 0$ for which we have been able just to present some particular solutions

$$g_{xx} + 3fg_x + (5f' + 4f^2)g + 4f^4y + 7f'f^2y - 2f'f = 0,$$ \hspace{1cm} (45)

$$g_{yy} + \left(5yf^2 - 5yf' + 3g\right)g_x + 2\left(8yf^2 + 10yf' + g\right)fg + 2y^2f\left(13f^4 - 20f'^2 + 16f^2f'\right) = 0.$$ \hspace{1cm} (46)
\[ \begin{align*}
\phi_{nnn} \phi^4 + (4 \phi_{nn}^2 + 6 \phi_{nn} \phi_{nn} + 4 \phi_{xnn} \phi_{nn}) \phi^3 + (7 \phi_{nn} \phi_{nn}^2 + 2(6 \phi_{xnn} + 1) \phi_{nn} \\
+ \phi_{nn} (12 \phi_{xx} + u) + 6(\phi_{nnn} \phi_{x} + \phi_{xnn} \phi_{x})) \phi^2 + (8 \phi_{xx}^2 + 2(2 \phi_{xx}^2 + u) \phi_{xx} \\
+ \phi_{x} (10 \phi_{xx} \phi_{xx} + 12 \phi_{x} + 3) + 4 \phi_{nn} \phi_{xx} + 6 \phi_{xx} \phi_{xx} + 4 \phi_{xx xx} \phi) \\
+ 3 \phi_{nn} \phi_{n}^2 + 4 \phi_{n} \phi_{c} \phi_{xx} + u \phi_{xx} + 4 \phi_{xx} \phi_{xx} + 6 \phi_{x} \phi_{xx} + \phi_{xxx} + \phi_y = 0.
\end{align*} \] (47)
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Abstract We solve the Cauchy problem defined by the fractional partial differential equation \([\partial_{tt} - \kappa D]u = 0\), with \(D\) the pseudo-differential Riesz operator of first order, and the initial conditions \(u(x, 0) = \mu (\sqrt{\pi} x_0)^{-1} e^{-x^2/(4x_0^2)}\), \(u_t(x, 0) = 0\). The solution of the Cauchy problem resulting from the substitution of the Gaussian pulse \(u(x, 0)\) by the Dirac delta distribution \(\varphi(x) = \mu \delta(x)\) is obtained as corollary.

Keywords Fractional partial differential equations · Fox \(H\)-functions · Dirac delta distribution · Pseudo-differential Riesz operator · Complementary equation

1 Introduction

Linear partial differential equations of second order are useful in physics to model phenomena like wave propagation, heat diffusion, and transport processes [1–3]. In analogy to conics of analytic geometry, the wave equation is hyperbolic, while the heat and transport equations are parabolic. In a recent work [4] we have reported a fractional formulation that permits the study of such equations in unified form. Additionally, we have introduced an integro-differential version of the parabolic equation \(u_{tt} - \kappa u_x = 0\) (hereafter called complementary equation) that is solvable in analytic form. That is, in [4] we have solved the Cauchy problem for \(u_{tt} - \kappa D u = 0\) with zero initial velocity and the Dirac delta pulse \(\varphi(x) = \mu \delta(x)\) as initial condition. The symbol \(D\) stands for the pseudo-differential Riesz operator [5] (for contemporary notions on the matter, see, e.g., [6]). In the present work we provide
the solutions for the Cauchy problem with zero initial velocity and the Gaussian
distribution $u(x, 0) = \mu(\sqrt{\pi}x_0)^{-1}e^{-(x/x_0)^2}$ as initial disturbance.

The manuscript is structured as follows: In Sect. 2 we give the solution of the
Cauchy problem for the modified complementary equation when the Gaussian
distribution is considered as initial condition with zero initial velocity. We recover
the results reported in [4] as a byproduct. In Sect. 3 we analyze the results. Some
final conclusions are given in Sect. 4.

2 Statement of the Problem and Solution

The main results of this contribution are summarized in the following Proposition
and Corollary.

Proposition 1 The Cauchy problem defined for the integro-differential equation

$$\frac{\partial^2}{\partial t^2} u(x, t) + \frac{\kappa}{\pi} \frac{\partial}{\partial x} \int_{\mathbb{R}} \frac{u(y, t)}{x-y} dy = 0, \quad \kappa > 0,$$

(1)

with the initial conditions

$$u(x, 0) = \frac{\mu}{x_0\sqrt{\pi}} e^{-(x/x_0)^2}, \quad u_t(x, 0) = 0, \quad x_0 \geq 0,$$

(2)

is solved by the function

$$u(x, t) = \frac{\mu}{\kappa t^2} \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \left( \frac{x_0}{2\kappa t^2} \right)^{2k} \theta_k(x, t),$$

(3)

where $\theta_k$ is the following Fox $H$-function:

$$\theta_k(x, t) = H_{3,3}^{2,1} \left[ \frac{|x|}{\kappa t^2} \left| \begin{array}{c}
(-2k, 1), (\frac{1}{2}, 1), (-1 - 4k, 2) \\
(0, 1), (-2k, 1), (\frac{1}{2}, \frac{1}{2})
\end{array} \right| \right].$$

(4)

Proof First note that Eq. (1) is indeed the fractional partial differential equation

$$\left[ \frac{\partial^2}{\partial t^2} - \kappa \mathbb{D} \right] u(x, t) = 0,$$

(5)

with $\mathbb{D}$ the pseudo-differential Riesz operator [5, 6]. We may consider a generalized
version of the latter equation [4, 7], defined as

$$[D^\alpha - v_{a,\beta}^2 \mathbb{D}^\beta] u(x, t) = 0, \quad 1 \leq \alpha \leq 2, \quad 1 \leq \beta \leq 2,$$

(6)
where the fractional time-derivative $D^\alpha$ is taken in the sense of Caputo [8] (see also [6]), and $\mathbb{D}^\beta$ is the Riesz operator of order $\beta$. In [4] we had already solved Eq. (6) for the initial conditions (2). The solution is written as the series

$$u(x, t) = \frac{\mu}{\beta t^{\frac{a}{\beta}} v_{\alpha, \beta}^{2/\beta}} \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \left( \frac{x_0}{2t^{\frac{a}{\beta}} v_{\alpha, \beta}^{2/\beta}} \right)^{2k} \Theta_k(x, t; \alpha, \beta),$$

with

$$\Theta_k(x, t; \alpha, \beta) = H_{2,3}^{2,1} \left[ \frac{|x|}{\eta^{2/\beta} v_{\alpha, \beta}^{2/\beta}} \left( \frac{\beta-(1+2k) \alpha}{\beta}, \frac{1}{\beta} \right), \left( \frac{\beta-\alpha(1+2k)}{\beta}, \frac{\alpha}{\beta} \right), (0, 1), \left( \frac{\beta-(1+2k)}{\beta}, \frac{1}{\beta} \right), \left( \frac{1}{2}, \frac{1}{2} \right) \right].$$

Here

$$H_{m,n}^{p,q} \left[ x \left| \begin{array}{c} (a_1, \alpha_1), \ldots, (a_p, \alpha_p) \\ (b_1, \beta_1), \ldots, (a_p, \beta_p) \end{array} \right. \right]$$

is the Fox $H$-function [9, 10] for which the labels $m, n, p,$ and $q$ are integers such that $0 \leq m \leq q$, and $0 \leq n \leq p$. Besides $a_i, b_j \in \mathbb{C}$ and $\alpha_i, \beta_j \in (0, \infty)$.

The solution to the Cauchy problem (1)–(2) is obtained by evaluating Eqs. (7) and (8) at the point $(\alpha, \beta) = (2, 1)$, with $\kappa = v_{2,1}^{2/\beta}$ and $\Theta_k(x, t; 2, 1) = \theta_k(x, t, \bigotimes)$.

**Corollary 1** If the Gaussian profile of the initial condition $u(x, 0)$ of Proposition 1 is substituted by the Dirac delta distribution $\varphi(x) = \mu \delta(x)$, then the solution is given by

$$u(\delta)(x, t) = \left( \frac{\mu}{\kappa t^{\frac{a}{\beta}}} \right) H_{3,3}^{2,1} \left[ \frac{|x|}{\kappa t^{\frac{a}{\beta}}} \left| \begin{array}{c} (0, 1), (\frac{1}{2}, \frac{1}{2}), (-1, 2) \\ (0, 1), (0, 1), (\frac{1}{2}, \frac{1}{2}) \end{array} \right. \right].$$

**Proof** The delta pulse $\varphi(x)$ is recovered from the Gaussian distribution $u(x, 0)$ at the limit $x_0 \to 0$. The proof is simple by noticing that, with the exception of the term with $k = 0$, the coefficients of (3) become zero at such a limit. Therefore, $u(x, t) \to u(\delta)(x, t)$ as $x_0 \to 0 \bigotimes$. 

3 Analysis of Results

The behavior of the solutions $u(x, t)$ defined in (3)–(4) is shown in the panel of Fig. 1 for $\mu = \kappa = 1$. From top to bottom, the rows correspond to $x_0 = 1, \sqrt{0.5}, \sqrt{0.1}$. From left to right, the columns refer to $t = 0.1, 1.7, 5, 6.5$. An interesting profile of these functions is the emergence of zeros as time goes pass. They arise in pairs, superposed at $x = 0$, and then propagate in opposite directions (symmetrically with respect to $x = 0$). As the function $u(x, t)$ is initially a nonnegative pulse, the zeros are indeed nodes that propagate, together with the maxima and minima of the disturbance, in wavelike form. For fixed values of $\mu$ and $\kappa$, the times at which we find new pair of nodes depend on the width of the initial Gaussian distribution. That is, they arise at shorter times for smaller values of $x_0$. We are interested in studying the behavior of such nodes as the disturbance $u(x, t)$ propagates.

First, we use Theorems 1.2 and 1.4 of Ref. [9] to rewrite $\theta_k$, as the absolutely convergent series $\theta_k(x, t) = \frac{4^k}{\sqrt{\pi}} \left( \frac{\kappa t^2}{|x|} \right)^{1+2k} \sum_{\ell=0}^{\infty} \frac{(-1)^\ell \Gamma(\frac{1}{2} + k + \frac{\ell}{2})}{\Gamma(1 + 4k + 2\ell) \Gamma(-k - \frac{\ell}{2})} \left( \frac{\kappa t^2}{|x|} \right)^\ell$, (11)

where $x \neq 0$. The divergences of $\Gamma(-k - \frac{\ell}{2})$ eliminate the terms with even values of $\ell$ in the above expression, then

$$u(x, t) = \frac{\mu}{\sqrt{\pi} |x|} \sum_{k,n=0}^{\infty} \frac{(-1)^{k+1}}{k!} \left( \frac{x_0}{x} \right)^{2k} \left( \frac{2 \kappa t^2}{|x|} \right)^{2n+1} \lambda(n, k), \quad (12)$$

with

$$\lambda(n, k) = \frac{\Gamma(1 + n + k)}{\Gamma(3 + 4n + 4k) \Gamma \left( -\frac{1}{2} - n - k \right)}. \quad (13)$$

The latter formulae give us information about the nodes of the disturbance generated by the initial Gaussian-like perturbation defined in (2). Of course, as the point $x = 0$ has been omitted, the following description does not automatically hold for $|x| \leq \epsilon$ as $\epsilon$ approaches to zero.

The straightforward calculation shows that (12) can be rewritten in the form

$$u(x, t) = \frac{\mu}{\pi} \left( \frac{\kappa t^2}{x^2} \right) \sum_{s=0}^{\infty} \frac{\Gamma(2s + 2)}{\Gamma(4s + 3)} \left( \frac{\kappa t^2}{|x|} \right)^{2s} \Lambda_s(x_0, t), \quad x \neq 0, \quad (14)$$
An Integro-Differential Equation of the Fractional Form

where $A_s(x_0, t)$ is the polynomial of $x_0t^{-2}$ given by

$$A_s(x_0, t) = \sum_{n+k=s} \frac{(-1)^n}{\Gamma(k+1)} \left( \frac{x_0}{2\kappa t^2} \right)^{2k}. \quad (15)$$

Now, let us analyze the series (14) in terms of $\xi = \frac{\kappa t^2}{|x|} > 0$. For $\xi << 1$ we may consider the power with $s = 0$ only. We have

$$u(x, t) \approx \frac{\mu \kappa}{2\pi} \left( \frac{t}{x} \right)^2, \quad x \neq 0. \quad (16)$$

The latter means that, no matter the value of $x_0$, the solution is free of zeros at short times. To illustrate the phenomenon, Fig. 1a, e and i show the behavior of $u(x, t)$ for the indicated values of $x_0$ at $t = 0.1$.

At slightly larger times we may hold only the powers with $s = 0$ and $s = 1$. Thus, dropping the terms with $s \geq 2$ we arrive at the expression

$$u(x, t) \approx \frac{\mu \kappa}{\pi} \left( \frac{1}{x} \right)^2 \left[ \frac{1}{2} + \frac{\Gamma(4)}{\Gamma(7)} \left( \frac{\kappa t^2}{|x|} \right) A_1(x_0, t) \right], \quad x \neq 0, \quad (17)$$

where

$$A_1(x_0, t) = -1 + \left( \frac{x_0}{2\kappa t^2} \right)^2. \quad (18)$$

Given $x_0 \geq 0$, the values of $t$ such that $A_1 < 0$ permit the presence of a pair of zeros in function (17). Before such values, the function $u(x, t)$ exhibits a global minimum that is positive and goes to zero as $t$ increases. Then the minimum becomes equal to zero (the time at which the first pair of nodes is created, both superposed at $x = 0$), and finally it takes negative values (the nodes start to propagate in opposite directions with respect to $x = 0$). The second column (from left to right) of Fig. 1 shows the situation in which the minimum of $u(x, t)$ is negative for three different values of $x_0$. Although the three graphics are evaluated at $t = 1.7$, notice that the minimum is as deep as $x_0$ is short. The latter shows that the positions of the nodes at a given time depend on $x_0$.

At larger times, the value of $x_0$ determines the number of zeros as well as their distribution. For example, in the third and fourth columns (from left to right) of Fig. 1 we appreciate that the number of nodes increases as $x_0$ decreases at a given time. In general, such number increases as $\xi \to \infty$. Then, the time $t$ at which a new pair of nodes arises is shorter for smaller values of $x_0$. Remarkably, at the limit $x_0 \to 0$, for the polynomial (15) we have

$$\lim_{x_0 \to 0} A_s(x_0, t) = (-1)^s. \quad (19)$$
Fig. 1 Time-evolution of the function $u(x,t)$ defined in (3)-(4) with $\mu = \kappa = 1$. The rows (characterized by the indicated values of $x_0$) show the emerging of zeros in $u(x,t)$ as $t$ increases. The columns exhibit the behavior of $u(x,t)$ as $x_0 \to 0$ (from top to bottom) at the indicated times. (a) $x_0 = 1, t = 0.1$; (b) $x_0 = 1, t = 0.7$; (c) $x_0 = 1, t = 5$; (d) $x_0 = \sqrt{0.5}, t = 0.1$; (e) $x_0 = \sqrt{0.5}, t = 1.7$; (f) $x_0 = \sqrt{0.5}, t = 5$; (g) $x_0 = \sqrt{1}, t = 0.1$; (h) $x_0 = \sqrt{1}, t = 0.7$; (i) $x_0 = \sqrt{1}, t = 5$; (j) $x_0 = \sqrt{1}, t = 6.5$; (k) $x_0 = \sqrt{1}, t = 6.5$.
From (14) and (19) one has
\[
\lim_{x_0 \to 0} u(x, t) = \frac{\mu}{\pi} \left( \frac{\kappa t^2}{x^2} \right) \sum_{s=0}^{\infty} \left( -1 \right)^s \frac{\Gamma(2s + 2)}{\Gamma(4s + 3)} \left( \frac{\kappa t^2}{|x|} \right)^{2s}, \quad x \neq 0,
\] (20)
which corresponds to the series expansion of \( u^{(\delta)}(x, t) \) reported in [4].

4 Concluding Remarks

We have shown that the (modified) complementary equation \( u_{tt} - \kappa \mathcal{D}u = 0 \) can be solved in analytic form by considering the Cauchy problem for zero initial velocity and the Gaussian distribution as initial disturbance. The solutions exhibit nodes that arise in pairs at different times and propagate from \( x = 0 \) in wavelike form. The number of zeros in a given time-interval increases as the width of the distribution is reduced. At the very limit in which the width becomes equal to zero we recover the solutions to the Cauchy problem with the initial disturbance as a Dirac delta pulse. The possible physical applications of the modified complementary equation represent an open problem, which we shall face elsewhere.
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Quasi-Integrability and Some Aspects of $SU(3)$ Toda Field Theory

Wojtek Zakrzewski

Abstract In this talk I discuss results of our recent paper in which we have studied various properties of solitonic solutions of deformed $SU(3)$ Toda field theories in $(1+1)$ dimensions. The aim of that work was to check whether the results of scattering of such solitons supported our ideas on quasi-integrability. The deformations we considered preserved the symmetries which for other models were sufficient to guarantee their quasi-integrability. The results of our simulations had indeed led to the expected results, thus broadening the class of models which are quasi-integrable.

The simulations had also found some interesting properties of the scattering (like the interesting dependence of the interaction between solitons being related to the sign of the deformation). In this talk we also present some recently found understanding of this behaviour based on the collective coordinate approximation to the description of the scattering of such solitons.

Keywords Solitons · Nonlinear · Integrability · Quasi-integrability · Toda field theories · Collective coordinates · Evolution of solitons · Deformations of Lagrangians

1 Introduction

Field theories possessing soliton-like solutions have been studied a lot, both analytically and numerically. In particular, many papers have been written describing various aspects of the scattering of solitons in various $(d+1)$ models [1]. They included pure $S^2$ $\sigma$ models and various ‘baby Skyrme’ models. In addition, there are
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also papers which described the scattering of solitons in a modified chiral model—the so-called Ward model. Of these models this Ward model [2] is integrable, while the other models are not; surprisingly, some properties of such scatterings were found to be quite similar. This led Sutcliffe (P.M. Sutcliffe, private communication) to look at a model which is a superposition of the Ward model and the ‘baby Skyrme’ model, and again the properties of the scatterings were not very different. By such properties we mean very few waves of radiation being emitted during the scattering (i.e. the scattering being ‘almost’ elastic). In fact, this is quite close to what is seen in ‘nature’. At CERN, at high energy scattering of protons a significant percent of the total cross section (just over 20%) is elastic. In the Skyrme model [3], which describes such processes quite well, radiation is represented by the emission of pions and so, given the energies available for the production of pions—this suggests the possibility that physics equations that describe ‘nature’ maybe be quite close to being integrable, and so in some sense ‘almost’ integrable or ‘quasi-integrable’.

Of course, these are all very loose ideas but they have led L.A. Ferreira and myself to attempt to formulate more precisely this concept of ‘quasi-integrability’ [4]. As soon as one start thinking about this one realises that this is like opening a ‘can of worms’. Mathematically (in particular for systems of finite numbers of degrees of freedom) the integrability of any model is reasonably well defined. The integrable systems have large numbers of conserved quantities (for finite dimensional system their number equals the number of the degrees of freedom of such systems). For field theories all of this is much more complicated and I do not think there is an agreed definition what integrability really means. And quasi-integrability is even more complicated. Quasi-conserved quantities? For all field configurations or only for some of them? And how small effects of what type of perturbations of integrable systems should they be (to define this ‘closeness’ to being integrable)?

The approach we have formulated in our early papers [4–6] was based on studying various deformed integrable systems which possessed soliton-like solutions. The studied models included various deformed modifications of the Sine-Gordon and NLS models. The deformations were such that the models still possessed exact one-soliton solutions and then we considered the modifications of the quantities which for vanishing deformations corresponded to the conserved quantities. We have found that in many of such models these modifications were very small and so these quantities were quasi-conserved. By studying such models further we have managed to connect the quasi-conservation of these quantities to some symmetry properties of the field configurations describing two-soliton fields in such models.

Our first studies were restricted to models of one field in (1 + 1) dimensions and the discussions were relatively simple. Next we considered more complicated systems, involving more solitons (like the various modifications of the KdV equation) [7] or models with more fields (still in (1 + 1) dimensions). In this talk I want to describe our recent study of one of the models of this second class—and here our work involved the study of some deformations of the SU(3) Toda model. So my talk is based on a paper published in the Journal of High Energy Physics [8] but I also want to mention some unpublished results.
2 Toda Model

The $SU(3)$ model is described by the Lagrangian [9]

$$
L = \frac{1}{2} \left[ (\partial_\mu \phi_1)^2 + (\partial_\mu \phi_2)^2 - \partial_\mu \phi_1 \partial^\mu \phi_2 \right]
+ 2 \left[ e^{i(2\phi_1 - \phi_2)} + e^{i(2\phi_2 - \phi_1)} + e^{-i(\phi_1 + \phi_2)} - 3 \right].
$$

(1)

The equations of motion of this model take the form:

$$
\partial_+ \partial_- \phi_1 = -i \left[ e^{i(2\phi_1 - \phi_2)} - e^{-i(\phi_1 + \phi_2)} \right],
\partial_+ \partial_- \phi_2 = -i \left[ e^{i(2\phi_2 - \phi_1)} - e^{-i(\phi_1 + \phi_2)} \right],
$$

(2)

where $\partial_\pm = \frac{1}{2} (\partial_x \pm \partial_t)$ and where we have set $c = 1$.

Note that the fields of this model are complex and so the energy does not have to be real. This is potentially a serious problem (at least from the point of view of any ‘physical’ applications) but this has not stopped many mathematicians studying it at length. This is partly due to its properties. Apart from the fact that the model can be formulated in a more ‘mathematical’ form (using group theory, etc.), it is fully integrable and many of its solutions are well known. Moreover, although the fields are complex its soliton solutions have real energy.

So what are the solutions of this model? In fact, the model possesses two one-soliton solutions. The difference lies in their complex phase rotating differently. (real and imag. parts of $\phi_i$). The fields of the solitons are defined in terms of Hirota’s $\tau$ functions. They are given by

$$
\phi_a = i \ln \frac{\tau_a}{\tau_0}, \quad a = 1, 2.
$$

(3)

Then, the one-soliton solution of the first type is given by

$$
\begin{pmatrix}
\tau_0 \\
\tau_1 \\
\tau_2
\end{pmatrix}
= \begin{pmatrix}
1 \\
1 \\
1
\end{pmatrix}
+ \begin{pmatrix}
1 \\
\omega \\
\omega^2
\end{pmatrix} e^{\Gamma(z)},
$$

(4)

and the one-soliton solution of the second type is given by

$$
\begin{pmatrix}
\tau_0 \\
\tau_1 \\
\tau_2
\end{pmatrix}
= \begin{pmatrix}
1 \\
1 \\
1
\end{pmatrix}
+ \begin{pmatrix}
1 \\
\omega^2 \\
\omega
\end{pmatrix} e^{\Gamma(z)}
$$

(5)
The real and imaginary parts of \( \phi_1 \) are shown in Fig. 1; the field \( \phi_2 \) is similar (its real part is the same but its imaginary part is opposite of that of \( \phi_1 \)).

The real and imaginary parts of \( \phi_1 \) are shown in Fig. 1; the field \( \phi_2 \) is similar (its real part is the same but its imaginary part is opposite of that of \( \phi_1 \)).

The model possesses also three classes of two-soliton solutions. They are obtained by combining the expressions for one solitons:

The species-11 two-soliton solution is given by

\[
\begin{pmatrix}
\tau_0 \\
\tau_1 \\
\tau_2
\end{pmatrix} = \begin{pmatrix}
1 \\
1 \\
1
\end{pmatrix} + \begin{pmatrix}
1 \\
\omega \\
\omega^2
\end{pmatrix} e^{\Gamma(z_1)} + \begin{pmatrix}
1 \\
\omega \\
\omega^2
\end{pmatrix} e^{\Gamma(z_2)} + \begin{pmatrix}
1 \\
\omega \\
\omega^2
\end{pmatrix} e^{\Gamma(z_1)+\Gamma(z_2)+\Delta_{11}}. \tag{8}
\]

The species-22 two-soliton solution takes the form:

\[
\begin{pmatrix}
\tau_0 \\
\tau_1 \\
\tau_2
\end{pmatrix} = \begin{pmatrix}
1 \\
1 \\
1
\end{pmatrix} + \begin{pmatrix}
1 \\
\omega^2 \\
\omega
\end{pmatrix} e^{\Gamma(z_1)} + \begin{pmatrix}
1 \\
\omega^2 \\
\omega
\end{pmatrix} e^{\Gamma(z_2)} + \begin{pmatrix}
1 \\
\omega \\
\omega^2
\end{pmatrix} e^{\Gamma(z_1)+\Gamma(z_2)+\Delta_{11}}. \tag{9}
\]
The mixed (i.e. species-12) two-soliton solution is given by
\[
\left(\begin{array}{c}
\tau_0 \\
\tau_1 \\
\tau_2
\end{array}\right) = \left(\begin{array}{ccc}
1 & 1 & 1 \\
1 & \omega & \omega^2 \\
1 & 1 \\
\end{array}\right) e^{\Gamma(z_1)} + \left(\begin{array}{ccc}
1 & 1 & 1 \\
1 & \omega & \omega^2 \\
1 & 1 \\
\end{array}\right) e^{\Gamma(z_2)} + \Delta_{12} e^{\Gamma(z_1) + \Gamma(z_2) + \Delta_{12}},
\]
(10)
where \(\Gamma(z_k)\) are given as before and the quantities \(\Delta_{11}\) and \(\Delta_{12}\) are given by
\[
e^{\Delta_{11}} = \begin{cases}
\frac{4 \sinh^2\left(\frac{\alpha_2 - \alpha_1}{2}\right)}{4 \cosh^2\left(\frac{\alpha_2 - \alpha_1}{2}\right) - 1} & \text{if } \eta_1 \eta_2 = 1 \\
\frac{4 \cosh^2\left(\frac{\alpha_2 - \alpha_1}{2}\right)}{4 \sinh^2\left(\frac{\alpha_2 - \alpha_1}{2}\right) + 1} & \text{if } \eta_1 \eta_2 = -1
\end{cases}
\]
(11)
and
\[
e^{\Delta_{12}} = \begin{cases}
\frac{4 \sinh^2\left(\frac{\alpha_2 - \alpha_1}{2}\right) + 1}{4 \cosh^2\left(\frac{\alpha_2 - \alpha_1}{2}\right)} & \text{if } \eta_1 \eta_2 = 1 \\
\frac{4 \cosh^2\left(\frac{\alpha_2 - \alpha_1}{2}\right) - 1}{4 \sinh^2\left(\frac{\alpha_2 - \alpha_1}{2}\right)} & \text{if } \eta_1 \eta_2 = -1
\end{cases}
\]
(12)
In these expressions \(\alpha_a, a = 1, 2\), are the rapidities of the solitons related to the velocities by \(v_a = \tanh \alpha_a\). Note that the two-soliton solutions satisfy the conditions \(\tau_1 = \tau_2^*\) and \(\tau_0^* = \tau_0\) and so the Hamiltonian for these solutions is real.

### 2.1 Some Properties of All These Solutions

Note that the energy and its density of all these solutions is real. Moreover, one-soliton solutions can be static, and, from the two-soliton solutions, the mixed ones can be static too. Furthermore, all solutions are stable, and the energies of static one-soliton solutions are the same and the energy of the static two solitons (the mixed case) is exactly twice the energy of one soliton. This suggests to us that the model may possess a BPS-like property [10]; however, so far we have not managed to demonstrate it.

The fields of two solitons possess various symmetries (like \(\phi_1^* = -\phi_2\), etc.) which guarantee the existence of the solutions in the first place and are responsible for some of their properties. Moreover, these symmetries are also responsible for the integrability of the model and, in this, the model resembles the Sine-Gordon model.
To use this model to test our ideas on quasi-integrability, like we have done this for the Sine-Gordon model, we have to deform it. So in the next section we discuss our deformation of this model.

3 Deformed Model

Of course, there are various possible deformations of the model. For our purposes the deformations of the potential \( V(\phi_1, \phi_2) \) are the most convenient and so we considered various changes of

\[
2[e^{i(2\phi_1 - \phi_2)} + e^{i(2\phi_2 - \phi_1)} + e^{-i(\phi_1 + \phi_2)} - 3] \tag{13}
\]

and have finally settled on [8] its change to

\[
2[e^{i(2\phi_1 - (1+\epsilon)\phi_2)} + e^{i(2\phi_2 - (1+\epsilon)\phi_1)} + e^{-i(1-\epsilon)(\phi_1 + \phi_2)} - 3], \tag{14}
\]

in which \( \epsilon \) is the parameter of the deformation.

However, the changes introduced by this deformation are not insignificant. Not only the equations of motion change appropriately but also one needs to change the boundary conditions (so that each term in \( V \) vanishes).

So what are the properties of our deformation and can we use it to study the quasi-integrability properties of our deformed model?

In the various cases of the deformed Sine-Gordon model we used the conserved quantities of the original (undeformed) Sine-Gordon model as test quantities which helped us to understand better the quasi-integrability. In the deformed model these quantities were no longer conserved (they constituted the so-called ‘anomalies’). These anomalies could have any form but when the deformed model still possessed some important symmetries these anomalies were small and non-zero only when the interacting solitons were close together. Moreover, their total contribution vanished asymptotically—so that conserved were still conserved asymptotically (i.e. at large times before and after the interaction of solitons). We have also noticed that this asymptotical conservation always held if the original field configuration possessed some specific properties (symmetries with respect to a reflection around some point in space time \((x, t)\)). Our previous studies involved models with one field; in this work we have studied models involving more fields (here still only two).

Our paper [8] describes all this in detail, here we have no space to present the details of our procedure of calculation of these anomalies and of relating them to the study of the above-mentioned symmetry. Interested reader can find all needed details in [8]. Here we recall the main results of our work and present new results which provide explanations to some intriguing features of the previous results.

As shown in [8] our deformation preserves many symmetries of the original Toda system and we have performed the calculation of the anomalies in a similar way to the Sine-Gordon case. In [8] we showed that the lowest anomaly density is
proportional to:

\[- [6 (\partial_\phi_1)^2 - (3 - \epsilon) (\partial_\phi_2)^2 - 2 (3 + \epsilon) \partial_\phi_1 \partial_\phi_2] E_1
+ [(3 - \epsilon) (\partial_\phi_1)^2 - 6 (\partial_\phi_2)^2 + 2 (3 + \epsilon) \partial_\phi_1 \partial_\phi_2] E_2
+ 3 (1 - \epsilon) [(\partial_\phi_1)^2 - (\partial_\phi_2)^2] E_0,
\]

in which \( E_i \) stand for the three terms of the modified potential.

To go further we had to perform the simulations, but for them we needed initial conditions and we do not even have expressions for one-soliton fields of the deformed model in an analytic form.

So we have had to construct the relevant initial conditions numerically. We did this in two steps. First we constructed one-soliton fields (with appropriately modified boundary conditions). This was done by replacing \( \partial_\phi_t^2 \) by \( \partial_\phi_t \) in the equations of motions, i.e. running the simulations of the relevant dissipative system. This took a while but gradually the fields settled to the one-soliton solutions of the deformed equation. We repeated this procedure for various values of \( \epsilon \) and so obtained the numerical expressions of the deformed one-soliton fields for various values of the deformation parameter. Then the two-soliton fields were constructed from one-soliton fields by superpositions and reflections, etc. (aping the unmodified Toda case). And then we performed our numerical simulations of our main equations for the case of two solitons of the mixed case. As we mentioned before, this case describes the solitons which can be static when \( \epsilon = 0 \). For the other two-soliton system we have repulsion like in the simple Sine-Gordon system.

### 4 Results: Static Cases

First of all we have looked at the case involving two solitons placed too far apart (see the figure below); this has effectively tested our program and we were satisfied as, as required, there was no motion. In Fig. 2 we present plots of the energy density at \( t = 0 \) and at \( t = 1000 \). They clearly show that the solitons have not moved.

Then we started the solitons much closer together. In Fig. 3 we present the results observed in three simulations (\( \epsilon = 0 \), where we do not expect any motion, and for two other values (one positive and one negative) of \( \epsilon \)).

The plots are very representative of what we have seen in all our simulations. First of all the two-soliton configurations for \( \epsilon = 0 \) appear to be static, e.g. there is no motion, while for \( \epsilon > 0 \) we have always observed repulsion and for \( \epsilon < 0 \) we saw attraction followed by an interesting behaviour (involving a reflection). In the static \( \epsilon = 0 \) case, in fact, we do see infinitesimally small attraction—but this can be shown to be a numerical artifact (due to the too simple approximation of the second derivatives in the equation of motion). We checked this by including more
Fig. 2 Plots of energy densities see for values of $t$ (a) $t = 0$, (b) $t = 1000$ seen in a static simulation $\epsilon = 0.01$

Fig. 3 Plots of trajectories for $\epsilon = 0$, $\epsilon = -0.01$ and $\epsilon = 0.005$

terms in the derivatives and attraction was smaller. However, including more terms requires more computer time so all our results mentioned here were obtained using the simplest approximation to the second order derivatives. The other cases are clear cut and are genuine. No small corrections to the numerical approximations of the derivatives would change them.

We have also obtained plots for the time evolution of the anomaly for the simulations with $\epsilon \neq 0$. In the next two figures we present plots (or the real and imaginary parts) of the anomaly for $\epsilon = -0.01$ (Fig. 4) and in the following one for $\epsilon = 0.001$. These anomalies are exceptionally small suggesting quasi-integrability if not full integrability. However, staring at these and some other similar results, discussed in more detail in [8], we claim that we have only quasi-integrability.

The observed phenomena persist for more general values of $\epsilon \neq 0$. 
Fig. 4 Time dependence of real and imaginary parts of the anomaly seen in the simulation for $\epsilon = -0.01$

Fig. 5 Time dependence of real and imaginary parts of the anomaly seen in the simulation for $\epsilon = 0.001$

5 Non-static Cases

We have also performed many simulations for various values of velocities of initial solitons (and for various values of $\epsilon$). This involved taking non-static initial conditions; we constructed such solutions taking $\frac{d\phi_a}{dt}$ proportional to $\frac{d\phi_a}{dx}$, treating each soliton separately. Moreover, we started our simulations with solitons further (i.e. at positions where their interactions were negligible). As usual we compared this procedure with the exact non-static solitons for the undeformed case and we did not see any difference. Hence we are very confident of the validity of our results (Fig. 5).
We have performed many such simulations (for various values of $\epsilon$, and of the initial velocities and positions of solitons). Of course, the most interesting cases involved solitons initially sent towards each other. All our simulations of such scatterings found two interesting types of behaviour: reflections and ‘flips’ between $\phi_1$ and $\phi_2$. In the figures below we present plots of some representative figures showing both types of scattering.

In Fig. 6 we show the field $\phi_1$ at three values of time, which together demonstrate the reflection (case with $\epsilon = 0.001$). The field $\phi_2$ performed the corresponding reflective evolution.

The next figure presents the plots of $\phi_1$ seen in a case which involved ‘flip’. Again the velocity was $v = 0.06$ and the simulation was performed for $\epsilon = 0.01$ (Fig. 7).

In Fig. 8 we present more plots of a typical ‘flipped’ case. This case corresponds to $\epsilon = -0.001$ with the starting velocities being $v = 0.1$. The three plots in this figure show the trajectory of the field $\phi_1$, its shape at the ‘flipped’ point (in fact at $t = 58.5$) and the energy density of the system at that value of time.

Looking at the picture of the trajectory in detail we note that the ‘trajectory’ of the ‘flipped’ soliton is a bit different (as if the solitons moved with a slightly modified velocity). We have also looked at the anomalies seen in our simulations. They were
always all very small and we do not include any plots of them here. Any interested reader can see them in [8].

Instead, we return the static case in which we saw an essentially different behaviour of the solitons (for different values of the sign of $\epsilon$). We have tried to understand it, since [8] was published, and in the next section we present our current understanding of the observed difference in behaviour. This explanation is based on performing a collective field approximation to the scattering in such cases.

6 Collective Coordinate Approximation

In the collective coordinate field approximation we replace each soliton field by a variable describing the position of a soliton, and then construct a Lagrangian describing the evolution of these variables. Of course, working in the centre of mass we can restrict ourselves to considering only one variable which we denote by $X(t)$.

The question then is: what is the Lagrangian for $X(t)$?

There are various ways for obtaining such an approximation. In our work we follow the standard procedure as described in, e.g., [10]. This procedure involves approximating fields $f(x, t)$ by $f(x - X(t))$ and then substituting this approximation into the original Lagrangian and deriving the Lagrangian for $X(t)$ by integrating over $x$.

6.1 The Case of $\epsilon = 0$

So let us first consider the $\epsilon = 0$ case. We ‘join together’ two single solitons—one in the region $x < 0$, the other located in $x > 0$. 
To do this we take
\[ \phi_i = i \ln \frac{\tau_1}{\tau_0}, \] (16)
for \( x < 0 \), where \( \tau_0 = 1 + e^{\Gamma_1} \) and \( \tau_1 = 1 + \omega e^{\Gamma_1} \) with
\[ \Gamma_1 = \alpha(x + X(t)) \] (17)
and, of course, \( \omega = -\frac{1}{2} + i \frac{\sqrt{3}}{2} \). And we take \( \phi_2 \) to be given by \( \phi_2 = -(\phi_1)^* \).

For \( x \geq 0 \) take \( \phi_i = i \ln \frac{\tau_i'}{\tau_0} \), where \( \tau_0' = 1 + e^{\Gamma_2} \), and \( \tau_1' = 1 + \omega e^{\Gamma_2} \). For \( \Gamma_2 \) we take \( \Gamma_2 = \alpha(-x + X(t)) \).

As we said above, \( X(t) \) is the collective coordinate of one kink and \( \alpha \) is a constant. Note that at \( x = 0 \) \( \Gamma_1 = \Gamma_2 = \alpha X \) and so the fields are continuous.

To get equations of motion for \( X(t) \) we integrate the Lagrangian density (1) over \( x \) from \( -\infty \) to \( \infty \). Interestingly, the spatial derivatives terms exactly cancel with the potential terms in (1) and only the time derivative term remains. This gives us:

\[ L(X, \dot{X}) = (\dot{X})^2 f(X), \] (18)
where \( f(X) \) is given by
\[ f(X) = \int_{-\infty}^{0} \frac{e^{3\Gamma_1} dx}{(1 - e^{\Gamma_1} + e^{2\Gamma_1})^2(1 + e^{\Gamma_1})^2} \] (19)
with \( \Gamma_1(x, X) = 2\sqrt{3} [x + X(t)] \). Next we calculate \( f(X) \) and find
\[ f(X) = \int_{-\infty}^{0} \frac{e^{3\Gamma_1} dx}{(1 - e^{\Gamma_1} + e^{2\Gamma_1})^2(1 + e^{\Gamma_1})^2} = \frac{1}{6\sqrt{3}} \frac{e^{6\sqrt{3}X}}{1 + e^{6\sqrt{3}X}}. \] (20)

We note that we have two solutions for \( X(t) \), either
\[ X = 0 \quad \text{or} \quad X(t) = \frac{1}{12\sqrt{3}} \ln \left[ \sinh \sqrt{L|t - t_0|} \right] \] (21)
The first one is what we wanted to get. However, what is the meaning of the second one? This is unclear, and we have not understood it. It is likely to be an artifact of our collective coordinate approximation.

### 6.2 The \( \epsilon \neq 0 \) Case

Next we consider the \( \epsilon \neq 0 \) case. As the initial configurations for our simulations have only been calculated numerically we have to consider only small values of \( \epsilon \). To
get the correct boundary conditions it was convenient to introduce \( \kappa = \frac{3}{3+\epsilon} \sim 1+2\alpha \) and to approximate all expressions by including only the first order corrections in \( \alpha \).

However, to get the numerical solutions of the soliton fields, for \( \epsilon \neq 0 \) we modified \( \phi_1 \) and \( \phi_2 \) (and their derivatives) by multiplying them by \( \frac{3}{3+\epsilon} \) and then evolved them numerically (using a diffusive equation) to their correct values (i.e. we evolved them until the energy did not change by more than 0.01\% and the fields seemed to be independent of the diffusive variable). When we compared the plots we have found that the change of the fields was extremely small; time original and the final fields looked essentially the same. In Fig. 9 we present the plots of the real parts of \( \phi_1 \) fields of one solitons at the beginning and final times obtained in such a diffusion for \( \epsilon = 0.04 \). It is clear that these fields are essentially indistinguishable.

This suggested to us that, in our collective coordinate discussion we could take the original fields (i.e. the errors introduced by this approximation would be very small (essentially negligible)). This simplified significantly the calculations but, of course, introduced small (but hopefully almost negligible) errors. Then the detailed calculations gave us the following expression for our Lagrangian:

\[
L = \kappa^2 (\partial_t X)^2 g(X) - \kappa^2 g(X)\beta + (g(X)\beta)^\kappa, \tag{22}
\]

where \( g(X) \), in this approximation, is given by

\[
g(X) \sim f(X) = \frac{1}{6\sqrt{3}} \frac{e^{6\sqrt{3}X}}{1+e^{6\sqrt{3}X}} \tag{23}
\]

and \( \beta \) is a constant very close to 1.

This time the cancellation of the spatial derivative terms with the potential (which occurred for \( \epsilon = 0 \)) does not take place and so the resultant Lagrangian has three terms. Of course, when \( \kappa = 1 \), the last two terms cancel. The non-cancellation
of these terms (for $\epsilon \neq 0$) changes everything. So, when we have calculated the equations of motion for $X(t)$, we have found that

$$2\ddot{X}g(X) + \dot{X}^2 \frac{\partial g}{\partial X} - \frac{\partial h}{\partial X} = 0,$$

where $h(X) = \alpha g\beta(2 - \ln(g\beta))$.

So what is the solution for $X(t)$ if, initially, the kinks are started from rest? To see this we have put $\dot{X} = 0$ and noted that then

$$\ddot{X} = \frac{1}{2g(X)} \frac{\partial h}{\partial X}.$$

However, $\frac{\partial h}{\partial X} = \alpha\beta \frac{\partial g}{\partial X} \left[1 - \ln(g\beta)\right]$ and $g(X) < 1$ and so we see that the sign of $\frac{\partial h}{\partial X}$ agrees with the sign of $\alpha$. This clearly explains our results as to the direction of the initial motion of solitons (i.e. for $\epsilon < 0$ we initially have the attraction, and $\epsilon$ we have repulsion). However, it is much harder to find an explanation, why for $\epsilon < 0$, the initial attraction gets reversed when the kinks come close together resulting in an effective oscillation. This would probably require more detailed evaluations of the integrals and lies beyond the scope of this work.

7 Conclusions

The modifications of the Toda models possess interesting properties which may help us in our study of quasi-integrability. We have obtained interesting results and we have demonstrated that the fields of our deformed models possess interesting properties. Their scattering properties depend on the deformations and we have showed that, at least initially, the motion of the solitons can be explained by ideas based on a collective field approximation.

We have also found that the anomaly is real (this is guaranteed initially by the symmetry but, it seems, that this symmetry is essentially preserved by the simulations).

Our anomaly (its real part) does change with time but it preserves our condition of ‘returning to its original form’, i.e. provides the support for quasi-integrability of the model. Thus we feel that this work has provided further arguments for the existence of quasi-integrability.

Our future plans involve looking at breather-like fields, etc. but at this meeting ... ‘Many happy returns to Veronique Hussin’.
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On Some Aspects of Unitary Evolution Generated by Non-Hermitian Hamiltonians

A Unitary Way Towards Quantum Collapse
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Abstract The possibility of nontrivial quantum-catastrophic effects caused by the mere growth of the imaginary component of a non-Hermitian but $\mathcal{PT}$-symmetric ad hoc local-interaction potential $V(x)$ is revealed and demonstrated. Via a replacement of coordinate $x \in \mathbb{R}$ by a non-equidistant discrete lattice $x_n$ with $n = 0, 1, \ldots, N+1$ the model is made exactly solvable at all $N$. By construction, the energy spectrum shrinks with the growth of the imaginary strength. The boundary of the unitarity of the model is reached in a certain strong non-Hermiticity limit. The loss-of-stability instant is identified with the Kato’s exceptional point of order $N$ at which the model exhibits a complete $N$-state degeneracy. This phase-transition effect is accessible as a result of a unitary-evolution process in an amended physical Hilbert space.
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1 Introduction

The challenge of using non-Hermitian Hamiltonians in Schrödinger equation dates back to the very early days of quantum mechanics. Typically, these Hamiltonians were usually used in the study of resonances (cf., e.g., [1]). Still, in the context of stable bound states, the very recent enormous growth of interest in the concept (cf.,
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e.g., reviews [2, 3]) may be perceived as evoked by the single short 1998 letter by Bender with Boettcher [4]. These two authors managed to persuade the international physics community that the study of non-Hermitian Hamiltonians $H \neq H^\dagger$ with real spectra may be well motivated even if one studies a unitarily evolving quantum system.

Already the early concrete applications of the abstract theoretical idea proved surprisingly productive. In the context of quantum field theory, for example, the use of non-Hermitian toy-model interactions helped to clarify certain non-perturbative aspects of the spontaneous symmetry breaking [5]. In a certain parallel to the conventional Hermitian models, unfortunately, even the innovation of the mathematical frame did not lead to a discovery of any experimentally detectable mechanism of the spontaneous breakdown of supersymmetry [6]. The parallel with Hermitian theory only survived in a successful extension of the well-known non-relativistic supersymmetric quantum mechanics to its versions using non-Hermitian Hamiltonians (cf., e.g., [7]).

In the literature one can find many other, immediately visible paradoxes connected with the development of the new formulation of quantum theory. Let us, for example, mention here the rather unpleasant absence of a unified name of the formalism. Thus, Bender [2] calls the formalism $\mathcal{PT}$-symmetric quantum mechanics. Reason: he and his coauthors strongly recommend the work with non-Hermitian Hamiltonians $H \neq H^\dagger$ exhibiting an additional property $H\mathcal{PT} = \mathcal{PT}H$. Here, $\mathcal{P}$ denotes parity, while $\mathcal{T}$ is time reversal. In a later review [3], in contrast, Mostafazadeh called (more or less the same) formalism a pseudo-Hermitian representation of quantum mechanics. Reason: as long as the operator $\mathcal{T}$ of time reversal is antilinear, the above-mentioned $\mathcal{PT}$-symmetry of $H$ is to be more naturally interpreted as its pseudo-Hermiticity.

An additional source of terminological misunderstandings has been, in parallel, found in the fact that the non-Hermitian Hamiltonians with real spectra (though not necessarily with the pseudo-Hermiticity property) were already constructed and used in the past. Indeed, in the 1956 study of ferromagnetism by Dyson [8], the Hamiltonians in question have been called “quasi-Hermitian.” Subsequently, in the 1970s and 1980s the idea found a number of successful practical applications in the physics of heavy nuclei (these developments—called interacting boson model—were partially reviewed, in 1992, by Scholtz et al. [9]).

The productivity of the concept, under any name, attracted attention of a broader scientific community. Thus, mathematicians claimed that one should certainly speak, more precisely, about the so-called Krein-space self-adjointness of $H$ [10]. In parallel, the experimental physicists working in classical optic often translate the $\mathcal{PT}$-symmetry of the medium (with a complex refraction index) as a balance between the gain (i.e., sources) and loss (i.e., sinks), simulated by the contemporary highly advanced nanotechnologies [11].

In our present paper we will only marginally mention such a broadened physical perspective. Our attention will be concentrated upon the comparatively narrow field of the unitary quantum theory in which the Dyson’s (i.e., father’s founder’s) 60 years
old ideas found their new and surprising applications recently, ranging from the relativistic quantum mechanics up to the phenomenological quantum cosmology.

The essence and consequences of these ideas will be explained via certain technically (though not phenomenologically) simplified illustrative examples. Our text will be organized as a compact introduction in the theory (Sect. 2) followed by an outline of models living on discrete lattices (Sect. 3). In Sect. 4 we then pick up a family of solvable models in which we will be able to simulate the unitary evolution leading, in a finite time, to an ultimate quantum energy-complexification catastrophe.

The latter result may be perceived as a phenomenological climax of our present message. In Appendix we shall complement it by a concise summary of some of its mathematical aspects.

2 Unitary $\mathcal{PT}$-Symmetric Quantum Theory In Nuce

For the conventional quantum systems $S$ which are assigned self-adjoint one-parametric families of Hamiltonians $h(z) = h^\dagger(z)$ [with a real parameter $z \in (z_{\text{min}}, z_{\text{max}})$ which can vary, slowly, in time] the evolution described by Schrödinger equation

$$i \frac{d}{dt} |\psi(t)\rangle = h(z) |\psi(t)\rangle, \quad |\psi(t)\rangle \in \mathcal{H}^{(\text{conventional})}$$

is unitary [12]. This is a traditional formulation of the theory which may prove, in some situations, over-restrictive. For example, without an additional, ad hoc symmetry of the Hamiltonian such a traditional formalism does not admit several less usual but still utterly elementary evolution processes involving, e.g., an unavoided crossing, or a merger and complexification (i.e., the loss of observability) of a pair (or, in general, of an $N$-plet) of energy levels. The reason was formulated by Kato [13]. He explained that the mergers of the energy levels can only occur at the so-called exceptional points (EP) which are, for a generic self-adjoint Hamiltonian, not real, i.e., which lie out of the range of an experimental realization.

2.1 Non-Hermitian Hamiltonians Enter the Scene

Whenever one needs to describe the process of an energy merger (marking, e.g., the quantum phase transition [14] or a “catastrophic” evolution scenario [15]), it is necessary to employ the so-called pseudo-Hermitian representation (PHR) of quantum mechanics [3] admitting non-Hermitian Hamiltonians $H(z) \neq H^\dagger(z)$ for which the EP values of $z$ can be real, $z^{(EP)} \in \mathbb{R}$.
Naturally, the search for such PHR models of quantum dynamics is of imminent interest \[2, 16\]. For their description one only has to replace the conventional Schrödinger Eq. (1) by its “false space” \[17\] generalization
\[
i \frac{d}{dt} |\psi(t)\rangle = H(z) |\psi(t)\rangle, \quad |\psi(t)\rangle \in \mathcal{H}^{(\text{auxiliary})}
\] (2)
in which the uppercase Hamiltonian $H$ is manifestly non-Hermitian. One of the most popular illustrative examples of the applicability of the non-Hermitian evolution Eq. (2) using ordinary differential Hamiltonians with real spectrum is due to Bender and Boettcher \[4\] who studied the models
\[
H(z) = -\frac{d^2}{dx^2} + V(x, z) \neq H^\dagger(z)
\] (3)
where the potential represents the imaginary cubic oscillator $V(x, 0) = ix^3$ or the family of its generalizations
\[
V(x, z) = (ix)^z V(x, 0).
\] (4)
In the special case of $z \in (-1, 1)$ these authors worked in $\mathcal{H}^{(\text{auxiliary})} = L^2(\mathbb{R})$.

They conjectured that the model could be compatible with the unitarity-of-evolution hypothesis (cf. \[2, 3\] and also several updated reviews in \[18\]).

### 2.2 The Emergence of Difficulties

A few years later it was revealed that the Bender’s and Boettcher’s concrete model cannot be made compatible with the Stone theorem so that, eo ipso, Hamiltonian (3) + (4) cannot be interpreted as a generator of unitary evolution of a quantum system (see the detailed explanations as given, e.g., in Refs. \[19, 20\]). Similar mathematical objections proved also to apply to a number of other non-Hermitian local-interaction models \[21\]. Hence, the search for an update of a widely accepted benchmark illustrations of the pseudo-Hermitian representation theory has been reopened \[22\].

The search is not yet completed. Besides the attempts aimed at the rather complicated mathematics behind the unbounded operators (3) and reviewed by Antoine and Trapani \[23\], a more pragmatic strategy has been developed in Ref. \[9\]. Scholtz et al. described and recommended there a bounded-operator version of the formalism. Along these lines we also proposed, in our recent paper \[24\], a replacement of the differential-operator models (3) by their various discrete, bounded-operator descendants: These Hamiltonians may be found recalled in Sect. 3.

One of the shortcomings of the illustrative models of Ref. \[24\] was their numerical nature. In our present text we will get rid of such a weakness. We will
introduce a family of amended discrete-operator benchmark Hamiltonians which remain closely related to their paradigmatic ordinary differential predecessors (3).

Our project will involve also the following, phenomenologically oriented aims.

1. Via Eq. (2) we intend to simulate the quantum unitary-evolution process in which the Hamiltonian is a one-parametric $N \times N$ matrix $H^{(N)}(z)$. This toy-model matrix will be Hermitian at $z = 0$ and non-Hermitian but $\mathcal{PT}$-symmetric at $z \in (0, 1)$ [for the definition of the concept of (discrete) $\mathcal{PT}$-symmetry see Sect. 4.4].

2. An exact linear-algebraic solvability of our model will be achieved via its discrete-operator construction based on a replacement of the real axis of coordinates $x \in \mathbb{R}$ in (3) by a finite lattice of grid points $x_n, n = 0, 1, \ldots, N + 1$.

3. We shall guarantee that the spectra $\{E_n(z)\}$ of our matrices $H^{(N)}(z)$ will be real. The task will prove facilitated by an interplay between the tridiagonality and $\mathcal{PT}$-symmetry of $H^{(N)}(z)$.

4. We shall find a special subfamily of our matrices $H^{(N)}(z)$ for which the spectrum will prove obtainable, at all of the relevant parameters $z \in (0, 1)$ as well as at all of the quantum numbers $n = 0, 1, \ldots, N - 1$, in closed form (cf. Sect. 4).

In the latter, exactly solvable special case, all of the energies as well as all of the wave functions will be required to degenerate at the real exceptional point $z = z^{(EPN)} = 1$ of the $N$-th order

$$\lim_{z \to 1} E_n(z) = E_0(1), \quad \lim_{z \to 1} |\psi_n(z)\rangle = |\psi_0(1)\rangle, \quad n = 0, 1, \ldots, N - 1$$

(cf. the rigorous mathematical definition of the exceptional points in [13]). Parameter $z \in (0, 1)$ will be treated as a measure of the degree of non-Hermiticity of our discrete local potential $V(x) = V(x, z)$. At the maximal non-Hermiticity boundary with $z = 1$ the specific EPN degeneracy (5) will be rendered possible by the use of a non-equidistant lattice, with the self-consistently fine-tuned separation distances $h_n = x_n - x_{n-1}, n = 1, 2, \ldots, N + 1$ at any $N = 2, 3, \ldots$. An independent, inseparable part of the solvability feature of our benchmark model will be shown to lie in the user-friendly nature of the so-called Hilbert-space metric $\Theta$ which defines the correct physical inner products. Interested readers may find a brief outline of these technical details in Appendix.

3 Simplified Mathematics and the Discrete-Coordinate Models

According to the recent study [21] the spectrum generated by $V \sim ix^3$ could be unstable and “a very small perturbation ... can create ... eigenvalues very far from the spectrum of the unperturbed operator $H$.” The danger is real. Its possible emergence was already predicted by Dieudonné [25]. The authors of the quantum-physics-oriented review [9] decided to restrict, therefore, the scope of the PHR
approach to bounded Hamiltonians, $H \in \mathbb{B}$. In this way they managed to stay on the mathematically safe side. The ill-behaved unbounded-operator models were excluded.

In many subsequent publications which accepted this philosophy, multiple realistic calculations as well as conceptual considerations were even based on the mere finite-dimensional benchmark matrix models [14, 26, 27]. The same strategy will be also accepted in our present paper.

### 3.1 Discrete Imaginary Cubic Oscillators

In Ref. [24] we followed and tested the consequences of the latter tendency. For the model of Eq. (4) which manifestly violates the boundedness condition $H \in \mathbb{B}$ a remedy has been proposed. It consisted in a discretization of the continuous coordinate $x \in \mathbb{R}$ yielding the lattice of points $x_n = \text{const} + h n$ with $n = 0, 1, \ldots, N + 1$, and with a constant grid-mesh size $h > 0$.

The use of the discrete coordinates led to the replacement of the continuous-coordinate kinetic-energy term by its difference-operator analog

$$\frac{-d^2}{dx^2}u(x_n) \rightarrow \frac{1}{h^2} [-u(x_{n-1}) + 2u(x_n) - u(x_{n+1})]. \quad (6)$$

We fixed $\delta = 0$, premultiplied Hamiltonian (4) by $h^2$, abbreviated $h^5/8 = a$ and arrived at the imaginary cubic discrete-oscillator sequence of the $N$ by $N$ matrix models

$$H^{(2)}_{IC}(a) = \begin{pmatrix} 2 - ia & -1 \\ -1 & 2 + ia \end{pmatrix}, \quad H^{(3)}_{IC}(a) = \begin{pmatrix} 2 - 8ia & -1 & 0 \\ -1 & 2 & -1 \\ 0 & -1 & 2 + 8ia \end{pmatrix},$$

$$H^{(4)}_{IC}(a) = \begin{pmatrix} 2 - 27ia & -1 & 0 & 0 \\ -1 & 2 - ia & -1 & 0 \\ 0 & -1 & 2 + ia & -1 \\ 0 & 0 & -1 & 2 + 27ia \end{pmatrix} \ldots. \quad (7)$$

In comparison with the formal $N \to \infty$ limit (4) we emphasized the technical merits of the study of family (7) at a few not too large $N$. This offered an immediate theoretical insight in several interesting physical phenomena and, in particular, an access to a transparent exemplification of the two-level mergers of the energy levels.
3.2 General Power-Law Potentials

In the limit $N \to \infty$, dynamical models (7) yield the traditional PHR Hamiltonian (4) at $\delta = 0$. From this perspective the methodical role of the Bender’s and Boettcher’s variable exponent $\delta$ has been transferred to the variable mesh-size $a$. The original EP singularities [4, 28] appeared paralleled by the dimension-dependent EP values $a_{(EP)}(N)$ (cf. their sample in Table Nr. 1 in Ref. [24]).

Feeling encouraged by such a success we decided to introduce, in [24], another variable parameter. We made its value $\gamma$ intimately connected with the exponent $\delta$ in Eq. (4). Our two-parametric toy-Hamiltonian construction resulted in another sequence of power-law matrices

$$H_{(PL)}^{(2)}(a, \gamma) = \begin{pmatrix} 2 - ia & -1 \\ -1 & 2 + ia \end{pmatrix},$$  

$$H_{(PL)}^{(3)}(a, \gamma) = \begin{pmatrix} 2 - 2^\gamma ia & -1 & 0 \\ -1 & 2 & -1 \\ 0 & -1 & 2 + 2^\gamma ia \end{pmatrix},$$  

$$H_{(PL)}^{(4)}(a, \gamma) = \begin{pmatrix} 2 - 3^\gamma ia & -1 & 0 & 0 \\ -1 & 2 - ia & -1 & 0 \\ 0 & -1 & 2 + ia & -1 \\ 0 & 0 & -1 & 2 + 3^\gamma ia \end{pmatrix}, \ldots . \ldots \ldots$$

Such a $\gamma \neq 3$ generalization of Eq. (7) enhanced the flexibility of the predictions. Serendipitously, it also led to the emergence of a number of topologically non-equivalent spectral loci [24].

4 Physics of Unitary Evolution Towards a Collapse

A less satisfactory aspect of the above-outlined results lies in a serious methodical problem which emerged in connection with the necessity of the construction of the hermitizing inner products in the correct, physical Hilbert spaces. Only the purely numerical techniques were found to be able to deal with the problem, i.e., in the language of physics, with the necessity of the guarantee of the positive definiteness of the inner product.
4.1 Non-uniform Lattices with Site-Dependent Spacings

On an equidistant lattice with a fixed spacing $h > 0$ the discrete Laplacian is defined by Eq. (6). On the more general one-dimensional lattices with the site-dependent spacings $h_n > 0$ an analogous formula holds, just with the modified, site-dependent coefficients [29]

$$-\frac{d^2}{dx^2}u(x_n) \rightarrow -a_n u(x_{n-1}) + 2b_n u(x_n) - c_n u(x_{n+1}), \quad (10)$$

$$a_n = \frac{2}{h_n(h_n + h_{n+1})}, \quad b_n = \frac{1}{h_n h_{n+1}}, \quad c_n = \frac{2}{h_{n+1}(h_n + h_{n+1})}. \quad (11)$$

The old formula is correctly reproduced in the equidistant limit $h_n \rightarrow h$. Along these lines the original discrete Laplacian $\triangle$ becomes generalized

$$\begin{bmatrix}
0 & -1 & 0 & \ldots & 0 \\
-1 & 0 & \ddots & \ddots & \ddots \\
0 & -1 & \ddots & -1 & 0 \\
\vdots & \ddots & \ddots & 0 & -1 \\
0 & \ldots & 0 & -1 & 0
\end{bmatrix}
\rightarrow
\begin{bmatrix}
2b_1 & -c_1 & 0 & \ldots & 0 \\
-a_2 & 2b_2 & -c_2 & \ddots & \ddots \\
0 & -a_3 & 2b_3 & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & -c_{N-1} \\
0 & \ldots & 0 & -a_N & 2b_N
\end{bmatrix}. \quad (12)$$

Once we add a local potential $V(x_n)$ we arrive at the ultimate discrete version of ansatz (3)

$$H = \begin{bmatrix}
2b_1 + V(x_1) & -c_1 & 0 & \ldots & 0 \\
-a_2 & 2b_2 + V(x_2) & -c_2 & \ddots & \ddots \\
0 & -a_3 & 2b_3 + V(x_3) & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & -c_{N-1} \\
0 & \ldots & 0 & -a_N & 2b_N + V(x_N)
\end{bmatrix}. \quad (13)$$

The variability of the sequence of spacings $h_n$ may be reinterpreted as the emergence of a new model-building freedom. The tridiagonal discrete-oscillator Hamiltonians can now contain more or less arbitrary real off-diagonal matrix elements. Naturally, such a freedom may be expected to become highly welcome in phenomenological context.
4.2 Simplification Requirement: $\mathcal{PT}$-Symmetry

A family of user-friendly PHR quantum models $H = \Delta + V(x)$ can be built using the generalized kinetic-energy component (12). We are also allowed to pick up such a (non-Hermitian) discrete local interaction $V(x)$ which would guarantee the stable, unitary evolution of the system, i.e., the strict reality of the whole energy spectrum. That’s why the $\mathcal{PT}$-symmetry of $H$ is often required. Indeed, such a property of $H$ proves methodically useful because in the complex plane of energies, it guarantees that even if not real, all of the formal complex energy eigenvalues are very specific in always occurring in complex conjugate pairs. Hence, under the apparently redundant $\mathcal{PT}$-symmetry the loss of the reality is much more easily traced and detected.

This observation makes the concept of $\mathcal{PT}$-symmetry useful and productive. For the matrix Hamiltonians, in particular, the antilinear operator $T$ can be visualized as causing Hermitian conjugation (i.e., transposition plus complex conjugation). In parallel, the linear operator of parity acquires the matrix form

$$
\mathcal{P} = \begin{bmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{bmatrix}
$$

(14)

Having selected, for the sake of definiteness, the value of the exponent $\gamma = 1$ in our guiding example (8), we then obtain a $\mathcal{PT}$-symmetric non-uniform-grid more-parametric generalizations

$$
H^{(2)}_{\mathcal{PT}}(f, g, a) = \begin{pmatrix}
 f - ia & g \\
 g & f + ia
\end{pmatrix},
$$

(15)

$$
H^{(3)}_{\mathcal{PT}}(f^{(2)}, g, a) = \begin{pmatrix}
 f_1 - 2ia & g & 0 \\
 g & f_2 & g \\
 0 & g & f + 2ia
\end{pmatrix},
$$

(16)

$$
H^{(4)}_{\mathcal{PT}}(f^{(2)}, g^{(2)}, a) = \begin{pmatrix}
 f_1 - 3ia & g_1 & 0 & 0 \\
 g_1 & f_2 - ia & g_2 & 0 \\
 0 & g_2 & f + ia & g_1 \\
 0 & 0 & g_1 & f_1 + 3ia
\end{pmatrix}, \ldots
$$

of the respective two-parametric Hamiltonian matrices in Eq. (8).
4.3 Construction of the Collapse

The higher—\( N \) elements of our \( \mathcal{PT} \)-symmetric family (15) of the candidates for a solvable Hamiltonian contain so many free parameters that one cannot really hope that the determination of the energies would become non-numerical at \( N > 4 \). At the same time, one can try to restrict such a redundant freedom and obtain, in this manner, a non-numerical form of the energy levels. In what follows we shall see that it is possible to achieve even more: The variability of the parameters will enable us to fine-tune their values in a way aimed at making our EP values of some parameters real, i.e., accessible to an experimental simulation.

In the light of the latter comment our present model-building strategy will be based on a step-by-step search for the most efficient simplifications. Naturally, such a search has to start from \( H^{(N)}_{(\mathcal{PT})}(f^{(J)}, g^{(K)}, a) \) at \( N = 2 \) and \( J = K = 1 \). Thus, from the available elementary formula for the energy spectrum \( E_{\pm} = f \pm \sqrt{g^2 - a^2} \) one deduces that the role of \( f \), meaning just a shift of the spectrum, is trivial so that we may put this parameter equal to zero. Similarly, the value of \( g \) just fixes the scale so that we may set it equal to one.

The naive strategy of such a type fails immediately at \( N = 3, J = 2, \) and \( K = 1 \). Indeed, the Cardano formulae for the energies are found complicated and far from being transparent even with \( f_2 = 0 \) or with \( f_1 = 0 \). In contrast, the simultaneous choice of \( f_1 = f_2 = 0 \) leads to the satisfactory elementary formulae \( E_0 = 0 \) and \( E_{\pm} = \sqrt{2g^2 - 4a^2} \). The tests made at \( N = 4 \) and \( N = 5 \) gave similar answers.

On these grounds we arrived at our following ultimate multiparametric ansatz for \( H^{(N)}(g^{(K)}, z) \):

\[
\begin{pmatrix}
-i(N-1)z & g_1 & 0 & 0 & \ldots & 0 \\
g_1 & -i(N-3)z & g_2 & 0 & \ddots & \vdots \\
0 & g_2 & -i(N-5)z & \ddots & \ddots & 0 \\
0 & 0 & \ddots & \ddots & g_2 & 0 \\
\vdots & \ddots & \ddots & \ddots & i(N-3)z & g_1 \\
0 & \ldots & 0 & 0 & g_1 & i(N-1)z \\
\end{pmatrix}
\]

It coincides with the sequence of models (15) under the trivial choice of \( f^{(J)} = 0 \), i.e., it still varies with the \( K \)-plet of optional real parameters \( g^{(K)} \) such that \( N = 2K \) or \( N = 2K + 1 \).

**Theorem 1** For the special choice of parameters

\[
g_k = \pm \sqrt{k(N-k)}
\]
in the complex symmetric Hamiltonian (17), the set of the energy eigenvalues has the following elementary form:

\[ E_k(z) = (N - 2k + 1)\sqrt{1 - z^2}, \quad k = 1, 2, \ldots, N. \]  

(19)

**Proof** Due to the tridiagonality of the Hamiltonian one can recall the recurrent construction recipe of Ref. [30]. Once we introduce the reduced variable \( s = \sqrt{E/(1 - z^2)} \) we find that at any dimension \( N \) the secular polynomial \( S(s) \) has just integer coefficients and that it factorizes into elementary factors, with the roots given by Eq. (19).

Figure 1 offers an example of the \( N \)-level collapse. We choose there \( N = 8 \) and a specific time dependence of \( z = z(t) = \max(0, t) \). The picture shows that the spectrum remains constant before zero time \( t = 0 \), then it shrinks and, ultimately, degenerates at \( t = t^{(EPN)} = 1 \). It becomes purely imaginary and unobservable later on, at \( t > 1 \).

### 4.4 Multiparametric Hamiltonians

Let us now assume that our toy-model Hamiltonian (13) is exactly solvable, i.e., that it coincides, up to an inessential overall multiplicative factor, with the solvable matrix (17) and (18), i.e., the matrix \( H^{(N)}(z) \) is

\[
\begin{bmatrix}
-i (N-1)z & -\sqrt{N-1} & 0 & 0 & \ldots & 0 \\
-\sqrt{N-1} & -i (N-3)z & -\sqrt{2(N-2)} & 0 & \ddots & \vdots \\
0 & -\sqrt{2(N-2)} & -i (N-5)z & \ddots & \ddots & 0 \\
0 & 0 & -\sqrt{3(N-3)} & \ddots & \ddots & -\sqrt{2(N-2)} & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \ldots & 0 & -\sqrt{N-1} & i(N-3)z & -\sqrt{N-1} & i(N-1)z \\
0 & \ldots & 0 & -\sqrt{N-1} & i(N-1)z & \ldots & \ddots \\
\end{bmatrix}.
\]  

(20)
Such a coincidence requirement has the form of algebraic set

\[
\sqrt{(N-k)k} = c_k = \frac{2}{(h_k + h_{k+1})h_{k+1}} = a_{k+1} = \frac{2}{h_{k+1}(h_{k+1} + h_{k+2})},
\]

for \( k = 1, 2, \ldots N - 1 \). The first and last items enable us to eliminate \( h_1 \) and \( h_{N+1} \).

\[
h_1 = h_1(h_2) = \frac{2}{h_2 \sqrt{N-1}} - h_2, \quad h_{N+1} = h_{N+1}(h_N) = \frac{2}{h_N \sqrt{N-1}} - h_N.
\]

Thus, at \( N = 2 \) we are left with the single variable mesh-size \( h_2 = h \) and its two functions (22). At any larger \( N > 2 \) we may simplify relations (22) by evaluating the ratios \( c_k/a_k \). This yields the \( N - 2 \) recurrences

\[
h_{k+2} \sqrt{(N-k-1)(k+1)} = h_{k+1} \sqrt{(N-k)k}, \quad k = 1, 2, \ldots, N - 2,
\]

which interrelate the remaining \( N - 1 \) spacings \( h_2, h_3, \ldots, h_N \). One quantity is always left as an independent mesh-size variable. It is \( h = h_2 = h_3 \) at \( N = 3 \), etc.

Such a determination of the non-uniform spacings \( h_k = h_k(h) \) may be followed by the subsequent evaluation of components \( 2b_k \) of the diagonal matrix elements \( 2b_k + V(x_k) \) in Eq. (13). Once we want our matrix to coincide with the exactly solvable model of Eq. (20), we must make these matrix elements equal to the purely imaginary quantities \(-i(N + 1 - 2k)z\). In this manner, our exactly solvable potential will be defined by the relations

\[
\text{Re } V(x_k) = -2b_k(h), \quad \text{Im } V(x_k) = -i(N + 1 - 2k)z.
\]

The resulting potential is fine-tuned to guarantee the degeneracy (5). Its (non-vanishing!) real part remains fixed and only its imaginary part varies with the real coupling-strength parameter \( z \) (cf. [31]). Our construction of the local potential defined on the non-equidistant discrete lattice of grid points \( x_k \) and supporting the existence of the (in principle, experimentally accessible) real \( N \)-tuple exceptional point is completed.

## 5 Conclusions

In our present paper we described an answer to the truly challenging problem of the description of the physics of unitary evolution towards a collapse using a local interaction potential. Our successful construction was rendered possible by a patient trial-and-error search for a maximally user-friendly toy-model. Besides a suitable modification of the more or less routine discretization strategy, the main merit of our approach can be seen in a strictly non-numerical tractability of our \( N \) by
Non-Hermitian Hamiltonians. We managed to construct an amended family of matrix models containing a sufficient number of variable parameters while still keeping the bound-state energies themselves in a closed, non-numerical form.

On the basis of our present results we believe that many of the above-discussed weaknesses of the currently available non-Hermitian local-interaction models will be further suppressed along the indicated methodical lines. We are persuaded that, first of all, the purely physical credit of the finite-dimensional Hamiltonians will be further enhanced, mainly due to our demonstration that even at the higher dimensions $N$, the form of the spectrum of the toy models need not necessarily be purely numerical. Secondly, the future analyses of toy models will certainly be encouraged by our present constructive demonstration that the linear-algebraic construction of the physical Hilbert space may often decisively be facilitated by the finiteness of their matrix dimensions $N < \infty$.

Appendix: The Metric as a Degree of Model-Building Freedom

The specification of quantum system $S$ requires not only the knowledge of its Hamiltonian $H^{(N)}(z)$ [i.e., at any preselected dimension $N$ and parameter $z$, the knowledge of matrix (20) in our case] but also a constructive access to the correct probabilistic interpretation of experiments. In other words, having solved the time-dependent Schrödinger equation (2) we still need to replace our manifestly unphysical working Hilbert space $\mathcal{H}^{(\text{auxiliary})}$ by the correct physical Hilbert space, i.e., we must modify the inner product accordingly [3].

The Abstract Theory Revisited

In the context of quantum theory of many-body systems it was Freeman Dyson [8] who conjectured that in some cases, an enormous simplification of the variational determination of the bound-state spectra could be achieved via a suitable non-unitary similarity transformation of the given realistic Hamiltonians

$$\hat{h} \rightarrow H = \Omega^{-1} \hat{h} \Omega, \quad \Omega^\dagger \Omega \neq I. \quad (25)$$

The trick proved particularly efficient in nuclear physics [9]. An amendment of the calculations has been achieved via a judicious choice of the operators $\Omega$ converting, e.g., the strongly correlated pairs of nucleons into weakly interacting effective bosons.

In spite of the initial success, the trial-and-error nature of the Dyson-inspired recipes and the fairly high formal mathematical costs of the replacement of the self-adjoint “realistic” operator $\hat{h} = \hat{h}^\dagger$ by its manifestly non-Hermitian, quasi-
Hermitian [9] alternative
\[ H = \Theta^{-1} H^\dagger \Theta \neq H^\dagger, \quad \Theta = \Omega^\dagger \Omega \]  \hspace{1cm} (26)

have been found, beyond the domain of nuclear physics, strongly discouraging (cf., e.g., [25]).

Undoubtedly, the idea itself is sound. In the context of abstract quantum theory its appeal has been rediscovered by Bender with Boettcher [4]. In effect, these authors just inverted the arrow in Eq. (25). They conjectured that one might start a model-building process \textit{directly} from Eq. (26), i.e., \textit{directly} from a suitable trial-and-error choice of a sufficiently simple non-Hermitian Hamiltonian with real spectrum. Their conjecture was illustrated by the family of perturbed imaginary cubic oscillator Hamiltonians

\[ H_\epsilon = -\frac{d^2}{dx^2} + V_\epsilon(x) \neq H_\epsilon^\dagger, \quad V_\epsilon(x) = ix^3(i x)^\epsilon, \quad x \in (-\infty, \infty), \quad \epsilon \in (-1, 1). \]  \hspace{1cm} (27)

Technical details may be found in reviews [2, 3, 9, 18] in which several formulations of the “inverted” stationary version of the quantum model-building strategy may be found.

\textbf{The Unitarity of Evolution Reestablished}

It is worth adding that strictly speaking, the latter strategies are not always equivalent (cf. also further comments in [22, 32]). For our present purposes we may distinguish between the older, more restrictive “quasi-Hermitian” formulation of quantum mechanics (QHQM) of Ref. [9], and the \textit{“PT-symmetric”} version of quantum mechanics (PTQM, [2]).

The key difference between the latter two pictures of quantum reality lies in the strictly required \textit{non-admissibility} of the unbounded Hamiltonians in the QHQM framework of Ref. [9]. This requirement is by far not only formal, and it also makes the QHQM theory mathematically better understood. In contrast, the process of the rigorous mathematical foundation of the extended, phenomenologically more ambitious PTQM theory (admitting the unbounded Hamiltonians as sampled by Eq. (27)) is still unfinished (cf., e.g., the concise progress reports [23, 33]). Hence, also the toy models with the local but not real potentials are far from being widely accepted as fully understood and consistent at present (cf., e.g., [20, 21]).

One is forced to conclude that the ordinary differential (but, unfortunately, unbounded) benchmark model (27) of a \textit{PT}-symmetric quantum system (where \textit{P} means parity, while symbol \textit{T} denotes the time reversal [4]) is far from satisfactory. At the same time, its strength may be seen in its methodical impact as well as in its simplicity and intuitive appeal. For all of these reasons one is forced to search
for alternative $\mathcal{PT}$-symmetric quantum models which share the merits while not suffering of the inconsistencies.

Needless to add that the unitarity of the quantum evolution can be reestablished for many non-Hermitian models with real spectra. One just has to return to the standard quantum theory in QHQM formulation. The details of the implementation of the idea may vary. Thus, Bender [2] works with an auxiliary nonlinear requirement $H^{\mathcal{PT}} = \mathcal{PT} H$ called “$\mathcal{PT}$-symmetry of $H$.” In a slightly more general setting Mostafazadeh [3] makes use of the same relation written in the equivalent form $H^{\dagger} \mathcal{P} = \mathcal{P} H$, and he calls it “$\mathcal{P}$-pseudo-Hermiticity of $H$.” Still, both of these authors respect the Stone theorem. This means that both of them introduce the correct physical Hilbert-space metric $\Theta$ and both of them use it in the postulate

$$H = \Theta^{-1} H^{\dagger} \Theta := H^{\sharp}.$$  \hspace{1cm} (28)

of the so-called quasi-Hermiticity property of the acceptable Hamiltonians. Rewritten in the form

$$H^{\dagger} \Theta = \Theta H$$  \hspace{1cm} (29)

the equation can be interpreted as a linear-algebraic system which defines, for a given Hamiltonian matrix $H$ with real spectrum, the $N$-parametric family of all of the eligible matrices of metric $\Theta$. For the tridiagonal input matrices $H$, the solution is particularly straightforward because the algorithm can be given a recurrent form implying that the solutions exist at any input $H$ [34].
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